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SUMMARY OF CHAPTERS

VOLUME 1

Chapter 1

Transmission System Environment

The composition of the Bell System plant is reviewed in
terms of the types of transmission facilities used and the ways in
which they are interconnected.

Chapter 2

Message Channel Objectives

The Bell System objectives for loss, noise, crosstalk, and
echo in message circuits are stated, and the statistical nature and
subjective foundation of these objectives are discussed.

Chapter 3

Voice Frequency Transmission

The voice frequency components of the telephone plant -
subsets, loops, vf trunks and repeaters - are described., Voice fre-
quency transmission characteristics, noise sources in the local plant,
and crosstalk are discussed.

Chapter 4

Amplitude Modulation

Amplitude modulation and demodulation are analyzed, and
various forms of AM signals are discussed. Emphasis is placed on the
preparation of telephone message signals for transmission over carrier
systems,

Chapter 5

Introduction to AM Carrier Systems

The building blocks of AM carrier systems are described.
The chapter summarizes many of the important problems encountered in
the design and engineering of these systems and serves as an introduction
to the material that follows in Chapters 6-15,
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Chapter 6
System Layout Terminology
This chapter collects important terminology used in

Chapters 6 - 15 and introduces the reader to the problem of de-
tailed system analysis.

Chapter 7

Random Noise

Sources of random or thermal noise in AM systems are
discussed; formulae for computing tube noise, and methods of
estimating noise figure of repeaters and the addition of noise in

a string of repeaters are given.

Chapter 8

Modulation Distortion

Cross modulation between channels arising from non-
linearity in an AM system is analyzed. The relation between the
power series representation of the non-linear device, and the over-
all intermodulation performance of an AM multi-repeatered system is
developed.

Chapter 9

Load Capacity, Gains and Losses

System load and overload are defined in terms of an
ecuivalent single frequency sinusoid. Equality of repeater section
transmission path loss and repeater gain is shown to be an important
objective.

Chapter 10

System Layout and Analysis

The material developed in Chapters 6 through 9 is used
to illustrate the problems of setting repeater spacing, system
levels, and analyzing system performance.
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Chapter 11
Misalignment

The problem of systematic misalignment - all repeaters
slightly too high or ail repeaters slightly too low in gain - is
analyzed and the necessarily adverse effect on signal-to-noise
ratio studied.

Chapter 12
Overload and Modulation Requirements

Methods of deriving overload and intermodulation require-
ments for a system from a knowledge of the speech load are studied,
It is shown that the peak value of the voltage wave corresponding
to a telephone multiplex signal can be expressed in terms of a sine
wave having the same peak voltage; this concept is also made use of
in FM systems later. Methods of computing modulation noise developed
here are similarly adaptable to FM system problems.

Chapter 13
Feedback Repeater Design

The problems of working through a feedback repeater de-
sign from its initial conception to its final form, and estimating
the repeater performance throughout the design process, are dis-
cussed as an example of the interdependence of device development
objectives, circuit design and system performance.

Chapter 14
Regulation and Equalization

Requirements on the transmission-frequency characteristic
for telephone and television transmission are discussed, and methods
for equalizing and regulating to meet these requirements are des-
cribed. The frequently unexpected impact of the equalization plan
on other aspects of system performance illustrates the complex
nature of the system problem.
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Chapter 15
Shaped Levels, Feedback, Compandors, TASI

The effect of shaped feedback and pre-emphasis of the
telephone multiplex load on repeater noise, intermodulation, and
overload is discussed. The problems and advantages of compandors
are described. The principle of time-sharing of channels is
introduced.

VOLUME 2

Chapter 16

Television Transmission

The nature of the television signal, its sensitivity to
interference, and the resulting requirements on transmission systems
for this signal are discussed.

Chapter 17

Introduction to Microwave Systems

The building blocks of a radio system are described.
Some similarities and differences between radio and wire systems
are discussed.

Chapter 18

Radio Propagation

Antenna gain and path loss relations are analyzed.
Characteristics of typical antennas and the problems of fading
and absorption are discussed.

Chapter 19
Properties of the Frequency Modulated Signal

The spectrum of a carrier which is phase or frequency
modulated by one or more sinusoidal signals is derived. The
spectrum resulting from angle modulation by a band of random noise
representing a telephone multiplex signal is given.
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Chapter 20

Random Noise in FM and PM Systems

The method of analyzing the noise performance of an FM
or PM system is given. The noise advantage of FM over AM systems
is derived, and shown to be an example of the principle of trading
bandwidth for signal-to-noise ratio.

Chapter 21

Use of the Fourier Transform for
Transmission System Analysis

The Fourier Transform is reviewed at this point to
serve as a tool for analyzing subsequent FM and PCM material.

Chapter 22

Effect of Transmission Deviations in
PM and FM Systems

The methods of analyzing the effects of transmission
deviations in an FM or PM system are presented.

Chapter 23

Frequency Allocation

The factors effecting choice of baseband width and the
mechanisms of interchannel interference are discussed. Frequency
allocations of present radio systems are illustrated.

Chapter 24

Illustrative Radio Systems Design Problem

The material in the previous chapters is summarized by
applying it to the analysis of a short haul 100 channel system.

5-5
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Chapter 25

The Philosophy of Pulse Code Modulation Systems

A general introduction is given to the principles of
message sampling, quantizing, coding, decoding, and reconstruction.
Time division multiplex and the trading of bandwidth for signal-to-
noise ratio are examined for a PCM system, and the results are re-
lated to previous discussion of AM and FM systems.

Chapter 26
Preparation and Processing of Signals in PCM

The spectrum of a sampled message is examined to intro-
duce the problem of filter requirements. This is followed by a
description of the terminal equipment and a discussion of estimated
noise performance of a 24 channel system.

Chapter 27
Pulse Transmission and Reshaping
High-end shaping and transmission deviations are analyzed

in terms of error rate. Methods of compensating for the effects of
low frequéncy suppression in transmission systems are discussed.

Chapter 28
Regeneration and Retiming

Ideal vs. partial regeneration and retiming are studied
in terms of the system error rate. The advantages of a regenerative
system over a conventional AM or FM system are discussed.

Chapter 29

Signal Processing

The nature of speech is discussed, and methods which have
been devised to extract and transmit only the information content of
the message are examined.



Chapter 16
TELEVISION TRANSMISSION

The wave shapes and frequency spectra of the
monochrome and color television signals are described.
There is a discussion of the sensitivity of the signals to
such impairments as bandwidth limitations, transmission
deviations, crosstalk, random noise, single frequency inter -
ference and non-linearity. The transmission system re-
quirements on these impairments are outlined. The chapter
concludes with a discussion of the vestigial sideband
method of transmission.

The Bell System has constructed many thousands of route miles
of wide band transmission circuits in recent years to serve the rapidly
expanding television broadcasting industry. The associated companies
make use of coaxial and microwave intercity systems, television switch-
ing arrangements at toll centers, and video transmission systems for
relatively short intracity links. The magnitude of these operations
may be appreciated by noting that the Bell System's investment in equip-
ment capable of transmitting television exceeds the aggregate investment
in plant of all the broadcasters. Hence, television transmission is
important to the Bell System,and the designer of broadband transmission
systems must have a knowledge of television transmission requirements.
We shall begin with an examination of the television signal itself before
discussing system objectives and requirements.,

Nature Of Television Signal

Scanning Process

The television signal must contain information in electrical

form, from which a picture can be recreated with reasonable fidelity.

If we neglect color, a still picture may be expressed as a variation

in luminance over a two dimensional field. In a moving picture, how-
ever, the luminance function also varies with time. The moving picture,
therefore, is a luminance function of three independent variables,

The electrical signal consists of a current or voltage amp-
litude which is a function of time. At any instant the signal can rep-
resent the value of luminance at only one point in the picture., It is
necessary, therefore, in the translation of a picture into an electrical
signal, that the picture be scanned in some systematic manner so that
the large number of luminance values representing a picture are obtained
over a period of time. If the scan is sufficiently detailed and rapid,

16-1
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a satisfactory reproduction of picture detail and motion can be obtained.
The basic system consists of a continuous scan in a horizontal line from
left to right, starting at the upper left hand corner of the field of
view., When the right hand end of a line is reached, the next lower

line is explored starting from the left. When the bottom of the field
is reached, the process is started again from the top.* The luminance

at each scanned point is translated (or coded) into an instantaneous
value of signal voltage or current. This scanning process is illustra-
ted in Figure 1 and has been described extensively in the literature.

LUMINANCE
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ELEMENT SPOT
INAGE FIELD VIEWING SCREEN
ﬁr SCANNING
INFORMATION
—_ -

SWEEP
GENERATOR

General Scheme of Television
Transmission

Figure 16-1

For the successful decoding of the signal into a picture at
the receiver, it is necessary to transmit a key to the code. In the
standard signal, this consists of emitting frequent short-duration
pulses (synchronizing, or "sync" pulses) indicating characteristic points
in the course of the scanning pattern such as the beginning of scanning
lines and fields. This is coupled with the condition that further motion
of the spots, between pulses, is uniform with time in the field of view.
The synchronizing pulses must be distinguishable from the
picture signal. This is accomplished by both time and amplitude separ-

*This is simplified. Actually the lines of alternate fields are inter=
laced.
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ation. They are transmitted during "retrace" time. This is the time
when the spots are returning from one end of the field of view to the
other. During this time no useful picture information can be sent. The
picture and synchronizing pulses are also assigned separate amplitude
ranges in the total signal. An illustration of this portion of the
signal is shown in Figure 2. This shows a trace which can represent
either the video signal itself or the envelope of a carrier signal.,

63.5 AL SEC
DURATION OF

ONE SCANNING LINE

TIME —

<«—— PICTURE WHITE @

CAN NTZZTTC

PORCH" | PORCH"
(1.3 LSEC)| (4 LSEC)

BLANKING ! ©|CTURE
PULSE LINE SIGNAL
SYNCHRONIZING
PULSE
{5 SEC)

Portions of a Television Signal Showing Line
Synchronizing Pulses

Figure 16-2

The picture signal is interrupted during retrace time and
replaced by a black signal known as a "blanking pulse”. This insures
that the return trace will not be visible in the picture. The line
synchronizing pulses are superimposed on the blanking pulses and
occupy the amplitude range from ™" to "c". Since this region is black-
er than black, the sync pulses do not register in the picture.

The line pulses synchronize the individual scanning lines.
Similarly it is necessary to synchronize field (vertical) scans. This
is done by another pulse in the same amplitude range, as shown in Figure
3. The line and field pulses are identified at the receiver by their
durations, which are greatly different. During the field retrace time,
the picture is again blanked by a black blanking signal. The equalizing
pulses are necessary to insure that both.fields making up a frame are
properly synchronized.
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| FIELD BLANKING PULSE —
EQUALIZING FIELD SYNCHRONIZING EQUALIZING HORIZONTAL
PULSES PULSE PULSE SYNC PULSE

Portion of Television Signal Showing
Field Synchronizing Pulses

AMPLITUDE

Figure 16-3
Wave Forms

Figure 3 also shows a portion of the wave forms for both line
and field synchronizing pulses. H, the time interval from the start of one
line to the start of the next is 63.5 microseconds (15,750 kc line fre-
quency). The picture is scanned vertically at a rate of 60 "fields" per
second. Since each complete frame consists of two interlaced fields, the
"frame™ rate is 30 per second. There are 525 scanning lines per frame of
which only about 93% are visible because of loss of time during the field
blanking pulse.

The most direct method available for measuring the amplitude and
time relationships between the various components of a video signal is to
observe the wave forms on an oscilloscope. The method of measurement, and
specifications and adjustments of amplitude relationships have been
standardized by the IRE. The IRE Standard Scale is shown in Figure L.
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Figure 16-4
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Bandwidth

The bandwidth occupied by a television signal is a function of
the frame rate and the fineness of detail to be transmitted. Important
components will appear as low as the 60 cps field scanning rate, with some
energy at lower frequencies. We must, therefore, transmit almost down to
dc. How high in frequency must we transmit? The final answer to this
question must, of course, come from viewing tests. These tell us that
with the optimum viewing conditions and best equipment, a bandwidth of
about 4 mc results inwry little degradation, and that a greater bandwidth
results in an improvement which economically would not be worthwhile, A
reduction to 3 mc bandwidth, on the other hand, results in a noticeable
degradation.

To appreciate the role which various factors play in this
question, it will be instructive to compute the required bandwidth, making
certain simplifying assumptions. The standard American black and white
picture calls for a frame rate of 30 cps with 525 lines per frame. The
ratio of picture width to height (aspect ratio) is 4:3. We assume a
scanning spot which is uniformly illuminated over a circular cross-section
whose diameter is just equal to the picture height divided by the number
of lines per frame.

Vertical Resolution: Since the scanning lines are discrete and
of finite width, the relative position of the scanning lines and any

horizontal lines in the scanned original will affect reproduction. For
example, if the original consists of alternate black and white lines of
the same width as the scanning lines and perfectly coincident with them,
reproduction will be accurate., If these same scanned lines are centered
on the boundary between scanning lines, however, they will produce a gray
picture. Experimental study indicates that, for typical pictures, this
effect decreases vertical resolution by a factor of about 70%. Vertical
resolution is further reduced to about 93% of its original value because
of the loss of lines during blanking time between fields., The resulting
number of vertical elements which can be resolved is then:

n, = (525)(0,70)(0.93) = 342

Horizontal Resolution: The vertical resolution is controlled
by the number of active lines per frame, the size and nature of the
scanning spot and the accidental relationships of the scanning pattern
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and horizontal lines in the original image. Horizontal resolution, on
the other hand, is determined by the highest frequency component which
can be resolved along a line. If we make the simplifying assumption
that a simple sinusoid will generate a series of alternate black and
white spots it is easy to see that the finest detail which can be re-
produced will be determined by that sinusoid (assuming that spot size
is not the limiting factor, of course). Subjective tests indicate that
satisfactory results are obtained if horizontal resolution is made ap-
proximately equal to vertical resolution. Assume, for our purposes,
that they are equal.* Since the aspect ratio is 4:3, the desired number
of horizontal picture elements would be:

n, = (4/3)(342) = 456

Required Bandwidth: A sinusoid which would generate 456
alternate black and white spots would go through 228 cycles along a
scanning line. If we allow 16.5% of line scanning time for horizontal
blanking, the active (i.e. visible) time for one line will be:

t = (0.835) T?GT%EﬁgT = 53 microseconds

The top transmitted frequency must then be:

_ 228 cycles per line -
fmax 53 microseconds pcr line ko3 me

In spite of all the simplifying assumptions made, this result does not
differ substantially from the FCC standard of 4.25 mc.

The significant thing to note in this discussion is that channel
bandwidth determines the horizontal resolution. If bandwidth is restricted
in any practical case, it is the horizontal «etail which suffers.

Spectrum

The scanning process determines the basic distribution of energy
in the signal band. Line scanning of picture information concentrates
the signal energy into harmonics of the line frequency. In addition,
modulation of the line frequency harmonics by the 60 cycle field scan
gives rise to 60 cycle sidebands on each line frequency harmonic. The
television signal, therefore, consists of a number of fixed frequencies
which vary in phase and amplitude at a slow rate only as a result of

#In practice the ratio of horizontal to vertical resolution is about

0.9.
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motion in the picture. Each of these frequencies can be considered
as a carrier and the effect of motion as adding sidebands around the

carrier. The net result is a signal frequency composition similar to
that shown in Figures 5 and 6.

RELATIVE MAGNITUDE IN VOLTS =—»

o 1 2 3 4
FREQUENCY IN MEGACYCLES PER SECOND

Spectrum of Monochrome TV,
Showing Every Tenth Line-
Frequency Harmonic

Figure 16-5

Figure 5 illustrates the entire 4 mc bandwidth, indicating
the levels of line freouency harmonics for a typical signal. Nine-tenths
of the harmonics have not been drawn in and the 60 cycle components near
zero freouency have been omitted for clarity. A small section of Figure
5 magnified to illustrate the presence of the 60 cycle sidebands that
cluster about each line frequency harmonic is shown in Figure 6.
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Sidebands Around Each Line-
Frequency Harmonic

Figure 16-6
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Color Signal

The NTSC* color television system is based on the principle
that color may be adequately defined in terms of three characteristics:
Luminance, hue, and saturation. Luminance defines intensity or bright-

ness and is the basis on which the present monochrome system operates.
Hue defines the color in terms of whether it is red, blue, green, yellow,
etc. Saturation defines the degree to which the hue is mixed with white.
For example, pink is a low saturation red. A high saturation red would
be a brilliant crimson.

The color signal, therefore, must contain information as to
these three characteristics. The color system uses the same type of
signal to transmit luminance information as is used in the monochrome
or black and white system. To this are added the saturation and hue
information which comprise the basic difference between the monochrome
signal and a color signal. The necessity of transmitting three pieces
of information instead of one, simultaneously and without interaction
or distortion, imposes new requirements on the transmission facilities.
This situation is analogous to the transmission of two or more voice
signals simultaneously in a carrier telephone circuit. If the circuit
is perfectly linear, there is no difficulty in separating the various
voice channels at the receiving end. If the circuit is not linear,
the channels interact with one another and crosstalk occurs.

The saturation and hue information are added to the luminance
signal in the form of a new signal called the color sub-carrier. The
amplitude of this signal represents the saturation of the color. A
large amplitude represents high saturation or brilliant color. Distor-
tion of color saturation will occur if the gain of the transmission system
at the color carrier frequency is a function of the amplitude of the
luminance signal. This variation in the amplitude transmission of the
color signal caused by variztion in the amplitude of the luminance signal
is called differential gain. The presence of differential gain in a
system used to transmit color television may result in a picture in
which some colors may appear dim or washed out while others may appear
oversaturated.

*National Television Systems Committee
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The time or phase relationship of the color sub-carrier to a
reference synchronizing signal (color burst) determines the hue of the
color. The color burst consists of approximately 9 cycles of the color
carrier freouency placed on the back porch of the horizontal blanking
signal as shown on Figure 7.
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COLOR INFORMATION
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LINE SYNC

Color Signal Wave Form
Figure 16-7

Distortions of hue will occur if the phase shift of the trans-
mission system at color carrier frequency is a function of the amplitude
of the luminance signal*. This variation in color carrier phase shift
caused by variations in amplitude of the luminance signal is called
differential phase. The presence of differential phase in a system
used to transmit color television results in a change in the hue of
the colors.*

The frequency of the color sub-carrier, 3.579545 me, is chosen
to be an odd multiple of half-line frequency (7867 cycles for color
television). The effect of this is to interleave the components of the
chrominance signal spectrum between the luminance signal components. The
frequency composition of a typical NTSC color signal is shown in Figure 8,
The smaller chrominance components on either side of the sub-carrier are
produced by the scanning as in the case for luminance and vary in
amplitude and phase in accordance with the hue and saturation information
being transmitted,

*Such dependence will occur because, for example, the "hot" grid-cathode
capacity of the electron tubes is a function of operating point, hence
of instantaneous signal voltage.
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NTSC Color TV Spectrum
Figure 16-8

TELEVISION TRANSMISSION REQUIREMENTS

The subject of distortion and interference in television
pictures is a specialized one. It is a field in which new words have
been coined to describe particular phenomena, and where accepted audio
terms are sometimes employed to déscribe visual effects. Hence we look
for noise, and ringing, we try to avoid pigeons and glitch,* we do
our best to keep the porches flat, and the breezeway open, and bleeding
whites merit our serious concern. A complete review of television dis-
tortion is quite beyond the scope of this section, of course. What is
intended, rather, is to present the more important aspects. We shall
attempt to relate cause and effect, and shall indicate what the tolerable

limits are for these performance degradations.

Television requirements, like telephone requirements, are
based on the results of many subjective tests. Extensive viewing tests
have been made in which various amounts of distortion or interference
were added to the picture and the result judged using seven preworded
comments ranging from ™ot perceptible™ to "unusable". The data for

*These are both descriptive terms for forms of low frequency interference.
By "pigeons" is meant bright spots of impulse noise that show up and
appear to fly across the picture. "Glitch" is characterized by a narrow
horizontal bar which moves through a picture at a slow rate.
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all observers were pooled to determine the curve for a median observer
and in general the requirement for a particular effect has been set so
that the median observer will find the interference or the distortion
to be "just perceptible". It should be observed that such a requirement
obtains for a complete system. When several systems are connected in
tandem the overall requirement must be allocated among the component
systems and indeed further subdivided to determine the net contribution
for individual amplifiers and filters,

In this section we shall take up picture impairments due to
the causes listed below. There is a certain amount of overlapping
among some of the items, however, and the decision to refer to a par-
ticular effect as band limiting rather than as a transmission deviation,
for example, is mostly a matter of judgment.

1. Bandwidth Limitations

2. Transmission Deviations

3. Crosstalk

L. Random Noise

5. Single Frequency Interference

6. Non-linear Effects

We shall confine the discussion which follows to video system
effects. The use of carrier facilities introduces other difficulties
which will be discussed later.

Bandwidth Reouirements

Since the television signal is derived from a scanning process
the vertical resolution in the picture is determined by the number of
scanning lines used per frame and the horizontal resolution is determined
by the bandwidth of the system. To make the horizontal resolution approx-
imately equal to the vertical resolution, a bandwidth of about 4.2 mc is
required. An unimpaired test signal or test pattern as reproduced on a
television monitor is shown in Figure 9, We shall use this test
pattern as our reference nndistorted picture and show the effects of
several types of impairments upon picture quality. Note that the ver-
tical lines in the pattern of Figure 9 can be resolved right into the
central circle,

If a low pass network having a transmission characteristic
which is approximately flat to 1 mc and then falls off at the rate of
about 6 db per octave is inserted between the picture source and the
monitor, the test pattern will be reproduced as shown in Figure 10,

The picture is no longer "crisp", the vertical bars cannot be resolved
close to the central circle (see the lower wedge) and the words "New York™"
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Figure 16-9 Unimpaired Signal Figure 16-10 1 mc Roll-off

Figure 16-11 Negative Streaking Figure 16-12 Smearing

Figure 16-13 Overshoot Figure 16-14 4 mc Ringing
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are no longer clear. In short, fine detail is not reproduced well. In
addition to frequency response, excessive noise and some echo patterns
can also mask fine picture detail and result in apparent loss of resol-
ution.

The Bell System objective for television transmission is
therefore to provide facilities having flat transmission and delay char-
acteristics between a very few cycles and at least 4.2 mc. The question
which naturally arises is, how flat must the gain and delay characteristics
be to guarantee acceptable transmission?

Transmission Deviations
Before attempting an answer to the question which has just

been raised, it is desirable to examine a few more distorted test patterns.
Figures 11 through 14 illustrate some common faults, In order to
give a clear qualitative idea of the types of penalties associated with
not meeting transmission requirements, large amounts of distortion are
shown in these pictures.,

l. Streaking and Smearing. Streaking is caused by trans-

mission distortions in the frequency range up to about 200 kc. Smear-

ing is generally caused by distortions at somewhat higher frequencies.,
Streaking and smearing affect both color and monochrome signal transmission.
Amplitude and phase distortion tolerances at the low end of the frequency
band, below say 5 kc, are relatively less critical because of the use of
electronic circuits called clampers. Clampers effectively reinsert low
frequency signal components which were not faithfully transmitted. They
permit a 35 db relaxation of gain and phase distortion at 60 cycles but
their effectiveness decreases with frequency. All Bell System television
networks include clampers.

Streaking and smearing are usually not separate and distinct
distortions. A picture which exhibits smear also has streaking. Figure
11 shows the test pattern containing streaking - negative streaking
in this case, If the test pattern letters were extended as blacks or
grays, the distortion would be described as positive streaking. A badly
smeared picture is shown in Figure 12. Figures 11 and 12 are both
clamped signals; similar distortions in the vertical direction are at-
tenuated by the clamper.

2. QOvershoot., In a television signal, an overshoot is an
excessive response to a sudden change in signal. A sharp overshoot is
commonly referred to as a spike and is generally caused by excess gain
at high frequencies,
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Figure 13 shows this effect on a typical picture. There is a
black outline to the right of white objects and a white outline to the
right of black objects,

3. Ringing. Ringing generally results from the transmission
of sudden tonal transitions over a system that has a finite pass band
with a sharp cut-off at the upper end of the frequency range. It may
also result from a marked transmission irregularity at some frequency
below cut-off. When a signal containing a sudden transition is applied
to such a circuit, damped oscillations or ringing will occur at approx-
imately the frequency of cut-off or other discontinuity, the duration of
the ringing depending upon the sharpness or degree of the irregularity.
Ringing will be accenuated by a rising gain characteristic preceding
the discontinuity. Figure 14 shows the effect of introducing a low
pass filter having a sharp cut-off at 4 mc between the signal source
and the monitor. The ringing can be seen to the right of the vertical
bars in the region where the spacing of the bars corresponds to fre-
ouencies approaching 4 mc. It is evident that ringing also causes an
apparent loss of resolution.

L. Echoes. An echo signal, or ghost, can be defined as a
duplicate of the original video signal displaced horizontally from the
original signal. Ghosts and echoes are due to impairments in the trans-
mission circuit which cause the signal pulses to reach the viewer at two
or more discrete times. The impairment effect of the echo picture not
only varies with echo signal strength but also with the time offset and
the nature of the original video signal. As a practical matter, echo
signals are generally not true reproductions of the original signal,
since the conditions that give rise to echo signals are usually not con-
tinuous throughout the band. Echoes may be either leading or lagging and
may be either positive or negative. Figure 23 is an example of a
positive echo. (See page 33).

Requirements on Transmission Deviations
The several types of distortion that have been considered all
have one thing in common - they are all caused by transmission deviations
and can be eliminated by introducing compensating gain and phase equal-
ization. :
The requirements placed on the transmission characteristic to
hold these picture impairments to tolerable levels are sometimes given
in terms of "coarse structure™ and "fine structure” deviations.
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Figure 15 shows an illustrative steady-state phase curve
after the linear component has been subtracted. Widely spaced varia-
tions, like that indicoted by the dotted line, are known as "coarse
structure”. Such variations are also described, in a purely descriptive
way, as having "low periodicity" - in the sense that they would repre-
sent a slowly changing function to an observer who scanned the trans-
mitted band. Closely spaced variations as shown by the solid line are
known as "fine structure", or "high periodicity" variations. Quantit-
atively, a deviation is fine structure if Af is much less than 540 kc,
coarse structure if Af is much more than 540 kc. The devision is
obviously a somewhat arbitrary one.

Af

jf”

PHASE SHIFT ¢

FREQUENCY

Steady State Phase Curve Illustrating "Coarse' and ""Fine"
Structure Transmission Deviations

Figure 16-15

The coarse structure requirements for monochrome television
from 7875 cycles (half line frequency) to the upper cut-off are given
as

* .03 microsecond envelope delay, and
+ 1.7 db/mc gain slope,

For color transmission this fairly large gain slope cannot be tolerated
and the transmission at 3.6 mc should be very nearly the same as at low
frequencies.
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The fine structure requirements for an overall system for
monochrome are tabulated below:

Video Freguency Phase Distortion Gain Deviation
60 cycles + 1 degree + .1 db
15.75 ke + 1 degree + .1 db
500 kc + 2 degrees + .2 db

1 mc + 4 degrees + .3 db
2 mc + 8 degrees + .6 db
3-4 mc +10 degrees + .8 db

Here again, for color, the requirements between 3 and 4 mc become
almost the same as those at 15.75 kc. The above fine structure re-
guirements are for single departures of delay and attenuation. When
three or more cycles occur in succession, the requirement must be
halved; and where both attenuation and delay occur together the re-
quirement must be divided by v2. While these limits serve as a guide,
they are not used directly in system design or evaluation. Current
practice is to employ the method to be discussed next - the echo rating
technique. This is based on the fact that all the transmission devia-
tion effects which have been discussed can be considered as different
types of echoes.

The next section will demonstrate the effects of transmission
impairments in producing echoes, and how echo delay is related to the
periodicity of the variations.

Echo Rating Technique

Before discussing how an echo pattern can be related to the
transmission characteristics of a network or amplifier, it is helpful to
consider how echoes are generated. They are often thought of as resulting
from a discontinuity in a transmission medium or from an impedance mis-
match of some sort. The "talker echoes" which were discussed in Chapter
2, for example, arose from improper terminations. The echoes we are
concerned with in television are more nearly analogous to "listener echo",
or to reverberation effects in acoustics. Such "echoes" can result from
multi-path transmission. They can equally well result from transmission
over a single path having a non-ideal transmission characteristic., We
can set up a paper experiment to show this,

Consider the circuit of Figure 16. The signal is applied to
three paths, each having attenuation and delay. As an example, assume
that the losses of paths 1 and 3 are equal, so that K1 = K3 = K, and
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let K2 = 1., Also, let the delay of path 2 be D and define the delays of
paths 1 and 3 so that D1 = D-Tand D3 =D + T. The K's and D's thus
define the transfer characteristic of the transmission path formed by
these three networks in parallel. Thus, if we apply a signal ert at
the input, the output voltage can be writtens

E

OUT = Klejw[t"(D"T)J + Kzejw(t"D) + KBij[t-(D+T)] (16_1)

which, recalling the values of the K's, can be simplified to

ej‘”(t'D) E. + k(39T + e-jmT)J

Eour

= Jo(t=D) [1 4 2K cos wT] (16-2)

Suppose now that the multipath circuit under consideration were
replaced by a single equivalent network having a cosinusoidal gain charac-
teristic and zero delay distortion. An observer at the receiving end of
such a circuit would be unable to distinguish between th~» threc-path
circuit of Figure 16 and a single equivalent circuit having the trans-
mission characteristic of Equation (2). In this simple case, then, we
see that echoes can arise from a non-ideal transmission characteristice.

The same phenomenon can be considered in terms of the vector
diagram of Figure 16c. Suppose the signal generator is an oscillator
which is slowly swept over the transmission band. The subsidary vectors
caused by the K1 and K3 paths will rotate about the K2 vector which
represents the main path transmission. At any given frequency the phase
differences between these vectors will be a function of the delays in-
volved. For the case illustrated (equally spaced leading and lagging
echoes of equal amplitude) the result, on the frequency scale, will be
analogous to amplitude modulation on the time scale. (Compare, for
example, with Figure 19-10.) The resultant vector (total signal) will
grow and shrink as we sweep over the transmission band. The greater
the delay, the closer together these maxima and minima of transmission
vs frequency will be.

We can see this also by referring to Figure 15 and identifying
T with 1/Aw. T is also, of course, the delay between the received
pulses of Figure 16. We see that if T is small, corresponding to an
echo close to the signal, the deviation in the gain-frequency charac-
teristic will have a coarse structure. If, for example, we had a coarse
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cosinusoidal gain ripple with Af = 2 mc the echoes would be one half
microsecond away from the signal, or about 0.16 inches on a television
screen seventeen inches wide (screen with twenty-one inch diagonal)

with the standard scanning rates specified previously. A fine structure
deviation ripple (high periodicity) with Aw = 200 kc would produce echoes
about 1.6 inches away from the signal.

Similarly, it can be shown that a small sinusoidal ripple in
the phase characteristic only results in a pair of echoes, one leading
and one lagging the signal, but of opposite polarities.* If the gain
characteristic should happen to have a cosinusoidal ripple and the phase
characteristic a sinusoidal ripple, both of the same periodicity, the
leading echoes may cancel, leaving only a lagging echo. This will occur
if the gain ripple amplitude (in nepers) is equal to the phase ripple
amplitude (in radians), since the echo amplitude is a direct function of
ripple amplitude.

The illustrations we have been discussing are, of course,
simple cases of the general problem. Usually the transmission charac-
teristic we are concerned with does not exhibit sinusoidal deviations
vs. frequency, but is more complex. These more complex characteristics
can usually be analyzed, however, by Fourier methods (a tool which is
discussed in Chapter 21), We can thus find, for a given transmission
characteristic, the more or less complex pattern of leading and lagging
echoes to which it gives rise. How practical such an analysis will be
in a given case depends on the complexity of the characteristic under
consideration¢‘20ften a reasonably accurate approach to the final answer
we seek can be found by approximations which will be discussed a little
later.

The final answer we seek is a "rating" of the circuit - a sort
of figure of merit which will permit us to say whether or not, for
example, a certain residual ripple (after equalization) is better or
worse than the slope or bulge we tried to equalize out. This figure of
merit is the "echo rating" of the circuit. It is found by assuming that
the annoying effect of many small echoes can be added on an r'.S.S. basis
(an assumption which is fairly well substantiated by subjective tests),

*In the previous case of gain ripple only, an analogy to amplitude modu-
lation was pointed out. Similarly, phase ripples on the frequency scale
are analogous to angle (phase or frequency) modulation on the time scale.
If the deviation were large, we would have to consider additional leading
and lagging echoes, analogous to higher order sidebands in high-index FM,
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and that this r.s.s. sum can be expressed in terms of a single equivalent
echo. In other words, it is assumed that the interfering effect of a
pattern of echoes, however complex, can be simulated by the interfering
effect of a single, properly displaced echo of appropriate amplitude.
What we mean by "properly placed" will be defined in a moment. The ratio
of the amplitude of this equivalent echo to the amplitude of the signal,
expressed in decibels, is defined as the echo rating of the transmission
circuit.

Before we can add the annoying effects of the component small
echoes to define this "equivalent echo", we need to know a good deal
more than we now do about the annoying effects of echoes. Returning to
Figure 16, for a moment, we would expect the viewer's opinion of the
picture to change if a), we change T, or b), we make K1 and K3 functions
of frequency. We need quantitative information on this point. This can
be obtained only from subjective tests.
Time Weighting

Subjective tests indicate that the interfering effect of an
echo on a television screen, that is, the annoyance to the viewer, is a
function of the spacing between signal and echo. Echoes close in tend
to be masked by the signal. Those further out stand more by themselves
and tend to be more annoying. The results of a large number of sub-
jective tests are summarized in the time weighting curve of Figure 17.
For example, an echo 0.5 microseconds away from the signal is about 12 db
less annoying than one of the same amplitude spaced 10 microseconds
away. This difference in annoyance associated with time weighting must
be taken into consideration in adding echoes or deriving an echo rating.
This brings us to the definition of the "properly placed" echo used in
echo rating. This equivalent echo is considered to be far out, that is,
to lie in the region above 10 microseconds.
Freouency Weighting

So far, we have discussed only cases in which the deviation
ripples extend with constant amplitude across the entire frequency band
of interest. This is not generally the case., Echoes need not necessarily
be miniature duplicates of the signal, but can contain frequency com-
ponents in different proportions so that the echo of a square pulse might
well have rounded corners or a sloping top and so on. Now, we already
know that most of the energy of a TV picture is concentrated at low fre-
quencies, and that the high frequency components carry information about
fine detail only. It is not surprising, then, to find that a secondary
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path which transmits the low frequency components is more objectionable
than one which transmits only the high frequency components, The former
produces the main outlines of the picture in echo form; the latter gives
a bit of fuzz which is lost in the noise. Again we can readily deduce
the relationships between echoes and transmission deviations in this
case by considering the frequency components of the signal at the receiver
in Figure 16 as vectors whose phase is a function of the delay. It is
clear that if K1 and K3 are relatively large at low frequencies and
approach zero transmission at high frequencies, two effects will follow:
1) the echo will consist of the low frequency (high energy) components;
and 2) the total transmission characteristic will exhibit relatively
large ripples at low frequencies and very little ripple at high fre-
quencies,

Consider, for example, a high periodicity consinusoidal ripple
(only a few kc between ripples on the frequency scale) which extends
only over a part of the transmitted band. This would correspond, in
Figure 16, to a relatively long delay in a secondary path which also
included a band pass filter. In order to evaluate such an echo, two
factors must be considered - over what fraction of the total band does
the deviation extend, and where is it centered? Ignoring the latter
question for a moment, the assumption can be made that an echo due to a
ripple over part of the frequency band is less disciirbing than an echo
due to a ripple across the band, in direct proportion to the fraction of
the band involved. Thus, an echo due to a cosinusoidal ripple 2xtending
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with constant amplitude over, say, 400 kc of a 4 mc band would be less
disturbing than an echo due to a ripple across the full 4 mc by a factor

of 10 log 4.9/0.4 = 10 db. The factor here is known as "pandwidth
advantage" and can be written:

Bandwidth Advantage = 10 log 75 (16-3)

As mentioned earlier, however, the location of the frequency
deviation in the band of interest is of importance. Figure 18 shows the
relative annoying effect of ripples as a function of their location in
the band. The figure also indicates how the curve must be modified for
color transmission, which contains important information around the color
carrier frequency at about 3,6 mc. After demodulation, the sidebands of
the 3.6 mc carrier appear as low video frequency color components,
leading to a more stringent requirement around 3,6 mc for color than for
monochrome transmission. Note that, while the addition of color increases
the sensitivity to transmission deviations around 3.6 mc by some 15 db,
the requirements at low frequencies remain more severe by about 11 db.

Consider a simple numerical example. We commented above on a
cosinusoidal deviation which extended over a band 400 kc wides Suppose
that the center frequency of this region of deviation was about 500 kco.
Figure 18 shows the penalty to be about 3 db.* The complete frequency
weighting for this example would combine the 10 db advantage for band-
width and the 3 db penalty for center frequency to give a net advantage
of 7 db over an echo resulting from a deviation extending over the entire
band. To complete the picture, time weighting would also have to be taken
into consideration. We now have all the tools required to consider a
general method for estimating, to a first degree of approximation, the

echo rating of a transmission system whose gain and phase deviations
are known.

Estimating Echo Rating

We have already noted that the problem of determining echo
response from information on transmission deviations is theoretically

*Taking the value of this weighting function at the center frequency of
the deviation band is reasonably accurate if the weighting does not vary
much over the deviation band. A more accurate approximation results if
the band is divided into narrow strips, weighting each by the amount
given in Figure 18. The results can then be added on a power basis.
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best attacked by application of Fourier Transforms. While this approach
results in concise formulation of the problems and results, the actual
operations are generally difficult to perform. The integrals can be
evaluated for a number of elementary shapes, however., If we can analyze
a given, complex deviation shape as the approximate sum of a number of
such elementary shapes it may be possible to arrive at an echo rating for
the complex deviations by summing up the echo ratings for the simpler
shapes on an r.s.s. basis.*

Such a method has been derived. Figure 19 shows a number of
deviation shapes whose amplitudes are suchi that each corresponds to a
-60 db echo rating. That is, each of these "echo patterns" is just as
annoying as a single echo which perfectly duplicates the signal in terms

of spectrum, which lies at least 10 microseconds away from the signal and
which is 60 db below the signal.

*Strictly speaking, the elementary shapes used should be orthogonal
functions.
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Consider first the sinusoidal deviations shown in Figure 19a.
The gain ripple shown would correspond to well-displaced leading and
lagging echoes of the same polarity, each 63 db below the signal. Sub-
jectively, these would add on a power basis to give the annoying effect
corresponding to a single echo 60 db below the signal. From a con-
sideration of the vector magnitudes involved, we can easily check the
magnitude relationships: thus, in Figure 16, the case illustrated would
correspond to K2 = 1, 1 = K3 = ,0007, At frequencies where the three
signals are in phase, the maximum vector length becomes 1 + .0007 +.0007,
which is 012 db greater than the unperturbed value of unity.

Similarly, we can see that the phase ripple shown could be
produced by two echoes of the same absolute magnitude but shifted in
phase so that K3 = -K1 = ,0007. These would add to give a peak phase
deviation of .0014 radians or .08°.

The corresponding delay deviation would be a function of fo‘
The delay deviation is found by taking the slope of the phase deviation
curve. If we keep the peak phase deviation unchanged and double fo, we
halve the slope and therefore get half as much delay deviation.

Consider now the curve of Figure 19b. This applies for close-
in echoes produced by coarse structure phase deviations. Such echoes
are subject to the time-weighting curve in the region where it has a
6 db slope per octave of fo. When we double fo, the time weighting curve
tells us we could double the echo amplitude for the same echo rating.
From the previous remarks on the relationship between phase and delay,
we see that this would leave the delay deviation unchanged - doubling
the phase ripple amplitude and doubling fo leaves the maximum slope of the
phase curve unchanged. For echoes this close to the signal, then, the
annoying effect is directly related to the magnitude of the delay devi-
ation. Figure 19b is therefore plotted in terms of delay - a practical
advantage, since coarse structure delay distortion is a common system
problem.

For the purposes of the discussion above, coarse structure is
defined to include cases in which the ripple periodicity in the fre-
quency plane is greater than 318 kc. Fine structure includes cases with
periodicicy less than 318 kc. This choice of 318 kc as the dividing
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point between fine and coarse structure has the effect, then, that w-
automatically include the effect of time welghting when we scale the
ripple amplitudes of Figures19a and 19. We are, in effect, approxi-
mating the time weighting curve of Figure 17 with straight lines, in-
dicated as dashed lines in the figure. For long delays, there is no
time weighting; for short delays, the echo rating improves directly witl
ripple frequency., By scaling Figure 19a in terms of phase and Figure 1¢
in terms of delay, the effects of the straight line approximation to tir
weighting are automatically included.*

As stated earlier, these curves show the values of gain or
phase (or delay) deviation which will yield a -60 db echo rating. To
find the echo rating where the deviation magnitude is different from tha
given, scale on a 20 log basis. That is, if we have a fine structure
sinusoidal gain deviation, with maximum deviation equal to .024 db, the
echo rating should be -60 + 20 log 48%% = =54 db. As we have already
indicated, these curves can be used.when ripples cover only part of the
band if the proper bandwidth advantage and frequency weighting are used,
This will be discussed in more detail later,

The next group of curves (Figure 19¢c) covers broad deviations
which increase with frequency, corresponding to linear, square, cube and
fourth power shapes. Again the table shows the values of gain or phase
deviation at the top frequency which, with the appropriate shape, will
yield a =60 db echo rating., Our simple technique does not permit this
group of curves to be used when the deviation extends over only part of
the band.

The expanding sinusoidal deviations of Figure 19d are governed
by the same comments as those covering Figure 19c,

The application of this technique is best demonstrated with an
illustrative example. Suppose that we have a fictional pattern of gain and
phase deviation which we have broken down into the following components:

*The choice of 318 kc as the dividing point between coarse and fine
structure is somewhat arbitrary, a delay of 1/318 kc = 3.14 microseconds,
corresponding to the 3 db point of the time weighting curve. We might
have used a straight line asymptote to the sloping part of the weighting
curve, This would give a dividing point of 540 k¢ and would require
that the value of A in Figure 19b be changed to 0.4 millimicroseconds.
(Note that delay = frequency x time and that the values of A in Figures
192 and 19b should correspond at the arbitrary crossover frequency. The
318 kc line gives a better approximation in the crossover region. In
the straight line portion, where the 540 kc approximation is more exact,
the echo rating will be relatively far down and we are less concerned
with accuracy,
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a. A parabolic gain shape with A = 1.8 db at the top
frequency, extending across the 4.25 mc bandwidth.
b. A consinusoidal phase shape extending from 0.3 mc to
3.0 mc. The ripple periodicity is 70 kc. A = 0,12
degrees.,
Find the echo rating; that is, find the equivalent well-displaced acho:
From Figure 19c, the gain deviation echo rating is:

~60 + 20 log %&% = 54 db

To find the rating for the sinusoidal phase deviation, use
Figure 19a,

For a deviation all across the band, the echo rating is

~60 + 20 log 8*%% = -56.5 db

Since the ripple extends over a region of the spectrum where
there is a large change in weighting from the lower to the upper fre-
quency (Figure 18), we will divide up the region into sub-bands. For
each sub-band we will read off a value corresponding to the center fre-
quency from Figure 18. From this we subtract the bandwidth advantage
calcul~ted for each sub-band which gives the net frequency weighting
for each sub-band. To obtain the overall net weighting, the values for
the sub-bands are added on a power basis.

Sub-bands f%ig?tigi igsgx%ggg We?éﬁting
+3 to 5 mc + 4 db 13.3 db -9.3 db
5 tol 0 9.3 -9.3
1to 3 =7 3.2 -10.2

(=9.3) ™" (-9.3) ™" (-10.2) = -4.8 db

This makes the echo rating for the phase deviation
Adding the two echo ratings on a power basis, the final rating becomes

(-61.3) ™ (-54) = - 53.3 db

This technique of estimating echo rating can be a powerful tool
in designing television systems and is one with which the designer must
be familiar. It makes possible the analysis of loss and phase shift
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deviations of a network, in terms of the picture distortion produced by
an equivalent echo, which can then be compared to the allocated echo
rating. Graphical integration procedures have also been developed for
handling this problem with the aid of computing machines.
Echo Rating Objective

The Bell System echo rating objective for a 4,000 mile tele-
vision network, including radio and coaxial toll circuits, video circuits,
and all switching facilities is =40 db. As suggested above, this is an
all-inclusive performance figure taking into account all effects that

can be cured by equalization.
Crosstalk

Video crosstalk becomes an important consideration when two
or more video transmission systems operate on adjacent facilities. If
coupling between systems is excessive, crosstalk from one system will
seriously impair the picture transmitted by the other., To eliminate
crosstalk coupling entirely is usually impractical, if not impossible;
to reduce it by even modest amounts is sometimes difficult and expensive.
The cuestion then arises as to how much crosstalk can be tolerated.

If strong enough, video crosstalk appears as an image of the
unwanted signal moving erratically back and forth across the wanted
picture. This motion occurs because of the lack of exact synchroni sm
between independent video systems. As the crosstalk image moves across
the main picture, it appears to be framed. This frame is formed by the
horizontal and vertical synchronizing pulses and is much more noticeable
than any feature in the interfering image. Since the side frame of the
image extends from top to bottom of the wanted picture, no part of the
latter escapes interference. At the threshold of interference, there
is no semblance of frame or image; just a slight flicker appears as the
frame moves across some sensitive portion of the main picture. When the
coupling has a sloping characteristic, rather than flat or undisturbed
crosstalk, the differentiated crosstalk image will appear in bas relief,

The crosstalk coupling loss requirement is plotted in Figure
20, in which coupling loss required at 4 mc is plotted against the
slope in db per octave of the coupling path. If the coupling path from
one video circuit to another is flat vs frequency, the loss required at
all frequencies is 58 db. If, however, a high loss is obtained at low
freocuencies, the 4 mc requirement is eased. For example, if the coupling
path loss decreases at 6 db per octave, a loss of 23 db at 4 mc is
satisfactory; the corresponding loss at 20 k¢ will then be 69 dbe
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The curve of Figure 20 represents lumped rather than dis-
tributed coupling. When the coupling is distributed over a long distance,
as in adjacent pairs, the crosstalk image will be less clear and probably

somewhat less severe requirements would be imposed.
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Despite the easing of 4 wmc coupling loss requirements by as
much as 35 to 44 db in going from flat to sloping coupling,it is more
often the latter requirements that are the hardest to meet. This is
particularly true in instances of near-end crosstalk in cable circuits
carrying video signals in opposite directions. As the length of cable
to the nearest repeater, or terminal, is increased, two things occur:

The magnitude of the incoming signal is decreased and the steepness of
the slope of the equalization of the receiving amplifier is increased.
The first increases the effective coupling between circuits and the
second increases the high frequency transmission of the crosstalk signal,

Random Noise

By random noise we mean fluctuation noise or the type of noise
obtained from vacuum tube amplifiers - thermal noise. At the source the
spectrum of random noise is usually flat with frequency over a very wide
band but communications networks generally contain many selective net-
works which introduce sloupe. Figure 21 shows the energy distribution

of random noise for several transmission systems. While th-:: effective
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bandwidth of the noise is reduced by these systems the bands are not so
narrow as to approach single frequencies, hence there is no correlation
from scanning line to scanning line, which would produce bar patterns.
Subjective tests have been made to determine the interfering
effect of broad, narrow and mixed bands of random noise distributed
throughout the television band. The frecquency weighting derived from
these judgment tests is shown in Figure 22. This weighting is for
use with a simple power summing dcvice such as a power meter. Figure
22 also shows a proposed modified noise weighting for color tele-
vision. The reason for the peak in the noise weighting curve for color
television is that the color receiver demodulates energy in the vicinity
of 3.6 mc dovn to low video frequencies. Hence 3.6 mc noise will appear
in the picture as low frequency noise having a relatively coarse pattern

in the colored areas of the picture.
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The general principles derived from these tests have been sum-
marized as follows:

1. Low frequency noise is judged much more interfering than

high frequency noise of equal power.

2. A given amount of noise power is judged more objectionable
if it is concentrated in a narrow band than if it is spread
out over a wider band in the same frequency region.

3, Human vision in combination with present television mon-
itors does not precisely sum weighted noise powers in
arriving at an overall assessment of the interfering
effect of random noise bands. A reasonable compromise
however, can be obtained with weighting applied to a
power meter,

The weighting curve of Figure 22 may be used to weight the
several noise spectra shown on Figure 21. The weighting factors listed
in Table 16-1 indicate the extent to which the signal-to-noise ratio may
be relaxed for the given noise spectra.
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Table 16-1

Energy Distribution Weighting Factor in db
of Noise onochrome Color
Flat 9.0 9-5
L-3 12.8 12.3
TD-2 16.9 14.1
A2 (for max. repeater
spacing) 23.7 16.3 .
Uptilted Ndb/octave 72+28N 13.7 +
(6<N<27) + 10

The overall signal-to-weighted noise requirement as determined
from subjective tests and making use of the weighting curve of Figure

22 is:

E_. (peak-peak volts)
20 log video

= 54 db
Eweighted noiséjrms volts)

Here we compare a peak-to-peak voltage with an rms voltage, an unusual
procedure. These voltages are the values most readily measured, how-
ever, and for the video signal the peak-to-peak voltage is the only one
having any meaning.

The 54 db number represents an overall transmission requirement.
The requirement on a component video system is considerably more stringent,
of course. The current allocation of the noise requirement allows 59 db
for all the video systems in an overall television network. If we assume
that of the many video systems in the circuit, seven of the video sections
are of maximum line length and hence absorb all the requirement, the re-
quirement for such a maximum length section becomes 67.5 ub.

Single Frequency Interference

The addition of a single frequency to the television signal
superimposes a bar pattern upon the ultimate viewed picture. If the
frequency is a rational multiple of either the line scanning or field
scanning fundamental the bar pattern will be stationary. If the inter-
fering frequency is not a rational multiple of the scanning frequency,
the interfering pattern will appear to move. Figure 25 shows a case of
bad 1000 cycles interference, Figure 26 shows 311 kc while Figure 27
shows 3.6 mc interference.
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Figure 16-25 1000 Cycle Interference Figure 16-26 311 kc Interference

igure 16-26 3.6 mc Interference
(Note fine vertical bar pattern)
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The visibility of a bar pattern, either vertical or horizontal,
depends upon the amplitude of the interference and on the angle which
the bars subtend at the eye. For a given viewing distance, therefore,

a 4 nic pattern is more difficult to see than a 1 mc pattern. A high
freouancy interference pattern which is synchronous or nearly synchronous
with a line scanning component is much more disturbing than a frequency
which falls midway between line scanning components.* This fact is made
use of in the color signal where the color carrier, 3.579545 mc was
chosen to fall midway between the 227th and the 228th harmonics of the
horizontal frequency. The interfering effect of a bar pattern is also

a function of the picture background; the effect is most easily observed
in the grays.

Threshold observations were made in connection with the design
of the coaxial cable carrier systems to determine a requirement for this
type of interference. A complete plot of the results would show a number
of maxima and minima, as the interfering frequency approaches or recedes
from synchronization with multiples of the line scanning frequency. If
we plot only the most stringent requirements, we obtain the curves of
Figure 28, which is thus really the envelope of the worst single fre-
quencies in the various portions of the spectrum.

Below 100 cycles, the disturbing effect of single frequency
interferences is made more severe by a different effect,

When low frequency interference is superimposed on a tele-
vision picture - a normal scene containing high lights, shadows and
various values of gray - and the interference is just visible, it may
not be noticed as a horizontal bar pattern at all, but as a flicker in
some sensitive areas of the picture. The rate of flicker will be the
beat frequency between the interfering and the 60 cycle field frequency.
This flicker is much more noticeable and disturbing than the brightness
distortion casued by an interfering frequency which is synchronized with
some component of the field frequencye.

Viewing tests have been made to determine the tolerable level
for low frequency interference. Here again the signal-to-interference
ratio which a median observer finds to be "just perceptible” is taken as

*Ref. 4, p. 210-211 gives an excellent explanation of this effect, as
well as the reasons for choosing the location of the color subcarriers
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the reouirement. This curve has been reproduced in Figure 29, and
shows that the most sensitive flicker rate is in the vicinity of five

cycles per second.*

Non-Linear Effects

Non-linear distortion is contributed by the system amplifiers;
in amplifier design work it is usually evaluated by measuring second
and third order modulation. Video amplifiers are generally designed
on a balanced basis in order to obtain balance against even order dis-
tortion.** The odd order terms, particularly the third, contribute a
fundamental term which can be interpreted as a compression term. As we
approach the overload point of the amplifier in question, there is no
longer a 1:1 relationship between input and output and the output is said

® w ™ e @ e s W M w B e e G W G em Gm @ @ e e em G e e Em G Em e e e e en ws e em

*Another source of moving bar patterns and flicker is the modulation

of a television signal %transmitted either at video or carrier fre-
quencies) by power frequency voltages in the repeaters of a transmission
system.. Recuirements on transmissioh systems with respect to this
effect have been greatly eased by the use of clampers at the TV term=-
inals, but the phenomenom still merits attention in the design of a

new system,

**Feedback amplifiers are not used - partly because of the design dif-
ficulties associated with the great number of octaves to be transmitted,
but mainly to get the better differential phase performance which can
be obtained from non-feedback amplifiers. Feedback amplifiers reduce
compression effects at the cost of introducing differential phase, and
the trade is not an advantageous one,
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to be compressed. In television transmission this may result in com-
pression of the synchronizing signal, compression of the picture whites,
or both. Requirements on compression for transmission systems are deter-
mined by the effect on color, however,

Non-linear effects may be evaluated readily for color trans-
mission by measuring the differential phase and gain performance of the
system. These terms have already been defined. It has been established
that a critical observer can detect hue changes for a phasing error of
5°. Observers are most critical of flesh tones. They are generally
less critical of saturation changes and a saturation change corresponding
to about 2 db is not considered to be objectionable. As before, these
values obtain for an overall transmission system. When color transmission
is satisfactory, monochrome transmission will be better than just adequate
as far as compression is concerned. Since any television network may be
called upon to transmit color, monochrome compression is therefore not a
problem,

Summary of Video Requirements

The various requirements on the overall system for satisfactory
transmission of television signals may be summarized as follows:

1. Bandwidth: Approximately 4.2 mc, preferably with gentle
roll-off above that frequency. See also transmission
deviations, below.

2. Noise: The weighted rms noise shall be 54 db below the
peak-to-peak video signal at a flat level point. Figure 22
gives the weighting curves for monochrome and for NTSC
color. See also impulse noise, below.

3. Transmission deviations - gain and delay: So much depends
on particular characteristics of the deviations that the
recuirement must be phrased in terms of the echo rating,
which must not be worse than-40 db. An idea of the orders
of magnitude involved can be obtained from pp. 15 and 16.
Except for the different frequency weighting curves (Figure
18) no distinction is made between monochrome and color,

L. OSingle tone interferences: The requirements are given in
terms of bar patterns and flicker - see Figures 28 and 29.

5. Differential gain and phase is change in transmission of
color sub-carrier caused by non-linear effects as luminance
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varies from O to 100 on ERMA scale (see Figure 4). Occurs
in video and carrier systems as a result of power-series
behaviour of repeaters; in microwave FM systems as a result
of transmission deviations (g.ve.). The Bell System require-
ment on differential phase is 5° (this leaves some for
broadcaster, who works to a total of 9° or 10°, Even 5° is
noticeable, however). For differential gain, the Bell
System recuirement is 2 db.

6. Crosstalks A coupling of 58 db is satisfactory if flat with
frequency; for non-flat coupling, see Figure 20 which can also be
applied to color except for large coupling path slopes.

7. Impulse Noise: The ratio of peak-to-peak signal to peak-
to-peak noise shall be at least 14 db. The apparent
leniency of this requirement is explained by the short
duration of this interference,

Carrier Transmission of Television Signals

Up to this point, we have considered the phenomona associated
with television transmission in terms of the video band. For the longer
lines between cities, carrier transmission is used, either over coaxial
(using amplitude modulation, and transmitting one sideband plus a vestige
of the other) or over radio relay (using frequency modulation). This
introduces additional problems. To use many of the subjective require-
ments stated above, imperfections in the carrier system must be translated
into video terms. This is often difficult; in addition, there are other
problems peculiar to carrier transmission. Space does not permit of more

than a cursory survey of these points.

Vestigial Sideband Transmission

To conserve bandwidth, it would be desirable to be able to
transmit single sideband. It can be shown, however, that this would
result in intolerable distortion; the practical solution is to use
vestigial sideband transmission. This problem, and others associated
with amplitude modulation of TV signals, are discussed in Monograph 2090
in connection with the L3 coaxial system, and the following discussion
of them is abstracted from that source with only minor changes.

Figure 30 shows the translation (in one stepr of modulation)
of a video signal somewhat more than 4 mc wide to its carrier frequency
position in the L3 spectrum. The carrier frequency is 4.139 mc; the
upper sideband is nearly 4.2 mc wide, and the lower, vestigial sideband
is 500 kc wide.
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The vestigial sideband signal is produced by a band-shaping
filter following the modulator. In this filter the lower sideband is
suppressed completely except for those frequencies which are within
500 kc of television carrier. From 500 kc below the carrier to 500 ke
above the carrier, the transmission characteristic is shaped to achieve
a response function which is symmetrical about the carrier. Frequencies
more than 500 ke above the carrier are transmitted as in normal single-
sideband practice. The factors to be considered in choosing the par-
ticular shape of the symmetrical characteristic in the vestigial sideband
resion (fctBOO kc) are (a) the practical problems of filter and shaping
network design and (b) the effect of various shapes in increasing the
peak factor of the signal.

It is convenient in a discussion of vestigial sideband trans-
mission to consider the transmission as made up of two components, each
symmetrical about carrier frequency, a real or in-phase component and a
cuadrature component which is a distortion term. The concepts of in-
phase and quadrature terms can be illustrated by the following simplified
example. Suppose that we are called on to transmit some function of time
f(t) such as a repetitive pulse train of period 2m seconds. Such a signal
can be shown to consist of a summation of discrete frequencies which are
odd harmonics of the repetition rate, having specified amplitudes and
phases relative to each other. In general terms,

f(t) = 2 a  sin (nt + en) (16-4)
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The first three terms of such a series, and their sum,
are shown in Figure 31, If more terms were included, the approximation
to a series of rectangular pulses would become better,
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Three Terms of P(t)

Figure 16-31
If we amplitude-modulate a carrier of frequency w (radians
per second) with such a function of time f(t) we can write the result-
ing double-sideband signal and the transmitted carrier component as

E(t) = [1 + £(t)] cos wt (16=5)%

Substituting (16-4) in (16-5) we obtain
E(t) = [1+2 a, sin (nt+6 )] cos wt  (16=6)

Since sin x cos y = % sin (x+y) + % sin (x-y),

' a a
E(t) = cos wt + X 2? sin [(w+n)t+9n] -2 3? sin [(w-n)t—@n]

(16-7)

carrier upper sideband lower sideband

Now for the sake of simplicity, assume that instead of the
shaped vestigial filter characteristic of Figure 30 we have a filter
which completely eliminates the lower sideband but transmits the carrier
and upver sideband without amplitude or phase distortion. (This would
be an impossible filter to build, but recall that we are merely trying
to illustrate the concept of in-phase and quadrature components.)

*A more general form of 16-5 would be E(t)=A [1+m f(t)] cos wt - we have
merely normalized for convenience of notatiSn without affecting the
generality of the subsequent discussion.
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If we eliminate the lower sideband from Equation (7) we
have left:

E, (t) = cos wt + 3 %9 sin [(w*n) t + 6 ] (16-8)
Since sin (x+y) = sin x cos y + cos y sin X,
Ev(t) = cos wt + 3 %? sin (nt+9n) cos wt + 3 %? cos (nt+9n) sin wt
a a (16-9)
= (1+2 3? sin(nt+6_)) cos wt + Z 2? cos(nt+9n) sin wt
(16-10)
= [1+P(t)] cos wt + Q(t) sin wt (16-11)

Observe that P(t) = £%}l , SO that except for a 6 db factor, P(t)

is an undistorted replica of our original modulating function. If

it (and the carrier) were the only component of Ev’ the original
function could be recovered by envelope detection. But Q(t) is also
present; it differs from P(t) in that each component has been shifted
90°. It contains cos [nt+9n] where P(t) contains sin fnt+9n], and
multiplies sin wt instead of cos wt. Hence the name "quadrature com-

ponent". A plot of the first three terms of Q(t) and their sum is
shown in Figure 32,
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Figure 16-32
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Since the ccmponents of Ev(t) are in quadrature, the macnitude of Ev(t)

.

is given by the square root of the sum of the squares. The envelope of

the wave is, therefore, JT1+P(£) 12 + Q2(t),

Quadrature distortion therefore produces an output, if envelope detection
is used, which for a rectangular pulse input looks like Figure 33.

It might be observed in passing that the effect of Q(t) as a distortion

in envelope detection can be decreased by making P(t) and therefore Q(t)
small compared to the unmodulated carrier amplitude (which in this case
means small compared to unity). This is the approach used in broadcasting
TV signals to home sets. Another method is to use a product demodulator

instead of an envelope detector.

Real and Quadrature Components of Rectangular
Pulse in a Vestigial Sideband System

Figure 16-33

Product Demodulation
Figure 34 illustrates the idea of product demodulation; the

output of this circuit is the product of the two inputs.

E, (t) PRODUCT| Vo (t)=E,(t)-C(t)
- DEMOD.

AC(t)

Product Demodulator
Figure 16-34
Let E_(t) = [1 + P(t)] cos wt + Q(t) sin wt, and C(t) = cos (wt+d),

representing a local carrier supply synchronized with the carrier com-
ponent cos wt but having a small phase error ®., Then the output is
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V (t) = E_(t) + C(t) = 3 [1+P(t)] cos (20t + @)
+ % [1+P(t)] cos @
+ 5 Q(t) sin (2wt+0)
- % Q(t) sin @

If the carrier at the point of demodulation is at least twice the fre-
quency of the highest frequency component of f(t), the terms containing
20t and their sidebands can be eliminated by a low pass filter without

affecting the highest frequency components of P(t). The output then
becomes
L )

Vo(t) =5 2 [1+P(t)] cos @ + Q(t) sin @ g
which, if ® = 0, contains only the wanted P(t) plus a d.c. term, since
sin O = O. We see, then, that by providing carrier exactly in phase
with the real component of the signal the cuadrature component in the
output may be suppressed completely. For small but non-zero values of
®, the output waveform, after filtering out the 2w components, will
have the shape sketched in Figure 35, assuming the input is a repetitive
rectangular pulse.

/

Ve

Output of Product Demodulator for Carrier
With Phase Error

Figure 16-35

The foregoing discussion has been on the assumption that
one sideband is completely suppressed. The partial transmission of
one sideband can be thought of as approaching double sideband trans-
mission, which if carried to the extreme would eliminate quadrature
distortion. The combination of vestigial sideband transmission, as
against true sinesle sideband, and product demodulation, makes for
feasible filter and carrier supply solutions. The requirements on
the phase of the carrier supply are still severe, however. It has
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been determined that to suppress the quadrature component resulting
from the L3 vestigial band shape to barely perceptible (threshold)
values the phase angle of the carrier regenerated at the receliver
must be maintained to an accuracy of plus or minus 2.5 degrees. A
recuirement for one demodulator, when six pairs of terminals contribute
to produce quadrature distortion at threshold value, becomes 2.5
degrees divided by the square root of six, or about one degree.
Percent Modulation

Other aspects of the problem of transmitting TV signals in an

amplitude modulated system are (1) the transmission of dc components
of the video signal; (2) the per cent modulation of the carrier which
for convenience is defined in terms of "excess carrier ratio™k and
(3) the sign or sense of modulation, that is, whether increasing or
decreasing brightness should correspond to increasing signal voltage
on the high frequency line. The selection of the optimum method requires
an understanding of how the various alternatives would be affected by the
system noise and linearity performance and an understanding of represent-
ative television viewing tube performance with respect to susceptibility
to different types of interference.

Consider, for example, the two video wave forms of Figure 36,
one corresponding to a black bar on a white field, the other a white
bar on a black field. Figures 36b to f show the corresponding carrier
envelopes which would result for various choices of modulation methods.
All of these have been drawn with the same maximum peak—to-peak carrier
amplitude, on the assumption that overload is limiting the system per-
formance. Since each would have the same magnitude of noise component,
the relative signal to noise ratios for the various choices can be es-
timated by comparing the useful signal magnitudes, given by the distance
from sync tip to white. Thus, for example, we see that because the
carrier amplitude, in the absence of dc information, will be a function
of average video voltage, (b) is inefficient. Here a white bar results
in little useful signal for a given envelope magnitude, and a black bar
is penalized by the necessity of lowering levels to allow for white barse.
Between (c) and (e) there is no choice, on a noise basis, since signal

%A generalized definition of "ECR" is difficult to frame. For our pur-
poses we can define "ECR" (excess carrier ratio) as follows: 1if we
obtain the carrier frequency envelope shown by Figure 36f by starting
with waveform (c) and subtracting carrier, then ECR = peak amplitude c*
carrier during sync pulses, divided by the sync tip to "white" amplitude
measured in the carrier envelope. Had we started with Figure 36e in-
stead, the numerator would be the carrier during "white" rather than
during sync pulses. The ECR concept becomes meaningless if we do not
transmit dc components, thus letting carrier magnitudes be a function
of picture content as in Figure 36b,
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Figure 16-36

amplitudes are the same - but an examination of modulation products
would show an advantage for (e). The 50% case, (d) is obviously poorer
than either of these from the signal to noise standpoint. Best of all is
(f), where the "folding over" effect of subtracting carrier gives a sig-
nal voltage twice that of (c¢) or (e) for the same total carrier envelope.
The advantages to be obtained by optimizing the carrier signal
wave form are substantial, as Table 16-2 illustrates for the L3 coaxial
system case. The table shows the signal-to-noise and signal-to-modulation
performance which would be obtained for the waveforms of Figure 33,
relative to the reference case of ECR = 1/2. Since negative values in-

dicate poorer performance, the ECR = 1/2 case is the best choice from all
standpoints.
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Table 16-2 Relative Performance of Alternative
Television Wavelorms

Relative Signal-to-Modulation
Ratio (Bar Patterns) in db

Relative Signal-to-Noise

Waveform Ratio in db Group 1* Group 2*
b no dc -10.2 -11 -11.3
c neg. mod. -6 -9.5 -12.5
d ECR =2 -12 -14 -15.5
eECR=1 -6 0 -6

f ECR =1/2 0 0 0

*Group 1 products are those whose magnitudes are directly proportional to the
carrier magnitude. Group 2 products are those whose magnitudes are propor-
tional to the square of the carrier magnitude.

Modulated signals of the forms of b, c, d and e may be detected
by rectification, i.e., envelope detection. However, rectification of
the waveform (f), produces a spurious envelope wherein video signals which
exceed a particular value are inverted. It is necessary to employ homo-
dyne detection, that is, a demodulator driven by a locally generated
carrier which is synchronous in phase angle and frequency with the carrier
component of the signal wave. As discussed earlier, homodyne detection
also makes possible the necessary suppression of the quadrature distortion
associated with vestigial sideband transmission.
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Chapter 17
INTRODUCTION TO MICROWAVE SYSTENMS

The building blocks of long and short haul microwave radio
systems are described in order to introduce the general subject of
FM transmission as it applies to these systems. AM wire and FM
radio systems are compared, and some of the problems of FM trans-
mission which will be covered in subsequent chapters are briefly
discussed.

Introduction

The purpose of the following chapters is to point out some of
the important factors which influence the design, installation and ap-
plication of microwave systems, and to demonstrate some of the methods
used to optimize the design for a particular application. The ways in
which these systems are similar to, and different from, wire transmission
systems will be discussed. Simplifying assumptions will be made in some
cases in order to concentrate attention on the fundamental problem in-
volved.

The present chapter discusses microwave systems in a general
way in order to point out the nature of the problems to be dealt with,
Subsequent chapters deal with specific background topics such as radio
propagation, frequency modulation theory, distortion mechanisms, and
radio channel allocation. The final chapter describes the simplified
design of a system in order to illustrate the methods used.

Over-all Block Diagram

The primary blocks that form a microwave system such as TD-2 and
TH are shown in Figure 1. (See end page of this chapter.) The telephone
multiplex terminal at the left hand side stacks the individual 4 kc tele-
phone channels to form an AM carrier signal. This signal and the tele-
vision signal are commonly referred to as baseband signals. The path of
the signal through the system can be seen by considering Channel 1 W-E
(West-to-East). The output of the telephone multiplex terminal feeds the
FM transmitting terminal. Here the baseband signal is translated into a
freouency modulated wave with carrier typically of the order of 70 mega-
cycles and having lower and upper sideband components extending from per-
haps 60 to 80 megacycles. In the radio transmitter this 60 to 80 mec band
of signals is modulated up to the proper microwave frequency and amplified.
Waveguide thea carries the microwave signal from the radio transmitter

17-1
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to the antenna where it is radiated. After propagation over the radio
path, the attenuated signal is intercepted by the receiving antenna and
is modulated down to the 70 megacycle region by the radio receiver. In
the repeater station the receiver output is connected to the radio trans-
mitter for retransmission to the next relay station. The figure shows
only one repeater station whereas in the usual case there are many be-
tween terminal stations. At the terminal station the receiver output
goes to an FM receiving terminal where it is translated into the original
baseband AM signal for connection to the telephone multiplex terminal.
The Channel 1 W-E, which has just been traced through the
system, is an example of a one-way radio channel. In the figure,
Channels 1 W-E and 2 W-E are shown completely, and connecting arrange-
ments for four additional channels are shown dotted. For telephone
transmission, radio channels must always be used in pairs, one West-to-
East and the other East-to-West. In the lower half of the figure,
equipment is shown to transmit six channels in the E-W direction.
Television, on the other hand, is a one-way service. In
Figure 1, Channel 2 is shown in television service. Channel 2 W-E
carries one program, and Channel 2 E-W carries another in the opposite
direction.

FM Transmitting Terminal

Figure 2 shows a block diagram of an FM transmitting terminal,
such as found in the TD-2 system.

The functions of the various components are discussed in the

following paragraphs; subsequent sections cover receiving terminals and
the repeaters.
The pre-emphasis network emphasizes high baseband frequencies

relative to low, in order to gain certain system performance advantages.
This is discussed in Chapter 19.

The baseband amplifier amplifies the signal and applies it to
the repeller of klystron A,

Xlystron A is an oscillator which is frequency modulated by
the signal applied to its repeller. This klystron is operated in such
a way that there is a very closely linear relationship between the amp-
litude of the signal voltage on the repeller and the frequency of oscil-
lation.

Klystron B provides a beating oscillator signal which is 70
megacycles above (or below) the center of unmodulated frequency of
klystron A.
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The modulator is a crystal diode mixer which combines the sig-
nals from the klystrons. Its output is the difference product of the
inputs. At the output of the modulator, then, there is a frequency
modulated signal with a center frequency of 70 megacycles.

The automatic fregquency control acts to maintain the difference
in the average frequency of the two klystrons equal to 70 megacycles,

The intermediate frequency amplifier raises the level of the
signal for connection to the microwave radio transmitter.,

Radio Relay Repeater

The components which typically are employed in a microwave
repeater station to handle a one-way radio channel are blocked out in
Figure 3. In a terminal station the receiver and transmitter are not
connected back-to-back as shown here, but connect to the FM terminals.

The channel separation filter at the left side of the figure
separates off the Channel 1 signal and allows all other signals to con-
tinue down the waveguide.

The channel bandpass filter has a high loss to all signals
except those falling in Channel 1, and hence attenuates unwanted signals
that the imperfect operation of the channel separation filter allows to
appear at its input,

The converter, which is similar to the modulator in the FM
transmitting terminal, makes use of crystal diodes to produce the dif-
ference frequencies between the incoming signal and a beat oscillator.
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The difference product, which falls in the intermediate frequency band
between 60 and 80 megacycles, is fed to the IF amplifier which follows.

The intermediate frequency amplifier provides part of the gain
in the repeater., This amplifier has an automatic gain control which
compensates for relatively slow time variations in the loss of the radio
pPath and holds the amplitude of the signal at amplifier output essentially
constant,

The final component of the microwave receiver is the fixed
equalizer. The importance of obtaining flat transmission and a constant
delay characteristic will be shown in Chapter 22. The fixed equalizer is
used to correct for transmission deviations arising in the various repeater
components, the most important being parabolic delay distortion to which
the microwave filters and intermediate frequency amplifier contribute about
ecually.

The next component shown is the limiter, which calls for a bit of
explanation. When an FM signal encounters certain transmission deviations,
a part of the frequency (or phase) modulation is converted into amplitude
modulation. Since our equalization is never perfect, this effect is always
present. Furthermore, the transmission phase of microwave amplifiers (e.ge,
travelling wave tubes) is a function of signal amplitude. If the spurious
AM engendered by transmission deviations were permitted to reach the
microwave amplifier, spurious phase modulation (frequency modulation) would
therefore result. The information being transmitted as phase or frequency
modulation would thus suffer distortion. The function of the limiter is to
hold the amplitude of the signal constant on a cycle by cycle basis, thus
stripping off the spurious AM and avoiding AM to PM conversion in the
microwave amplifier. In some systems (TH is an example) limiters are used
at every repeater; in other (TD-2) they are not - not because the dis-
tortions referred to are non-existent, but because they are swamped out
by other distortions, so that using limiters would not give enough im-
provement to be worthwhile,

The modulator in the radio transmitter is quite like the
modulator in the FM transmitting terminal and the converter in the radio
receiver. Instead of beating two microwave signals to get an IF
signal, however, it beats the IF signal from the limiter and a
microwave carrier to get a microwave signal. In the process, the
frequency of the transmitter output is shifted with respect to that of
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the receiver input in order to minimize the effects of unwanted ccupling
from the transmitting antenna into the receiving antenna.

The IF signal is a double sideband signal with a sideband
above (70 to 80 mc) and a sideband below (60 to 70 mc) the 70 mc
carrier frecuency. The output of the modulator is a pair of double
sideband signals, one centered on a frequency 70 mc above the microwave
carrier and the other centered on a frequency 70 mc below the microwave
carrier. The waveguide sideband filter on the output of the modulator

allows only one of the double sideband signals to pass, the other being
attenuated in the filter.

The microwave amplifier boosts the power of the microwave

signal from the modulator in preparation for its radiation from the
antenna. The power output of the microwave amplifier may typically be
one-half to five watts.

The isolator which follows the microwave amplifier is a newly
developed component which has proved very useful in overcoming a problem
which plagued earlier microwave systems. It is not possible to achieve
a perfect power match from a waveguide to an antenna to free space. 1In
spite of all precautions, part of the energy from the transmitter will be
reflected back toward the microwave amplifier. This amplifier is not
normally perfectly matched to the waveguide. In the absence of an
isolator, a second reflection occurs and an echo of the original signal
is created. As was pointed out in Chapter 16, very little echo can be
tolerated in systems transmitting television. The isolator, although
a passive component, is essentially a one-way transmission device. The
output of the microwave amplifier is transmitted practically undiminished,
but any energv arriving at the isolator from the opposite direction is
almost completely absorbed in the isolator and hence is not permitted to
be reflected back toward the antenna.

The channel combining filter is identical with the channel
separation filter at the receiving input. It provides low loss trans-
mission between its side and top connections for frequencies in Channel
1, and between bottom and top connections for signals in all other
channels,

FM Receiving Terminal

A block diagram of an FM receiving terminal is shown in
Figure L.



INTRODUCTION TO MICROWAVE SYSTEMS 17-7

BASE — DE-

BAND EMPHAS|S

LIMITER  DISCRIMINATOR  AMPLIFIER NET WORK To
FROM TELEPMONE
MICROWAVE 60 ToO MULTIPLEX
RECEIVER 80 MC TERMINAL

OR
TELEVISION
OPERATING

CENTER
FM RECEIVING TERMINAL

FM Receiving Terminal
Figure 17-4

The limiter serves a purpose similar to that in the radio
transmitter. The discriminators used in FM systems are normally
sensitive in some degree to amplitude modulation. If the limiter were
omitted, the input to the discriminator would be amplitude modulated
by both noise and the baseband signal, resulting in extraneous noise
and distortion products at the discriminator output.

The discriminator converts the intermediate frequency FM
signal into a baseband AM signal.

The baseband amplifier raises the level of the signal output
of the discriminator,

The de-emphasis network has a transmission inverse to that
of the pre-emphasis network. It restores the spectrum of the baseband
signal to its original condition.

Baseband Repeater System

As previously pointed out, the description in the paragraphs
above applies to such systems as TD-2 and TH. These are systems in
which the microwave receiver and transmitter are interconnected at the
intermediate frequency, and the baseband signal is recovered only at a
terminal station.

There are other microwave systems which are based on a some-
what different transmission plan. Certain short haul, light route,
systems such as TJ make use of a so-called baseband repeater. In these
systems each repeater contains a rudimentary FM terminal, and the base-
band signal is the point of interconnection between receiver and trans-
mitter. The block diagram of a typical baseband repeater system is
shown in Figure 5. The components to the left of the dashed division
line can be used either as the receiver in a repeater station or as the
receiving terminal in a terminal station. Likewise the components on the
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right side of the dashed line serve the dual roles of repeater trans-
mitter or transmitting terminal.

Little comment is needed on the receiver since most of the
component blocks have already been described. The beating oscillator
is usually a klystron and its frequency must be stabilized by an automatic
frequency control.

The transmitter employs a repeller-modulated klystron as the
microwave frequency source. A microwave amplifier is avoided by choosing
a klystron that can be operated with a reasonably high output power -
typically one-tenth watt to one watt.

The advantages and disadvantages of this type of system will
be discussed in later chapters.

Comparison of AM Wire Systems and FM Radio Systems
It seems appropriate to pause at this point to comment on

certain similarities and differences between FM microwave systems and
AM wire systems, Some of the concepts discussed in previous chapters
are directly applicable to the FM microwave system and others apply

in a modified form. First let us answer a question that very likely is
already concerning some readers.,

Why Use FM?
The radio transmission of broadband carrier telephone or tele-
vision is done in the microwave frequency range. It would be very dif-

ficult to obtain the allocation of channels several megacycles wide at
lower frecuencies - the radio spectrum is already much too crowded. In

addition, below 100 mc, sky wave propogation (see Page 18-1) makes a radio
relay system of the type under discussion impossible. Lastly, higher
frequencies have the advantage that antenna gains are greater and the loss
from transmitter to receiver can be reduced.

The primary reason that FM transmission is used in microwave
relay systems is that linear amplifiers with adequate gain and power out-
put are not available at these frequencies. In AM wire systems great
pains are taken to achieve amplifiers having very low distortion - for
example, by designing for the maximum possible feedback. The microwave
amplifiers used in radio systems, on the contrary, are by no means dis-
tortion-free, and, in fact, it is normal practice to operate them under
conditions of considerable overload. The large amount of intermodu-
lation which would result from the transmission of a broadband AM signal
through these amplifiers would be intolerable. The FM signal, however,
is insensitive to this type of non-linear distortion. It car thus be

transmitted through overloaded amplifiers which have pure compression
with no penalty.
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Reduction in noise is sometimes an additional advantage of
the use of FM. This noise advantage is obtained only when the peak
freauency deviation is approximately equal to, or larger than, the
baseband bandwidth. It is not realized in a system such as TH where
the baseband bandwidth is 1V mc, but the peak frequency deviation is
only 4 mc.

Thermal Noise

In both AM and FM systems, thermal noise sets the minimum
level to which signals can be allowed to fall. In the AM case the
critical point is the repeater amplifier input, while in the FM case it
is the receiver converter. The converter loss, noise in the converter
crystal diodes, and the noise of the first tube in the intermediate
frequency amplifier result in a noise figure of around 10 to 12 db fer
the receiver converter. An overall or effective noise figure for the
repeater is sometimes a convenient parameter to use and is found by
adding the losses of the receiving antenna, input waveguide run, and
input filters to the receiver converter noise figure. This results in
an effective noise figure of the order of 15 db for a typical repeater.

The method of calculation of noise in FM systems will be
covered in Chapter 20.

Modulation Noise

As was pointed ouc in earlier chapters, modulation noise
arising in AM systems sets a "ceiling" on the maximum level of signal
transmission. The amplifiers of an AM system are the source of modula-
tion noise. The vacuum tubes, and to a lesser extent the transformers
and inductors, are non-linear. To minimize modulation noise we make
the peak signal current of the output tube as small a fraction of the
total plate current as possible, and employ as much feedback as can be
attained. Having built an amplifier that 1s as linear as we can make
it, we set the signal level low enough that the modulation noise gen-
erated is tolerable.

The FM case is markedly different. The FM signal is un-
affected by the non-linear transmission which causes the modulation
noise in AM systems. In FM systems a different mechanism operates,
and modulation noise arises because the transmission gain and delay
of the system is nc% the same at all frequencies within the transmissio:
band. The passage of an FM signal through a path with typical trans-
mission deviations will result in the creation of distortion products
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unless the transmission deviations are equalized ahead of the discrim-
inator. These gain and delay deviations produce only a baseband equal-
ization problem in the AM case. In an FM system they produce non-linear
distortion in addition to requiring baseband equalization.

Whereas modulation noise is a function of signal level in an
AM system, it is a function of the amplitude of frequency deviation in
the FM system. The frequency deviation of an FM system is analogous to
the signal level in an AM system in several ways, and these will be
pointed out in the following chapters.
Repeater Spacing

Microwave systems differ from AM wire systems in that the average
repeater spacing does not vary greatly from one system to another. Another
difference is that in microwave systems, there may be considerable vari-
ation in length from one repeater section to another within a system. This
is due to the importance of geographic considerations and because, unlike
the AM wire case, repeater spacing is not one of the critical parameters
in the design of a microwave system.

The distance between microwave repeater stations is determined
primarily by two restrictions. First, the microwave radio systems con-
sidered in these chapters require that a clear line of sight be establish-
ed between the antennas, so that as the repeater spacing is increased the
tower heights must be increased. As a result, tower economics and
geography play an important role in setting repeater spacing. The
second restriction is fading. As the repeater spacing is increased the
problems of fading becomes more and more acute.

Contrary to the AM wire case, there is little to be gained by
using repeater spacings less than the restrictions above allow, Cable
loss in db varies directly with distance, and AM system performance can
be improved greatly by a small decrease in repeater spacing. If, for
example, twenty miles of cable has 60 db loss at the top of the desired
band, ten miles will have only 30 db loss. The loss of a radio path,
on the other hand, varies directly as the square of the distance.

Halving the spacing of a typical radio relay system would only reduce
the repeater-to-repeater loss 6 db. Thus, system performance is gained
only very slowly as spacing is reduced,*

It follows that the problem of choosing repeater spacings in a
radio system is not as clear cut as it was in the AM wire case.

There a
definite solution could be found in terms of repeater performance and

*Repeater-to-repeater loss and system performance obviouslv can be
varied by antenna choice. This is discussed in Chapter 18,
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system requirements; here we have a fuzzy problem involving tower
economics, geography, and fading considerations. Consideration of these
factors results in an average repeater spacing of 30 miles in TD-2 and
TH, and from 15 to 25 miles in TJ.

Eoualization - Regulation

A problem of some magnitude in broadband wire systems is the
variation in loss of the cable with respect to frequency. Equalization
must be provided in order that the repeater closely match the loss
characteristic of the cable. Conversely, the loss of the radio path is
essentially constant for all frequencies within a radio channel. Thus
the radio system requires equalization only to correct the deficiencies
of the repeater equipment itself. Figure 6 compares the loss charac-
teristics of the wire and radio paths.

WIRE RADIO
SYSTEM SYSTEM
HOT b A
60} NORMAL 60 + FADE
o ®
coLD o —a
l NORMAL
n 4071 n 40
w - 8 o
(o)
- 20t - 20%
L
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Typical Repeater Section Losses

Figure 17-6

Both wire and radio media are subject to variation with time,
Cable loss varies with temperature, and broadband AM systems normally
have automatic means of regulating repeater gain to match the changing
cable loss. Radio path loss varies in accordance with atmospheric con-
ditions. These fades may be quite large - 20, 30, or 40 db, and will be
different functions of frequency at different times. The effect of a fade
within a single radio channel is often relatively flat.
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Chapter 18
RADIO PROPAGATION

The nature of the electromagnetic wave radiated from
an antenna is qualitatively discussed. Expressions are then given
from which the anienna gain and free space path loss can be com-
puted. Various types of microwave radio antenna systems and
their characteristics are described. The chapter concludes with
a discussion of path clearances, fading, and absorption phenomena
at microwave frequencies.

Introduction

Some knowledge of radio propagation and antennas is essential
to an understanding of transmission in microwave radio systems. The
present chapter is meant to provide the student with certain basic con-
cepts concerning this subject.

The normal propagation paths which exist between two antennas
are illustrated in Figure 1. The direct or free-space wave is shown as
line 1, and the wave reflected from the ground is line 2. Line 3 indi-
cates a surface wave which consists of the electric and magnetic fields
associated with the currents induced in the ground. Its magnitude depends

IONOSPHERE ) o

SURFACE WAVE
TTTT7TT7T777 77777777 DT 77777777 7777777

Transmission Paths Between Two Antennas

Figure 18-1

18-1
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on the constants of the ground and the type of polarization used. The
sum of these three, taking into account both magnitude and phase, is
called the ground wave. There are induction fields and secondary effects
of the ground which are also a part of this wave but these effects are
negligible beyond a few wavelengths from the transmitting antenna.

Line 4 indicates the type of transmission path between two
antennas that is called the sky wave. This path depends on the presence
of the ionosphere, an ionized layer about the earth that reflects back
some of the energy that normally would be lost in outer space.

All of the possible paths shown in Figure 1 exist in any radio
propagation problem, but some are negligible in certain frequency ranges.
At frequencies less than about 1500 kc the surface wave provides the
primary coverage and the sky wave helps to extend this coverage at night
when the absorption of the atmosphere is at a minimum. At frequencies
above about 30-50 megacycles the free space and ground reflected wave are
frequently the only paths of importance. At these frequencies the sur-
face wave can usually be neglected as long as the antenna heights are
not too low, and the sky wave is ordinarily a source of occasional long
distance interference rather than a reliable signal for communication
purposes.

At frequencies of the order of thousands of megacycles the
free space wave is usually controlling on good optical paths, although
reflected waves are contributors %o fading phenomena. Since our interest
is in microwave systems, the surface and sky waves can be neglected and
attention focused only on those phenomena that affect the direct and
reflected waves. Free space transmission will be discussed first, then
antenna properties and types, and finally deviations from free space

‘transmission.

Free Space Transmission

Straight-line transmission through a vacuum or an ideal
atmosphere, with no absorption or reflection of energy by near-by objects,
is referred to as "free space" transmission. The microwave line-of-sight
path fits this description quite well if we overlook atmospheric anomalies.

In a simple qualitative way, the energy radiated by an antenna
may be thought of as consisting of packets of electric and magnetic lines
of force. The electric lines of force (the "E" component of the electro-
magnetic wave) are a measure of the direction and magnitude of the force
which would be exerted on a unit positive charge at any point in the
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field; in an analogous way, the magnetic lines of force (H) give vec-
torial information on the force which would be exerted on a northseeking
magnetic pole at any given point. The E and H components in the radiated
wave front are everywhere in phase and at right angles to each other and
to the direction of propagation. Figure 2 illustrates, in over-simplified
and idealized form, the radiation from a flared two-wire transmission
line, for example. Here only electric lines of force are shown; in the
successive illustrations (a) to (g) we see two lines 180° apart as they
progress down the transmission line, until at the discontinuity at the
end some of the energy is radiated (r) and some reflected (x). Between
the two lines of force shown, and on either side of them, there are of
course innumerable other lines of force, and there are magnetic com-
ponents of the field at right angles to the electric lines, into and out
of the paper. Some of the other electric lines of force are shown in the

final drawing (h), illustrating the successive packets of lines Ty Tps

r30

Successive Epochs in a Highly Idealized
Representation of Radiation from the
Flared End of a Transmission Line

Figure 18-2
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Several points brought out by this representation are to be
noted. In the first place, observe the dispersion of the energy as it
is propagated out from the antenna in (h). Since this dispersion will
be horizontal as well as vertical, the energy per unit area of wave front
will decrease as the square of the distance from the antenna. If we are
trying to transmit power to another antenna at some distance away, this
dispersion militates against energy collection at the receiving antenna.
One remedy is to make the receiving antenna very large, of course, and
so intercept the energy in spite of the fact that it is dispersed -- or
at least collect more of it than we could with a smaller antenna. An-
other remedy, however, is to make the transmitting antenna large -- for,
as Figure 3 illustrates (again in an over simplified way) this will
reduce the dispersion. Here we have one example of the reciprocal nature
of radiation and reception -- a good radiator is a good absorber, in the
same way and to the same degree.

Illustrating How Radiating Systems Of

Large Aperture May Give Rise to Wave

Fronts of Large Radius of Curvature

And Hence Lead to Increased Directivity

Figure 18-3
Another point to note is the fact that the wave is polarized.

Consider, for example, the wave packet shown in Figure 4, which would be
radiated by a properly arranged array of dipoles like the one of Figure
2, or by a horn. Here the solid lines represent the electric lines of
force, and the dotted are the magnetic lines of force. We would describe
this wave as vertically polarized, using the direction of the E vectors
or lines of force as our reference, and meaning that a unit charge would
move vertically if released in the middle of this field as shown by the
arrows on the E lines. Another way of thinking of the polarization is to
notice, by comparing this diagram with Figure 2 and remembering the
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identical way in which receiving and transmitting antennas behave, that
a2 simple dipole would collect energy most efficiently from this wave if
the dipole were vertical, least efficiently if horizontal.

The =nergy contained in any unit volume of the wave, which
could be collected by an absorber of unit area pPlaced perpendicular to
the direction of propagation, is given by the product (strictly speaking,
the vector cross product) of the E and H components -- the so-called
Poynting vector. The "P" vectors represent Poynting vectors; it is
epparent that the value of the Poynting vector is large and nearly
constant over the middle of the wave front, and diminishes to almost zero
where the H vector approaches zero (P! at 1) or the E vector reaches its
minimum {P" at 2), though the other vector in each case is still large.
Received Power for Field E and Antenna Area A

These concepts may be illustrated and made more quantitative
by the following example - which is not, however, necessary for the main
line of our discussion of microwave Systems. OSuppose we investigate the
bower received by an antenna naving some arbitrary area. To do this it
is convenient to start with the Poynting vector

e e

E x H
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which represents the power flowing in an electromagnetic wave. The units
of E and H are volts per meter and amperes per meter, respectively. The
analogv to the more usual lumped parameter circult cases is evident.

We now integrate the Poynting vector over an area.

P =§ (;x;) . dA (18-1)

This is the power flowing through the area. If we consider
the receiving location to be at a distance from the transmitting an-
tenna, the wave will be plane and uniform over the area in question.

If the area of the receiving antenna is A, perpendicular to the direction
of travel of the wave, then (18 -1) simplifies to

P=EHA (18-2)

There is however a fixed relationship between the magnitudes
of the E and H vectors.

JE o (18-3)

120 H in free space (18-3a)

=
]

Here p is the permeability and e is the dielectric constant.
The ratio of E to H, 120m, is called the intrinsic impedance of space,

Combining (18 -2) and (18 -3a), the received power
PR for a receiving antenna of area A is

2
Fr= Toom (18-4)

Power Loss - Isotropic Transmitting Antenna to Receiving Antenna

Let us now consider the power impinging on a receiving antenna
when a given amount of power PT is being radiated from a transmitting
antenna. From what has been said earlier, it is clear that the field
strength at the receiving antenna will be a function of the area of the
transmitting antenna - that is, a function of the extent to which the
transmitting antenna focuses the radiated energy in the direction of'the
receiving antenna. A convenient reference case to consider is the highly
artificial one of an "isotropic" transmitting antenna - that is, one
which radiates with equal efficiency in all directionse Any physical

#Some texts use the half-wave dipole as the reference antenna gnd consider
its gain as unity or O db. With respect to the isotropic radiator, the
half-wave dipole has a gain of 2,15 db.
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antenna that we shall be interested in will be more efficient in deliver-
ing power to the receiving antenna - i.e., will have "gain" relative

to the reference case of the isotropic antenna. (Physically, in terms
of the sort of simplified pictures of radio propagation that we have
been considering, isotropic antennas are difficult to think about. An
isotropic transmitting antenna would be a single point whose potential
varied positive and negative at the frequency of the radiated wave, so
the cuestion of the polarization of the wave becomes somewhat paradox-
ical. Equally paradoxical is the problem of receiving energy with an
isotropic antenna having no area. These problems are best avoided by
saying firmly that isotropic antennas radiate equally in all directions,
have an effective area of .08 XZ, and have no other characteristics or
existence.)

Imagine a sphere of radius d centered on an isotropic antenna
which is radiating a power PT' All the radiated power will pass through
the area of the sphere's surface, which is hndz. The power passing
through an area A will be, therefore,

PR == PT (18-5)
It is convenient at this point to start distinguishing areas,
since we shall soon be concerned with the area of a physical transmitting

antenna. Calling the area of the receiving antenna A2, then, the power
loss from isotropic transmitter to the receiving antenna is

P
Fg' - Ar_ﬂd (18-6)

Antenna Gain

We still need an expression for the "gain™ of the transmitting
antenna - the amount by which focused transmission is more efficient
than transmission which is equally good in all directions - before we
can compute the loss in power between two physical antennas. The deriva-
tion of the expression for antenna gain would require the presentation
of considerable background material and will not be attempted here,

From what has been said, it is clear that what we seek is the ratio of
two powers - one, the power intercepted by a given receiving antenna
when some power PT is radiated in a nearly plane wave by a transmitting
antenna of areafﬁ, - the other, the received power when PT is radiated
by an isotropic antenna at the same location. The ratio of these two

powers we will define as the "gain" of an antenna of areaAi; it is
found to be:
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hnAl
Transmitting antenna gain = —5= (18-7)

Here N is the wavelength in un%ts consistent with the units in which Al
is measured, so that the term i% is numerically the area of the trans-
mitting antenna in square wavelengths.

In actual antennas there are losses which result in the gain
being less than theoretical. This discrepancy betweer actual and theor-
etical gains is usually 2 or 3 db. It is often taken intc account by
assigning to the antenna an "equivalent area" which is less than its
physical area.

Loss Between Two Antennas

Collecting the results so far, we can write, for the ratic of
power received by an antenna of area A, from an antenna of area A
loss expression obtained by combining 18-6 and 18-7:

v @

P 2 2 2,2

T - !LTTd . }\. _ d }\ (18 8\
= = -3 j

PR ‘I2 hnAl A1A2

Two Illustrative Examples

In the next section we shall define certain quantities (re-
ceiving antenna gain, free space path loss) which are commonly used in
microwave system discussions. Before we do so, it is worthwhile to point
out that we can solve some propagation problems with only the concepts
developed thus far. This approachhas the merit of emphasizing the
physical realities of the problem, and the way in which the various para-
meters are related to each other. The electric field intensity, E, is
the focal point of interest. For our purposes here we can summarize the
results of Page 18-6 as followss

(a) Power density at any point is proportional to the
square of field intensity

P density ~ E? (18-9)

(b) The received power is proportional to the square of
the field intensity and the receiving antenna area

2
PR ~ E A, (18-10)

Lastly, we can write equation 18-8

P, = rA—lj <1 A p (18-11)
R 2 2t fr
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where [—g] is the area of the transmlttlng antenna in square wavelengths
and a? and A can have any length units, as long as they are the same,
After this preliminary work, we are now ready to look at a couple of
simple examples.
A. Two antennas face each other on towers twenty miles apart.
The overall loss from antenna 1 input to antenna 2 output
is 60 db at 5000 mc. What is the loss at 10,000 mc?

When the frequency is doubled, the solid angle of radiation is
halved - the concentration of energy is increased four-fold. Another way
of stating this is to say that the area in square wavelengths of the
transmitting antenna is quadrupled by the doubling of the frequency.
Hence, since distance remains the same, E2 will be four times as great as
previously for the same transmitted power. Receiving antenna area remains
the same so the received power is up by a factor of four. The loss at
10,000 mc is 54 db.

B. Two antennas of four-foot diameter face each other on
towers twenty miles apart. The overall loss is 60 db at
5000 mc. What would the loss be if the diameter of the
antennas was made 8 feet?

Quadrupling transmitting antenna area gives four times the
original E2 and thus four times the power density at the receiving antenna.
Quadrupling the receiving antenna area results in a second factor of four.
Loss is hence decreased by 12 db.

Free Space Path Loss

In more complex problems, it is adventageous to be able to con-
sider the antenna gains and the path loss independently. The path loss
between isotropic radiators can be determined from the same derivation in
which the antenna gain is determined or can be obtained by mathematical
manipulation of Equation 18-8., We start by recalling the reciprocal nature
of antenna performance with respect to radiation and absorption, and set up
the definition that "antenna gain" is the same whether we speak of trans-

mitting or receiving. By this definition
LA,
Receiving Antenna Gain = e
pN

Equation 18-8 can then be rewritten to include the transmitting antenna
and receiving antenna gains as:

P 2 LA LA
T _ Lnd . 1 2
R - 5 . A2 - 32 (18-12)
Overall Free Space Trans Ant Rec Ant

Loss Path Loss Gain Gain
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The part of the equation‘not included in transmitting and receiving
antenna gains is the "free space path loss". It will be noted that, since
both the transmitting and receiving anténna gainszare given as gain
relative to an isotropic radiator, the term [5§9] is the free space path
loss between isotropic radiators and is a function of the distance between
antennas in wavelengths.

In db we have

Loss = 20 log - 10 log —%* - 10 log —)\2—2 (18-13)
The free space path loss, 20 log &Eg s 1s plotted versus fre-
quency in Figure 5, with "d" in miles as a parameter.
Antenna Characteristics
There are a number of antenna characteristics which are of
primary importance in a microwave system.
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Figure 18-6

The first of these is antenna gain. An antenna has gain
because it concentrates the radiated power in a narrow beam rather
than sending it uniformly in all directions as an isotropic antenna
does. Since it reduces the net path loss, high antenna gain is ob-
viously desirable. Antenna gain is increased by increasing the antenna
area.

Closely associated with antenna gain is beam width. Since an
antenna achieves gain by concentrating power in a narrow beam, the
width of the beam must decrease as the antenna gain is increased,
Antennas used in microwave systems ordinarily have beam widths of the
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order of one degree (see Figure 6), A narrow beam is desirable in order
to minimize interference from outside sources and adjacent antennas., Too
narrow a beam, however, imposes severe mechanical stability requirements
and leads to problems in antenna lineup and fading.

There are several antenna characteristics which are important
in evaluating the interference to be expected between adjacent transmitting
and receiving antennas. One property is the front-to-back ratio. This
is defined as the ratio of the power received from (or transmitted by)
the front side of the antenna to the power received from (or transmitted
to) the back side, and is usually expressed in db. This ratio can
generally be read directly from the radiation pattern of the antenna.

Two front-to-back ratios may be given for an antenna. The ideal front-

to-back ratio is the ratio that would exist if the antenna were isoclated
in free space. The effective front-to-back ratio is the ratio that
would be measured in a typical antenna installation, and may be 20 to
30 db below the ideal ratio because of relections from the foreground
or from objects in or near the main beam of the antenna. The front-to-
back ratios for the antennas described in the next section are effective
ratios. One use of the front-to-back ratio in systems analysis is in
computing the interfering effect between a transmitting antenna on one
tower and a receiving antenna on the preceding tower.x

Side-to-side coupling expressed the fraction of transmitted

power that is received by a second antenna located along side the
transmitting antenna. It is generally expressed in db. The usual
practice is to give the effective, rather than ideal, side-to-side
coupling for the particular types of antennas, as measured for specific
side-to-side orientztions of these antennas.

The back-to-back coupling expresses, in db, the fraction of

the transmitted power received by a second antenna located to the rear

of the transmitting one, on the same tower. The value of back-to-back
coupling gquoted for an antenna is normally the effective coupling as
measured in a typical antenna installation. Both side-to-side and back-
to-back couplings are useful in computing the interfering effects between

transmitting and receiving antennas located on the same tower.,
Some antennas must transmit both vertically and horizontally

polarized waves and their cross-polarization discrimination is important.
There should be a good impedance match between the antenna

and radio transmitter in order that reflections do not distort the

*This problem is discussed in more detail in Chapter 23.
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transmitted signals. The use of isolators, waveguide devices which pass

the signal in the desired direction but block the reflections, has reduced
somewhat the importance of maintaining a good impedance match. Such a match
would be difficult to obtain since the transmitter has a poor output im-
pedance.,

The size and weight of the antenna system are important. The
antenna tower and associated antenna mounting arrangements are sometimes
an appreciable portion of the cost of a microwave system. When this is
true a balance must be made between the cost saving possible through the
use of a lightweight antenna on a lightweight, inexpensive tower and the
improved transmission performance which may result from using a lai'ge and
heavier antenna with its correspondingly more rugged and expensive tower.,

In choosing an antenna the difficulty of construction and
maintenance is another consideration. One must consider the mechanical
tolerances which must be attained in production and maintained in the
field under conditions of ice and wind loading. A common rule of thumb
for mechanical tolerances on reflecting surfaces is that dimensions should
be held within 7 . Since at 11,000 mc this is 1/16 inch, it is readily
seen that the construction of large antennas is not simple,

The choice of antenna for any particular system is a result of a
careful weighting of the factors noted above to produce the most efficient
arrangement within the cost framework dictated by system economics.
Typical Microwave Antennas
Paraboloid Antenna:

This is an inexpensive and simple high gain antenna. It consists
of a paraboloid dish reflector supplied with microwave energy by a small
feed horn located at the focus of the paraboloid. Disadvantages include
poor impedance match, narrow bandwidth (about 10%), and poor suppression
of radiation from the rear. It is widely used in spite of these short-
comings. For example, an &-foot dish is often used on lightly loaded
TD-2 routes (i.e., routes using only a few of the available channels)
where cost reduction is essential. This antenna has 37 db gain, a beam
width of 2.4 degrees, and a front-to-back ratio of 46 db at 4000 mc.
Paraboloid Periscope Antennas

It is desirable to place the paraboloid dish as near as possible
to the transmitter. The objectives here are to reduce the losses in the
waveguide run feeding the antenna and to reduce the delay of the echo
caused by the poor impedance of the transmitter. In general, the dish is
mounted near the ground and directed upwards, and a reflector mounted on
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a tower above is used to direct the beam towards the next repeater
station. Such an arrangement is used in TJ. Here the basic antenna is
a 5-foot parabolic dish mounted on the roof of the equipment building and
providing a normal gain of 42.1 db. Two standard reflectors are available:
a 6-foot by 8-foot plane reflector and an 8-foot by 12-foot sheet that can
be used either as a plane or curved reflector. By suitably spacing the
antenna and reflector, the combined antenna system can have as much as
3¢5 db gain over the parabolic antenna alone, as shown in Figure 7.%
Under the condition of optimum spacing (i.e., for maximum antenna system
gain) the beam width is 0.6 degree with the 8 x 12-foot reflector and
0.8 degree with the 6 x 8-foot reflector. The disadvantages of this ar-
rangement are that it places more stringent requirements on the tower
stability (* 1/4 degree for sway and * 1/2 degree for torsion in TJ),
makes antenna alignment more difficult, and results in greater inter-
ference between adjacent antennas.
Horn Reflector Antenna:

In this antenna a vertical horn is used to illuminate a section
of a parabolic surface. Because of the design and size of the horn the

impedance of this antenna is very good, the return loss being between 50
and 60 db. It is a broadband antenna and can be used with both vertical
and horizontal polarization in the 4000 me, 6000 mc, and 11,000 mc bands.
Nominal characteristics at 6000 mc are 43 db gain and 1.5 degrees beam
width. Due to its shielded construction, it radiates very little power
to the rear, resulting in a nominal 70 db front-to-back ratio. Measure-
ments made on a large number of antenna installations have shown the
average side-to-side coupling to be of the order of 97 db. Back-to-back
coupling between these antennas may run as high as 120 db, but the value
measured at a particular installation may be 10 to 20 db below this
value because of additional coupling caused by leakage of energy at the
joints in the waveguide run feeding the antennas. A disadvantage is

its bulk (large surface area and about 1 ton weight) and difficulty in
mounting. Construction is somewhat expensive.

Delay Lens Antenna:

The delay lens antenna of the TD-2 system uses thin metallic
strips supported in Styrofoam as a microwave lens which gives 39 db gain
and a beam width of 2 degrees at 4000 mc. A short rectangular horn is
used to feed the delay lens. This antenna has the advantages of the horn
reflector in respect to good impedance match and suppression of rear

%*An analysis of this type of antenna system can be found in references
10 and 11 at the end of this chapter.
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Figure 18-7

radiation. The chief disadvantage is the restricted bandwidth due to
the fact that the refraction produced by the lens is a function of wave-
length. Its construction is such that it transmits only a single
polarization.

Antenna Heights and Path Clearance
Up to this point the present chapter has considered only a

free space transmission path, and has not taken into account the effects
of the presence of the earth and the non-uniformity of the atmosphere.
In order to consider actual operating conditions, we must distinguish
between normal and abnormal transmission.

Under normal transmission conditions, i.e., for a large per-
centage of the time, the path loss of a typical microwave link can be
made to closely equal the calculated free space loss. This can be done
by engineering the path between antennas to provide an optical line-of-
sight transmission path which has adequate clearance with respect to
surrounding objects. This clearance is necessary not only to keep the
path loss under normal conditions from deviating from the free space
value, but also to prevent severe fading problems during periods of
abnormal transmission.
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The importance of adequate clearance can be seen by considering
Figure 8, which shows the profile of the path between two antenna sites.,
For the antenna heights shown, the distance H represents the closest
proximity between the line-of-sight path AB and the intervening terrain.
Path ACB represents a secondary transmission path caused by the re-
flection of energy from the projection. If there were no phase reversal
at the point of reflection, the energy received over the two paths would
cancel whenever AB and ACB differed by one-half wave length, or any odd
multiple of a half-wavelength. When the grazing angle of the secondary
wave is small, however, which is the usual situation when the obstacle
is far from the antenna, a phase reversal will normally occur at the
point of reflection, Therefore, whenever AB and ACB differ by one-half
wavelength, or any odd multiple of a half-wavelength, the energies of
the received signals will actually add, rather than cancel., Conversely,
if the two paths differ by a wavelength, or by any whole number of wave-
lengths (or even number of half-wavelengths) the signals from the two
paths will tend to cancel. Evidently, the amount of clearance between
the line of sight path and the obstruction must be chosen to minimize
the effect of secondary paths.
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The amount of clearance is generally described in terms of
Fresnel zones. All points from which a wave could be reflected with a
delay of one-half wavelength form the boundary of what is defined as the
first Fresnel zone. Similarly, the boundary of the n-th Fresnel zone
consists of all points from which the delay is n/2 wavelengths. For any
distance d1 from antenna A, the distance Hn from the line-of-sight path
to the boundary of the n-th Fresnel zone is given by

where X is the wavelength. The boundaries of the first Fresnel zones
for N = 3 meters (100 mc) and N = 3 centimeters (10 kmc) are shown in
Figure 8.

Measurements have shown that to achieve a normal transmission
loss approximately equal to the free space loss, the line-of-sight path
should pass over all obstacles with a clearance of at least 0.6 the
first Fresnel zone distance and preferable by an amount equal to the
first Fresnel zone. The procedure is to obtain a profile plot of the
terrain between the proposed antenna sites and determine the worst
obstacle in the path, such as the ridge shown in Figure 8. This obstacle
can then be used as a Meverage point" from which the most suitable
antenna heights at each location can be chosen to provide the proper
Fresnel zone clearance.

So far, nothing has been said about refraction, or the effects
of refraction. Refraction refers to the bending of a wavefront and is
caused by a change in the velocity of one part of the wave-front with
respect to another as the front passes obliquely from one medium to
another, Refraction occurs in air when, for example, the wave-front
impinges obliquely on two layers of air having different densities.

Much of the abnormal transmission phenomena observed at microwave fre-
quencies is believed to be caused by refraction effects.

Refraction will frequently be an important part of normal
transmission. Consider, for example, a microwave signal which we attempt
to transmit parallel to a tangent to the earth drawn at the transmitting
antenna., As the signal progresses, it will, of course, get further and
further from the earth as the earth bends away from it. However, in
traveling such a path the signal normally encounters air of decreasing
density. Since the top of the wave-front reaches the lighter air first,
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this portion of the wave will increase its speed relative to the bottom
portion, with the result that the wave tends to bend back toward the
earth. In other words, the refraction of normal air causes a microwave
signal to curve towards the earth, or, in effect, to make the earth
appear to flatten out. Frequently, a ratiius of curvature of 4/3 times
that of the actual earth's radius is used to account for the refraction
effect. Special profile paper for path plotting is available on which
the earth's radius is assumed to be 4/3 the actual radius. Such paper
permits plotting the signal path as a straight line and is convenient
to use when refraction along the transmission path must be taken into
consideration.

The determination of suitable antenna heights for a particular
path is frequently a difficult and rather non-exact job. Some general
rules have been formulated. For example, in many cases involving flat
terrain it is recommended that the Fresnel zone clearance be determined
by using an effective 4/3 earth radius, and that the antenna heights be
selected to provide little or no excess clearance over that required
for the first Fresnel zone. Experience shows that excess clearance
for such terrain will frequently increase the fading problem described
in the next section. Where the terrain is rough, and only a single
major obstruction is present, such as a sharp ridge, the effect of
excess clearance is not as significant. Such paths over rough terrain
are generally engineered using the earth's true radius, and refraction
effects are ignored. In many cases, however, general rules such as
these cannot be applied because of peculiar terrain conditions or other
factors. It is frequently necessary, therefore, to make actual trans-
mission measurements over the proposed path, using various antenna
heights at each repeater location to determine the optimum heights.
Fading

During abnormal conditions, the path loss may differ consid-
erably from the normal. Although the path loss may decrease under ab-
normal conditions, the more usual case is for increases of 10, 20, 30
or more db to occur for short periods. The margins that must be provided
against fading are important in determining system parameters,

The factors involved in fading phenomena are many and complex.
In general, the number of fades per unit time increases as both the
distance between antennas and the transmitting frequency are increased.
However, measurements have shown that the duration of a fade tends to
decrease with both distance and frequency. As a result, the percent
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time that a system is experiencing a particular depth of fade tends to
be independent of repeater spacing and frequency. Exact explanations
for all fading phenomena are not yet available, but some general
characteristics can be stated. It is known that during the daytime
when the lower atmosphere is thoroughly mixed by rising convection
currents and winds, the signals on line of signt paths are normally
steady and are near predicted free space values. Also during the
winter months, when the humidity content of the atmosphere is low,
signal variations are usually small. However, on clear summer nights
with little or no wind, non-uniform distributions of temperature and
humidity can create steep dielectric constant gradients in the lower
atmosphere, thus causing anamalous propagation and fading.

The most common type of fading is that of multiple path
transmission. Two, three, and sometimes more signal components will
arrive at various angles in the vertical plane, usually above the line
of sight. Wave interference among these components produces fading
whose severity depends upon the relative amplitudes and delays of the
components, In these cases different microwave frequencies fade
differently and the signals received on two vertically spaced antennas
fade differently. Either space or frequency diversity is useful in com-
bating this type of fading.

Abnormal variations in the dielectric constant of the atmos-
phere are another cause of fading. Normally the dielectric constant of
the atmosphere decreases with height above ground so that the ray path
usually has a curvature in the direction of the earth's curvature.
Occasionally the dielectric constant increases with height and this
results in a situation where the wave is bent away from the earth and
passes above the receiving antenna.

Another rarer type of fading is observed when a reflecting
layer is situated above the transmission path. The signal then suffers
interference between the reflected wave and the energy from the direct
path. Ground or water reflections also occasionally play a part in
fading when under certain conditions of atmospheric refraction even
thoeugh under normal conditions the geometry of the path does not permit
such reflection. v

Atmospheric focusing or trapping is another possible cause of
fading. In this case, due to changes in the dielectric constant of the
atmosphere, the ray may be transmitted in a kind of waveguide or duct
formed by the earth and a reflecting layer or by two elevated reflecting
layers. This phenomenon occurs only very seldom.
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In assessing the effect of fading, the depth of the fade, the
frequency of occurrence and the duration are all important, The depth
of the fade can be any amount, but fortunately the deeper the fade the
less frequently it occurs and the shorter its duration when it does
occur. Figure 9 shows the average duration of fading for various depths
of fade on a 4000 mc system where the average repeater spacing is 30 to
35 miles. It is seen that for this spacing the average duration of a
20 db fade is about 30 seconds and the average duration of a 40 db fade
about 3 seconds.*

*Recent 4000 mc data shows that for an average repeater spacing of

25 miles, the median duration of a 4O db fade is about 5 seconds.

At a 45 mile average repeater spacing the median duration of a 40 db
fade is approximately 2 seconds. The fading characteristics plotted
for these repeater spacings tend to parallel the curve in Figure 9,

at least for fades between 30 and 45 db. Data has also been collected
on the duration of particular depths of fades, and it is found that

a plot of number of fades versus the logarithm of their duration forms
a normal distribution. This data shows, for example, that for a 25
mile repeater spacing, 99% of the LO db fades will have a duration of
about 41 seconds or less; for a 45 mile spacing, 99% of the 4O db
fades have a duration of about 21 seconds or less.
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A less common but potentially more serious type of fading that
may last several hours or more is encountered in long paths. Accurate
experimental data is not yet available on such conditions. It may be
caused by either reflections from an elevated layer or by an increase
in dielectric constant with height.

Fading is very difficult to analyze since it is a result of
many varying factors. The only effective method we have for making
predictions is a measurement program over a long period of time under
varying atmospheric conditions and types of path. The margins which are
included in a system for the effects of fading are based on such a
propagation study, plus a decision on the frequency and duration of the
intervals during which sub-standard system performance can be tolerated.

T T T |
20 ESTIMATED l,”
[ ATMOSPHERIC L~
io}l— ABSORPTICON
5 T
L~ d
2
I //
>
w / ~
: ° / /“
=
/
a
o . / _/ waTER VAPOR\'
© / Is s/m3
05 '/ 88 RH AT 68°F/
/ 50% RH AT 87°F
.02 7 — =
ol L —, " 7 TOXYGEN IN ATMOSPHERE
I e y (TEOMM Hg )
.05 /// /r/
7
.002 / > o
.oo0! / Vd

20 26 35 5C 60 75 100 120 150 200 240 300 400 X 102
FREQUENCY IN MEGACYCLES

Figure 18-10



18-22 TRANSMISSION SYSTEMS

Absorption
In addition to the fading discussed above, rainfall and water

vapor produce very pronounced effects at the higher microwave frequencies.
It is well known that certain absorption bands occur in the spectrum of
visible light and the theory of these absorption bands indicate that they
should be found throughout the electromagnetic spectrum. The first ab-
sorption band due to water vapor occurs at about 22,000 megacycles and the
first absorption band due to the oxygen in the atmosphere occurs at about
60,000 megacycles.

The adverse effect of rain on microwave radio propagation can be
seen in the region of 4 to 6 kmc but is rather small relative to the losses
introduced by various fading phenomena. For frequencies approaching 85 kmc
and higher, rain attenuates radio transmission to a much greater degree.
The radio energy is absorbed and scattered by the rain drops and this
effect becomes more pronounced as the wavelength approaches the size of
the rain drops. Figure 10 indicates the estimated atmospheric absorption
for various conditions of rainfall. From this figure it is evident that
absorption must be considered in any system at frequencies of 10,000 mc
or above and perhaps in lower frequency systems in areas where heavy
rains occur frequently. Due to the difficulty associated with control
of conditions, it is very difficult to accumulate good data on rain
absorption, but experiments are continuing in this regard.
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Chapter 19
PROPERTIES OF THE FREQUENCY MODULATED SIGNAL

Phase and frequency modulation are defined, and the simi-
larities and differences between these two forms of angle modu-
lation are discussed. The expression for the FM or PM signal is
analyzed to determine the spectrum when the modulating signal
consists of either one or two sinusoids. The problem of extending
this analysis to cover more complex modulating signals is then
considered .. Other topics include pre-emphasis, the bandwidth re-
quired for transmission, the effect of non-linear input -output charac-
teristics, and limiters.

Introduction
The material presented in this chapter is essentially a

review of certain aspects of modulation theory which are necessary as
background for those chapters on FM systems analysis which follow. For

a more detailed discussion of particular points the reader is referred to
any standard text* on modulacion theory.

Comparison of Amplitude Modulation and Angle Modulation

Any sinusoidal carrier may be subjected to two distinctly
different types of modulation. These are amplitude modulation and
angle modulation, both of which may be defined with reference to
Equation (19-1).

M(t) = A cos [w t + ¢] (19-1)

Here A is the amplitude of the sinusoidal carrier and lw,t+¢] is the
angle. The carrier frequency is W, radians/sec. If the coefficient

A is by some means varied with time, amplitude modulation is obtained.,
If, instead, ¢ is varied with time the result is angle modulation. The
general angle modulated wave might then be expressed as follows.

M(t) = A, cos [w,t + ¢(t)] (19-2)

where M(t) = angle modulated carrier

Ac = a constant
w, = carrier frequency in radians/second
o(t) = angle modulation in radians

*See reference at the end of this chapter.

19-1
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If angle modulation is used to transmit information it is
necessary that ¢(t) be a prescribed function of the modulating signal
to be transmitted. For example, if V(t) is the modulating wave or
signal to be transmitted, the angle modulation ¢(t) can be expressed
mathematically as

p(t) = £LV(t)] (19-3)

Many varieties of angle modulation are possible depending on
the selection of the functional relationship. Two of these are import-
ant enough to have the individual names of phase modulation and frequency
modulation.

Phase Modulation and Frequency Modulation

The difference between phase and frequency modulation can be

readily understood by first defining four terms, as follows:
The instantaneous phase and instantaneous phase deviation are,

with reference to Equation (19-2),

Instantaneous phase = o/t + ¢(t) radians (19-4)

Instantaneous phase deviation = ¢(t) radians (19-5)

The instantaneous frequency of an angle modulated carrier is
defined as the first time derivative of the instantaneous phase. In
terms of Equation (19-2) the instantaneous frequency and the instantaneous

frequency deviation are

Instantaneous frequency = %E lo t + o(t)]

= wc+¢'(t) radians/second  (19-6)

Instantaneous frequency deviation = ¢'(t) radians/second
(19-7)

From these definitions the difference between phase modulation
(PM) and frequency modulation (FM) is easily defined. Phase modulation
is angle modulation in which the instantaneous phase deviation, o(t),
is proportional to the modulating signal Vv(t). Similarly, frequency
modulation is angle modulation in which the instantaneous frequency
deviation ¢'(t) is proportional to the modulating signal V(t). Math-
ematically these statements become,
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for phase modulation

olt) = k V(t), (19-8)
and for freaquency modulation
- (19-9)
o' (t) = kg V(t)

from which
t
olt) =k [ V(t)at, (19-10)
where k and kl are constants.

These results are summarized in Table 19-1. his table
also illustrates phase modulated and frequency mcdulated waves which
occur when the modulating wave is a single sinusoid.

Table 19-1
Type of Modulating
Modulation Signal Angle Modulated Carrier
(a) Phase V(t) M(t) = AC cos[mct + k V(t)]
t
(b) Frequency V(t) M(t) = A, cos[wct + kg f v(t)dt]
(c) Phase A, cos ot M(t) = A, cos[wct + kA cos mvt]
klAv
(d) Frequency -A  sin ot M(t) = A, coslw t + . cos wvt]
klAv
(e) Freruency A, cos wyt M(t) = A, cos[mct + . sin mvt]

Figure 1 illustrates amplitude, phase, and frequency modu-
lation of a carrier, by a signal which consists of a single sinusoid.
From these illustrations it should be clear that it is impossible
to tell whether a particular angle modulated wave is phase modulated
or freouency modulated unless the modulating signal is also known.

For example, one cannot look at Equation (19-2) and tell whether it
represents an FM or a PM wave. It could be either. A knowledge of the
modulating signal, however, will permit the correct identification. If

o(t) = k V(t), it is phase modulation and if m'(t)=kl V(t), it is fre-
cruency modulated.,
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Comparison of {(c) and (d) in Table 19-1 shows that both FM
and PM waves which are sinusoidally modulated have the form

M(t) = A, cos [mct + X cos mvt] (19-11)

where X =kA, for PM (19-12)
kA

=1y for FM (19-13)
Oy

Here X is the peak phase deviation in radians and is called
the index of modulation. For PM the index of modulation is a constant
independent of the frequency of the modulating wave, and for FM it is
inversely proportional to the frequency of the modulating wave. One
often hears the terms high index and low index of modulation. It is
difficult to define a sharp division. The term low index would nor-
mally be used when the peak phase deviation is less than one radian.
In a later section the effect of the index of modulation on the fre-
quency spectrum of the modulated wave will be considered.

Phase and Frecuency Modulators and Demodulators

A phase modulator, which we may refer to as a PM modulator, is
a device which varies the phase of a carrier so that the instantaneous
phase deviation is proportional to the modulating wave. On the other hand
an FM modulator, often referred to as an FM deviator, produces an in-
stantaneous phase deviation proportional to the integral of the modulating
wave. This suggests the following possibility. If a modulating wave
V(t) is differentiated before being applied to an FM modulator, the in-
stantaneous phase deviation will be proportional to the integral of V'(t),

or in other words proportional to V(t). Thus an FM modulator that is
preceeded by a differentiator actually produces an instantaneous phase
deviation proportional to the modulating wave and is therefore equiv-
alent to a PM modulator.

Other equivalences are also possible. For example, a PM
demodulator is equivalent to an FM demodulator, commonly called an
FM discriminator, followed by an integrator. Several equivalences are
listed below and illustra.ed in Figure 2,

PM Modulator = Differentiator + FM Modulator
PM Demodulator = FM Demodulator + Integrator
FM Modulator
FM Demodulator

Integrator + PM Modulator
PM Demodulator + Differentiator
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Figure 19-2

Pre-emphasis: Solution to a Thermal Noise Problem

If we examine the use of a differentiator and an FM modulator
to obtain phase modulation a little more closely another problem becomes
obvious. This is illustrated in Figure 3. Here we have assumed that

V(t) has a flat frequency spectrum*. Thus we may assume that it consists
of many sinusoidal components all of ecual amplitude and of the form Av
cos wvt. At the output of the differentiator each of these sinusoids

would have the form AAvm sin mvt. Therefore, the amplitude of any

v
particular component would be proportional to its frequency. The out-
put spectrum corresponding to a flat input spectrum would be triangular

as shown in Figure 3.

e can now consider the effect of thermal noise which exists
in the circuit at the output of the differentiator. This will be flat

___——___————-_—_———————_———_...—..—__-

#The flat spectrum assumed here for illustrative purposes might, for
example, be the base-band signal from a multi-channel telephone
terminal.



PROPERTIES OF THE FREQUENCY MODULATED SIGNAL 19-7
V(t) V!
( DIFFERENTIATOR (t)+THERMAL NOISE FM MOD PM SIGNAL
‘DUE TO
I
'/ nose  v(M NOISE DUE 0
SIGNAL
4 t ‘//
/523 x;aﬁﬁ%z;$£22c~ 7
SPECTRUM TRANSMISSION SPECTRUM OF PHASE
OF V(t) OF DIFFERENTIATOR V'(t)+NOISE MODULATION

Noise Problem When FM Modulator And Differentiator
Are Used To Obtain Phase Modulation
(Vertical Scales Arithemetic)

Figure 19-3

with frequency as shown. At low frequencies it is obvious that the
noise level will exceed the signal level. It is therefore impractical to
provide phase modulation by this method at the extremely low frequencies.
We can, however, change the differentiator characteristic so that we
obtain phase modulation at the higher frequencies and frequency modula-
tion at lower frequencies. This is generally spoken of as "pre-emphasis™",

Pre-emphasis is provided by passing the modulating wave through
a network which shapes the frequency spectrum before the wave is applied
to the modulator. Thus, differentiation is actually a form of pre-
emphasis. In this case the pre-emphasis would shape a flat spectrum so
that it would become triangular.

Other pre-emphasis shapes are possible and are often used to
improve the performance of a system. Some reasons for pre-emphasis
will be explained in later chapters. For now we shall merely look at
a particular pre-emphasis shape which would avoid the noise problem
just examined. This is illustrated in Figure 4 which should be self-
explanatory when compared with Figure 3. Phase modulation is achieved at
the higher baseband frequencies and frequency modulation at the lower
frequencies.

It may interest some readers to know that broadcast FM
uses a pre-emphasized signal similar to that illustrated above. De-
emphasis is provided in the individual home receiviers. It should be
noted that any system which is neither pure FM or pure PM is usually
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referred to as an FM system. In fact it is rather common practice to
use the term frequency modulation to denote any form of angle modula-
tion.

Introduction to Frequency Analysis of FM and PM Waves

In the case of amplitude modulation it is easy tc demonstrate
that the frequency components of the modulated wave consist of a carrier,
an upper sideband, and a lower sideband. The frequency components of the
upper sideband have the same form as the components of the modulating wave
except that they have been translated upward in frequency by an amount
equal to the carrier frequency. The lower sideband is a mirror image of
the upper sideband about the carrier frequency. This is illustrated in
Figure 5. For every component .at a frequency fv in the modulating wave
there are two components in the modulated wave; one at a frequency
fc+fv and one at a frequency fc-fv, where fc is the carrier frequency.

In a sense then superposition holds since the effect produced by any
particular modulating component does not depend on the other modulating
components which are present. This makes amplitude modulation easy to
deal with., For example, the bandwidth required to transmit a double
sideband AM wave is easily determined. If the highest frequency compon-

ent in the modulating wave 1is fh’ the modulated wave is restricted to



PROPERTIES OF THE FREQUENCY MODULATED SIGNAL 19-9

N

FREQUENCY COMPONENTS OF MODULATING WAVE

RELATIVE
AMPLITUDE

CARRIER

RELATIVE
AMPLITUDE

Ili 1L|

FREQUENCY COMPONENTS OF MODULATED WAVE

Frequency Spectrum of an
Amplitude Modulated Wave

Figure 19-5

frequency range which extends from fc-fh to fc+fh and the required band-
width is 2 fh centered at a frequency fc.

In the case of frequency modulation the frequency components
of the modulated wave are much more complexly related to the components
in the modulating wave. In a strict mathematical sense a single modula-
ting tone produces an infinity of sideband tones, although many are
negligibly small. This in itself complicates the frequency spectrum of
an FM wave. In addition the sideband components produced by any single-
frequency component in the modulating wave depends on all the rest of
the frequency components in the modulating, wave. Hence, superposition
does not apply.

One might ask if it is really advantageous to deal with the
frecuency components of an FM wave in view of this difficulty. At the
present time the answer seems to be that this is the best way known.

The transmission characteristics of networks, interstages, and other
transmission paths are specified as a function of frequency. Imperfect
transmission at any particular freoquency will effect only those freguency
components of the signal which are at that frequency. Consider the
simple problem of required bandwidth. It is obvious that the required
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bandwidth depends on the location of all of the important frequency com-
ponents in the wave. So in spite of the difficulty, some knowledge of
the freaquency components of an FM signal is essential,

Phase and Frequency Modulation by a One Tone Signal
The frequency analysis of the FM or PM wave will now be con-
sidered for the case where the modulating signal is a single sinusoid:

M(t) = A, cos [wct + X cos wvt] (19-14)
As this equation now stands the separate frequency components are not
obvious. Fortunately, Bessel Function identities are available which
may be applied directly to the problem at hand. Several useful Bessel

Function identities are given below.

sin (C+X sin V) = nfan(x) sin (C+nV) (19-15)
cos (C+X sin V) = n};:Jh(X) cos (C+nV) (19-16)
* n
sin (C+X cos V) = njiogn(X) sin (C+nV + %} (19-17)
B Z‘” (X) nm
cos (C+X cos V) = n=_oaJn X) cos (C+nV + =) (19-18)

Here Jn(X) is the Bessel function of the first kind of nth order and of
argument X. Values of Jn(X) may be obtained in References 2 and 3.
Note that the argument X is the index of modulation.

The identity given by Equation (19-18) can be applied to the
signal of Equation (19-14) to give

o0

M(t) = Ac njioan(X) cos [wct + no t + %F] (19-19)

The first few terms may then be written as

M(t) A, [JO(X) cos w,t

+

J1(X) cos [logta )t + 51 + J_;(X) cos [lu -0 )t - 5]

3,(0) cos [logr2u,)t + &1 + J_,(X) cos [lug-2u,)t - ]

+

| (19-20)
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If we make use of the identity

J_p(x) = (-1)% 3 (x) (19-21)
we get
M(t) = A, [JO(X) cos w,t
+ J1(X) cos [l rwy)t + T1 + J1(X) cos [(o - )t + 5]
- J5(X) cos [{w *20,)t] = J,(X) cos [(w,=2w,)t]
|
(19-22)

Ecuation 19-22 shows that the single sinusiodal modulating
wave has produced sets of sidebands displaced from the carrier by multi-
ples of the modulating frequency. These successive sets of sidebands are
often referred to as "first order sidebands", "second order sidebands",
etc. The relative magnitudes of the various sidebands are determined by
the coefficients Jl(X), J2(X), etc. As Table 19-2 and Figure 6 show, the
higher order sidebands rapidly become unimportant as the index of modu-
lation, X, becomes less than unity. (For larger values of X, the value of
Jn(X) starts to decrease rapidly as soon as n = X.)

TABLE 19-2
X=1/2 X=1 X=2 X =10
Io(X) 0.938 0. 765 0.224 -0. 246
J,(X) 0.242 0. 440 0.577 0.043
Jo(X) 0.031 0.115 0.353 0. 255
I5(X) 0.003 0. 020 0.129 0.058
J4(X) 0. 000 0. 002 0. 034 -0. 220

Phase and Frecuency Modulation by a Two Tone Signal

In FM and Pi¥ the calculation of the sideband components gets
increasingly difficult as the number of modulating tones is increased.
For example, consider the case of modulation by two sinusoidal waves.,

vit) = A, coslw t+X; cos w t + X, cos w t] (19-23)
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By the trigonometric identity

cos (A+B) = cos A cos B - sin A sin B (19-24)

this can be written as

w.t w.t

c

M(t) = A, cos[—%— + X, cos wvt] cos[—g— + X, cos mwt] (19-25)
w.t

W
- sin[—%— + Xy cos mvt] sin[—%— + X, cos wwt]

The identities of Equations (19-15) to (15-18) can then be
applied.
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n=

( oo wct no
M(t) = Ac s %{n Jn(Xl) cos |—5— + nw,t + =

@t
b Jm(Xz) cos %- + me_t + %"El

v
m=-00 |
(19-26)
o . wct nrr
- njiu) Jn(Xl) sin |—— + not + 5 .

t )
> J (X,) sin [Sg—— +mo b+ ?mﬂ:] g

m=0

( w. .t w. t _-
n m
M(t) = A, AN ooJn(Xl)Jm(Xz) gcos —%— + nwvt+3F cos —%—+mwvt+ig-

n=-00 m=-00

. ) (19-27)
w.t W
- sin E%%—+ nw t + %;Z] sin [:%— * m t o+ %? ;

By means of Equation (19-24) further reduction can be

obtained.
M(t) = A, 2% 3% J (Xq) I (X,) cos [Ewc+nwv+mmw)t + iﬂz?ln—]

(19-28)

This then is the desired result. It indicates that not only
will there be sideband components displaced from the carrier by all
possible multiples of the individual modulating frequencies, but also
there will be components displaced by all possible sums and differences
of multiples of the modulating frequencies. The sideband components in
Equation (19-28) can be split into three types: a) the frequencies
which would have been present (as in Figure 6) if only X) cos @ t had
been applied as a modulating signal; b) the frequencies which would
have been present if only X2 cos w t had been applied; c¢) all the
possible sum and difference components of the form (wc *no, tm mw).

Figure 7 shows the amplitude and relative phase spectra of the
zero, first, and second order components* obtained from Equation (19-28)
for. the condition X, = 1/2 and X, = 1.

*In the general case, the order of the component is equal to the sum of
the magnitudes of the orders of the Bessel functions used to compute
the amplitude of that component. For example, a second order component
in Equation (19-28) is any component for which |m|+|n| = 2.
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Phase Modulation by a Band of Random Noise

When the modulating wave consists of more than two frequencies
the previoﬁsly described procedures are of little help. In many such
cases it may be practically impossible to obtain an accurate knowledge of
the actual sideband spectrum. It is obvious, however, that it would con-
tain a great many individual components. One might therefore attempt to
find the envelope shape for all these individual components. Such an ap-
proach can be useful in particular cases. We shall illustrate the result
obtained by one such approach; that of pure phase modulation by a flat
band of band-limited random noise.

If the modulating signal is assumed to have a flat frequency
spectrum for O cps to fb cps, in which all components are assumed to have
random phase, then the sideband spectrum can be statistically determined.
The result obtained is a function of the rms phase deviation and is shown
in Figure 8 for several values of the rms phase deviation.
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A qualitative understanding of the shape of the spectra in
Figure 8 can be obtained from the following considerations. First order
sideband components are formed by the modulation of the carrier and the
jindividual components of the baseband or modulating signal. These side-
band components will fall within the band bounded by fc + fb' Since
the spectrum of the modulating signal has been assumed flat, the spectrum
of the first order sideband components will also be flat vs. frequency.
This is true even though the amplitude of each sideband component will,
of course, be a function of the amplitude of all the other components, as
previously discussed in connection with Equation (19-28).

Second order sideband components, which fall within the band
bounded by fc + 2fb, arise from combinations invelving the carrier fre-
quency and any second order combination of baseband frequencies such as
mA+B", "A-B", or "2A". The number of products formed is greatest in
the vicinity of the carrier, with the result that the power in the
second order sidebands is maximum around fc and drops off to zero at
frequencies greater than fc + 2fb.

In a similar manner, third order sideband components, which
fall in the region bounded by fc t 3fb, arise from combinations of the
carrier with third order combinations of baseband frequencies. Again,
more products are formed near the carrier frequency, so that the power
in the third order sidebands has a broad maximum in the fc + fb portion
of the spectrum and drops to zero at fc + be.

The result of power addition of the higher order components to
the first order sidebands accounts for the curvature in the spectrum
between fc - fb and fc + fb in Figure 8. Notice that this curvature in-
creases in going from a low phase deviation (Curve A) to a high deviation
(Curve D). This is because the power in the second and third order side-
bands builds up relatively rapidly as the phase deviation increases. This
is analogous to the way second and third order modulation products in-
crease relative to the fundamental as the input to a non-linear device
is increased. The same effect accounts for the relatively slow fall-off
of higher order sidebands shown by Curve D, as against the rapid fall-
off of Curve A,

Exponential Notation and Vector Representation

In certain instances the use of exponential notation for periodic
functions is easier than the trigonometric notation which has been used
thus far in this chapter. A particularly useful application is in the
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vector representation of AM and PM waves as an aid in understanding the
respective modulation processes. This will be considered here,
The sinusoidal carrier cos w,t can also be written as

ea jwct
part| €
of

Ju t
e ¢ = cos w,t + J sin o t. (19-29)
jwct
The exponential e is now a rotating vector of unit length in the

since

complex plane and its real part is merely its projection on the real
axis. This vector is shown for several values of time in Figure 9.
An amplitude modulated wave with 100% modulation will now be
examined.
M(t) = (1 + cos w_t) cos w.t (19-30)

<
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Figure 19-9



19-18 TRANSMISSION SYSTEMS

This may now be written in exponential notation.

TReaT jw. t : t Jlw . ~w )t
M(t) =|part| |e © + % € J(mc+mv) + % £ ¢ v
_of_|
Real| jo.t jw t jw T (19-31)
ea Jjw jw -jw
= pa;t e ¢ [E + % e v 4+ % € ‘{}
I-o ——

In this form the carrier vector is multiplied by the sum of
a stationary vector and two rotating vectors of equal size which rotate
in opposite directions. As may be seen in Figure 10 the sum of these
three vectors is always real and, consequently, acts only to modify the
length of the rotating carrier vector. This produces amplitude modulation
as expected.

For the purpose of comparison the frequency modulated wave of
Eouation (19-22) will be similarly represented. If the index of modula-
tion is taken as 1/2, the second and higher order sidebands will be small
enough that they may be neglected. The constant multiplier Ac will be
disregarded.
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Figure 19-10



PROPERTIES OF THE FREQUENCY MODULATED SIGNAL 19-19

T jw_t i ( )t + &
Eziﬂ EO(I/Z) erc +J1(l/2) € Hograyle + 3]
of

M(t) =
i[(w -0 )t + 3
+ Jl(l/2) € THl0moy B 2?} (19-32)
. t .( t TT) -4 t- ing
M(t) = EZ?ﬂSJ% Eo(1/2)+Jl(1/2)eJ R +J1(1/2)e o 2)]
of
(19-33)

The multiplying vector, after the constants are evaluated, becomes

jlo.t + ) -jlot - 5)
[938 + 242 vV e 22 V2

This vector is plotted for several values of time in Figure 11
and it may be seen that it has an essentially constant amplitude
but a variable phase. This then corresponds to phase modulation
of the carrier. If all of the higher order sidebands had been re-
tained, the multiplying vector would have had a constant amplitude

of unity.
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Several interesting conclusions may be observed from this
comparison., A low index PM wave and an AM wave are similar in the sense
that they both contain the carrier and the same sideband frequency com-
ponents. The important difference is in the phase of the sideband com-
ponents. It may therefore be expected that in the transmission of an
FM or PM wave the phase characteristic of the transmission path will be
extremely important and that certain phase irregularities could easily
convert phase modulation components into amplitude modulation components.
This will be considered in Chapter 22.

Average Power of an FM or PM Wave

The average power of an FM or PM wave is independent of the
modulating signal and is equal to the average power of the carrier when
the modulation is zero., Hence, the modulation process takes power from
the carrier and distributes it among the many sidebands but does not
alter the average power present. This mav be demonstrated as follows by
assuming a voltage of the form of Equation 19-2.

E(t) = A_ cos [wct + o(t) ] (2.9-34)

c

The instantaneous power in a resistance R becomes
2
2 A
E-(t c 2
P(t) = —%——)- =7 cos Ect + (p(t)]

2
A
= .RQ [%— + % cos[2mct + 2(9(13)]] (19-35)

The average power is given by the zero frequency terms in the
expression above since non-zero frequency terms have an average value of
zero., From the previous analysis of FM and PM waves one would expect the
second term in Equation (19-35) to consist of a large number of sinus-
oidal sideband components about a carrier frequency of 2wc rad/sec. If
we neglect the remote possibility of one of these sidebands falling
exactly at zero frequency the average power becomes

2
A
_ e
P(average) - 2R (19-36)

This, of course, is the same as the average power which would
have been present in the absence of modulation.
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Bandwidth Reouired for FM Waves

Examination of the Bessel Function coefficients which occur in

the expansion of a sinusoidally modulated FM or PM wave show that for

the very low index case, i.e., a peak frequency deviation* much less than
the modulating frequency, it is necessary to transmit only the first order
sidebands. In the case of modulation by a complex signal of many fre-
cuencies it therefore follows that the bandwidth required is at least
twice the frecuency of the highest frequency component of interest in the
modulating signal. This would permit the transmission of the entire first
order sidebands.

With a high index of modulation it is necessary to transmit
several of the higher order sidebands. Again, an examination of the
Bessel Function coefficients give an indication of the required band-
width. From such an examination one may conclude that at least all
of the sideband components which differ from the carrier by less than
the peak frecuency deviation are likely to be important. For the high
index case, then, th: minimum bandwidth should be at least twice the
peak freouency deviation.

A general rule-of-thumb which is attributed to John R. Carson
states that the minimum bandwidth recuired for the transmission of an FM or

PM signal is equal to the sum of the peak-to-peak frecuency deviation and
twice the highest modulating frequency to be transmitted. This rule
gives results which agree quite well with the bandwidths actually used in
the Bell System. It should he realized, however, that this is only an
approximate rule and that actual bandwidth required is to some extent a

function of the modulating signal and the quality of transmission desired,

Effect of a Nonlinear Input-Output Characteristic on an FM Wave
Some transmission devices such as electron tubes have non-

linear input-output characteristics which are a source of distortion to
an amplitude modulated signal. This was discussed in Chapter 5. For
this purpose electron tube nonlinearity was expressed by a power series

s - 2 3 _
i, =3, + aje, +a, e, + ag ege (19-37)

The effect of this same characteristic on an FM signal will
now be considered. The FM signal will be taken as

e, = A, cos [wct + ¢(t) J. (19-38)

*If the peak frequency deviation is less than the frequency of the modu-
lating tone the peak phase deviation is less than one radiane.
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Substitution in Equation (19-37) then gives
ip =a, +a;A, cos [t + ¢(t)]
+ a,A? cos®[w t+ (t)] + a,A3 cos® [w.t + (t)] (19-39)
2% Wb e 3%c e ¢ -

The terms may be expanded and o llected.

ip = (ao+% azAg) + (aqA  + % 33A2) cos [w,t + ¢(t)]
+ 1422 cos [20 t+2¢(t)] + L a a3 cos [Bw. t+3¢(t)] (19-40)
2 2% WebT<q L 3% c”2? -

The output wave consists of a d-c term and three FM waves
centered respectively at the three frequencies (A 2mc, and ch. If
we assume for the moment that a filter can be used to extract the FM
wave centered at w, we have as the output

output = (a; A, + % a3A2) cos [w,t + o(t)]. (19-41)

The nonlinear characteristic has done nothing more than
modify the gain. This is an important difference between AM and
FM and is one of the reasons why FI is used in the microwave systems
where nonlinear operation of electron tube amplifiers has thus far
been unavoidable at the desired output levels,

We shall now examine the restriction which is necessary in
order to achieve the desired output above. It is necessary to separate
the FM wave centered at W, from the one centered at 2wc. We shall make
use of Carson's rule-of-thumb, If we denote the peak frequency deviation
by AF and the baseband width by W cps, we find that the FM sidebands of
appreciable power about fc, the carrier frequency in cps, extend upward
to a frequency of (fc + AF + W) cps. Similarly, the sidebands about the
carrier at 2fc extend downward to a frequency of (2fc -2AF -W). The
2AF is required here because the index of modulation of the FM wave at
2fc is twice as great as the index of modulation of the wave at fc.

Thus the frecuency deviation will also be twice as great. If we allow
the two sidebands to meet but not overlap we get the following restriction.

ZfC =20F W 2 fc + AF + W (19-42)
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from which
>
£f = 3AF + 2W (19-43)

If this restriction is met it is possible to recover the
fundamental FM wave without distortion.
Limiters

Some devices which are used in FM systems produce distortion
if the frequency modulated wave is also amplitude modulated. Traveling-
wave tubes and some tvpes of FM demodulators are examples. They make it
necessary to either prevent amplitude modulation or provide methods for
suppressing it. Amplitude modulation can be caused by imperfect FM
modulators or by transmission deviations which may convert FM sidebands
into AM sidebands. It is therefore not easily prevented.

Limiters are devices which ideally clip the peaks of an FM
wave at a predetermined level, In this manner most of the undesired amp-
litude modulation of the wave may be removed. The characteristic of an
ideal limiter is shown in Figure 12, The output signal has flat tops

OUTPUT
SIGNAL

N N N

LIMITER
CHARACTERISTIC

< /
\
\\h<_,/’?‘:_"____ AM ENVELOPE OF
_ ‘\ INPUT SIGNAL
.7 )ﬁ\
ld ~
f—" )
\\ R4
\ “—_____2
\ /
INPUT SIGNAL

Ideal Limiter Characteristic

Figure 19-12
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which indicate that the output of the limiter consists of a fundamental
and many harmonics. The harmonics may be removed with a filter subject
to the same restriction which was discussed in the previous section. The
fundamental output which remains will have the same frequency modulation
as the input wave, but the amplitude modulation of the wave may be
greatly reduced. It is, therefore, possible to use limiters in an FM
system to suppress amplitude modulation before the signal is applied to
AM sensitive devices. This can cause a large reduction in the distortion
which would otherwise be produced in these devices.

A Few Words of Caution

In the last two sections we have seen that inadvertent non-
linearity does not produce distortion of the FM wave and that particular
types of nonlinearity can actually reduce the distortion. There are
several things which should be realized in connection with this, however,
In the first place, an ideal nonlinear circuit has been assumed in both
of the cases discussed in the last two sections. In practice the non-
linear components are often surrounded by inductors and capacitors.
Steady state measurements in such circuits have shown that the output
phase is often a function of input level. This phenomenon is often re-
ferred to as level-to-phase or gain-to-phase conversion. It is, there-
fore, possible that phase distortion could be produced by passing an
amplitude modulated FM wave through such a circuit. Since this problem
has not been resolved it is important to use caution when dealing with
such nonlinear devices in FM systems.

In addition, it should be emphasized that an FM system with
limiters is inherently highly nonlinear and many familiar concepts based
on the principle of superposition have to be abandoned. As an illus-
tration, consider the effect of a phase deviation in the transmission
characteristic of a network used in an FM system. It will be helpful to
refer to Figure 11, which shows the vector diagram of a low-index signal
for the case of a carrier modulated by a single sinusoid. It should be
evident that a phase distortion in the transmission path can shift one
sideband component (vector) relative to the other. When this occurs,
each sideband vector can be separated into two components in such a way
as to form one pair of vector components which corresponds to the phase
modulation of the carrier and a second pair which represents an unwanted
amplitude modulation of the carrier arising from the phase distortion.
The AM can be removed by a limiter, so that only the FM output will
appear at baseband after demodulation. However, since the FM modulation
is now represented by components of the original sideband vectors instead
of the whole vectors, the baseband output will be an attenuated replica
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of the original signal. It follows, then, that the effect of a phase
distortion has been to produce amplitude distortion at baseband, and
that the only equalizer which can be used after the limiter to remove the
effects of the phase distortiom is a gain equalizer. In general, it can
be demonstrated that there is no one-to-one correspondence between the
transmission characteristic of the network ahead of the limiter and the
necessary equalizer which follows., As a result any measurements for
equalization purposes which are made through limiters by ordinary
sweep-frequency techniques are useless. One solution to this problem
might be the use of a low-index FM test signal for equalization measure-
ments in systems using limiters, but as yet such a test set has not been
developed.
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Chapter 20
RANDOM NOISE IN FM AND PM SYSTEMS

The unwanted amplitude and phase modulation pro-
duced by an interfering sinusoid is analyzed for a low index FM
or PM system. The principles of the analysis are then extended
to determine the modulation caused by a flat band of random
noise. Numerical examples illustrate the means of applying the
results to the computation of noise in a low index FM or PM
system. The problem of analyzing the effect of the interference
in a high index system is briefly discussed. Other topics include
the comparison of noise in FM, PM, and AM systems.

From earlier discussions of random noise, it will be recalled
that thermal noise determines a lower limit to the random noise level
in any electrical circuit, and that additional noise may be expected
from other sources such as electron tubes. In previous chapters the
emphasis was on random noise in voice frequency and amplitude modulation
systems. In this chapter the effect of random noise in phase and fre-
ouency modulated systems will be considered.

If an unmodulated carrier wave is combined with a band of
random noise, the resultant wave is equivalent to a carrier wave which
has been both amplitude and phase modulated by random noise. If, then,
the resultant wave is demodulated by either an ideal amplitude detector
or an ideal phase detector, a random noise output is to be expected.
Since phase modulation and frequency modulation are so closely related
it is obvious that an FM demodulator would also have a random noise out-
put. However, the output is not the same in an FM system as it is in a
PM system. As we shall demonstrate in this chapter, the noise voltage
at the output of a PM system is flat with frequency, whereas the noise
voltage at the output of an FM system increases linearly with frequency.
This is commonly referred to as the triangular noise spectrum of an FM
system,

Emphasis throughout will be placed on the way in which noise
produces unwanted phase and frequency modulation. We shall first con-
sider the unwanted amplitude and phase modulation of a carrier which is
produced by an interfering sinusoidal signal, such as a spurious tone
in the transmission band. For a sinusoidal interference, the frequency
modulation can easily be deduced from the phase modulation. Having de-
veloped the necessdry eauations for this simple case of a single-tone
interference (which is, of itself, an important problem in radio relay

20-1
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systems), we shall then take up the random noise case. This approach is
Justified by the fact that random noise can be considered to be the sum

of a very large number of equally spaced and randomly phased interfering
sinusoids of equal amplitudes,

The reader should note that in most of the following sections
the carrier to which the interfering sinusoid or noise is added is assumed
to be unmodulated. The results, however, are applicable for noise or
interfering signals which are added to a low index FM wave since most of
the power is then in the carrier component. The problem of high index
systems is treated briefly in a later section.

Amplitude and Phase Modulation of a Sinusoidal Carrier by an Inter-
fering Sinusoidal Signal
In this section we shall discuss the amplitude and phase

modulation of a sinusoidal carrier which is produced by an interfering
sinusoidal signal. As a start we shall write the combined signal as

M(t) = A, cos w t + A cos I:(wcﬂnn)t + en] (20-1)
- J \—— J
v ol
carrier interfering sinusoid
where,
Ac = carrier amplitude in volts
c = carrier frequency in radians/sec
n = amplitude of interfering sinusoid in volts
(wc+wn) = frequency of interfering sinusoid in radians/sec
Gn = phase angle of interfering sinusoid

The frequency spectrum of this combined signal is shown in
Figure 1. It is not immediately obvious from either Equation (20-1) or
Figure 1 that the combined signal is equivalent to a carrier with fre-
quency w, which has been simultaneously amplitude and phase modulated
at a radian frequency Wy This can be made apparent, however, after
some trigonometric manipulation, as outlined in the appendix.

If An < Ac we obtain-the approximate results,

. A A
M(t) = A, E_ + Irc—l cos(wnt+9n)JcosE:ct+ 1-::—1 sin(mnt-l-en)J, (20-2)
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| Ac

AMPLITUDE
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we WctWn
FREQUENCY - RADIANS/ SEC

Spectrum: Carrier Plus Interfering Sinusoid
Figure 20-1
which shows that the carrier has been simultaneously amplitude and phase
modulated at the difference frequency between the sinusoidal component and

the carrier. The peak phase deviation in radians is given by the ratio
of the amplitude of the unwanted sinusoid to the carrier amplitude.

A
Peak phase deviation = KB radians (20-3)
¢

Since the phase modulation is sinusoidal the rms phase devi-
ation is equal to the peak phase deviation divided by Y2. Hence,

A

rms phase deviation = radians (20-4)

V2 Ac

We could have written the rms phase deviation directly (with-
out first considering the peak phase deviation) as an/Ac radians, where
a, is the rms voltage of the interference. This will be done later
when we consider random noise, since for random noise the rms voltage
is readily defined, whereas the peak voltage is not.

Another point which will be of importance in the random noise
case is that w, can be either positive or negative depending on whether
the interference frequency is above or below the carrier frequency. Thus
a noise component at a frequency of either Wotw, OT W =0, will produce .
a baseband output at the same frequency Wy When two such noise com-
ponents are simultaneously present (as they usually are in the cases we
shall consider) they will add on a power basis, since they arise from
uncorrelated voltages.
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A Vector Representation of This Same Problem

Ecuation (20-1) can be written in exponential notation as
follows:

ea Jw,t o, +w )t + 6
Me) = Eﬁ?j F‘ce Sempes 00 nir] (20-5)

which can be written as

( )
Real (  ju.t |~ An j(wt + 6.T1) (20-6)
M(t) = P A ¢ 1 £ n n
(t) g;t g o€ [_ + 72: j]i

The multiplying vector,

A .
1. ng J(wnt + Gn)
Y ’
c
is shown in Figure 2. It is obvious that this vector varies in both
amplitude and phase as a function of w,te When An << AC the peak phase
deviation is approximately equal to An/Ac radians which is the same re-

sult obtained in the previous section.

/ \\
0 Ac l ]
1
\ a /
N Y
7

VECTORS ARE SHOWN IN POSITION OF PEAK PHASE DEVIATION.
PEAK PHASE DEVIATION IS APPROXIMATELY EQUAL TO AAL RADIANS.
Cc

Carrier Vector Plus Interfering Sinusoid
Figure 20-2

Frenuency Modulation of a Sinusoidal Carrier by an Interfering
Sinusoidal Siznal

We shall now determine the unwanted freouency nodulation

produced by the sinusoidal component which was considered in thz last
two sections. This can easily be obtained from a knowledse of the phase
modulation since the instantaneous frequency deviation is defined as

the derivative of the instantaneous phase deviation. If we assume that
the carrier is much larger than the sinusoidal component we can start
with the instantaneous phase deviation given in Eouation (20-2).
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A
s n .
Instantaneous phase deviation = K; gln(mnt + Gn) rad (20-7)
Taking the derivative gives
Anwn rad
Instantaneous frequency deviation = =% cos(w_t+6_ ) = (20-8)
c n’ “n’ sec

The peak frequency deviation in radians per second is given by

A w A
Peak freguency deviation = ch radians /sec = KQ f_ cps (20-9)
o

The rms frequency deviation for the case of an interfering
sinusoid is given by the peak freguency deviation diviucd by /2. Thus,

“n

A
rms frequency deviation = E
+2

radians/sec = _fn f_ cps (20-10)
. A, "

It should be observed that the peak frequency deviation is a function of
the difference frequency Wy o Consequently, sinusoidal components which
are well displaced from the carrier frequency produce larger frequency
deviations than sinusoidal components close to the carrier frequency.

In consequence, we shall see that in the random noise case the rms
frequency deviation is not as easily defined as the rms phase deviation
was. For the rms phase deviation, it was sufficient to know the ratio
of ans the rms interference voltage, to the peak carrier voltage. For
the rms freouency deviation, it is necessary to take into account the
spectrum of the interference.

Illustrative Example 1

In order to illustrate the ccncepts which we have described
in the preceding sections we shall consider the following example of a
single interfering sinusoid.

An FM signal with a 70 mc carrier is frequency modulated with
a 7.75 mc baseband sine wave. The resulting peak frequency deviation
is 4L me. A 62 mc sinusoidal interference is added to the FM wave. If
the power of the interfering tone is 40 db below that of the FM wave,
what is the signal-to-interference ratio at the output of the system?

We may note that the index of modulation is small and that,
consequently, most of the power in the FM wave is in the carrier. We
can assume with very little error that it is all there when we are
determining the frequency deviation produced by the interference. Since
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the interference power is 40 db below the carrier power we have, for the
corresponding peak voltages,

A
= = .01 (20-11)
(o]

The peak phase deviation produced by the interference is therefore .01
radians. The peak frequency deviation due to the interference is equal to
the product of the peak phase deviation produced by the interference and
the difference frequency fn between the interference and the carrier,
(Equation 20-9) Since in this case £, is 8 mc, the peak frequency devi-
ation is .08 mc. This may be compared with the peak frequency deviation
due to the transmitted signal to determine the signal-to-interference
ratio, S/N:

RMS Phase and Frequency Deviationss Carrier Plus Random Noise

Let us now consider what happens when a band of random noise is
added to a sinusoidal carrier. We shall consider the effects of this
interference in PM and FM systems. We shall discuss a) the total noise in
the baseband (this is of interest if we are using a microwave signal to
transmit TV, for example) and b) the noise in particular baseband slots
(for example, the noisiest channel when we transmit a telephone multiplex
signal).

First we note that for this purpose the random noise can be
assumed to consist of an extremely large number of equally spaced sinu-
soidal components each with equal amplitude and arbitrary phase. It is
convenient to deal with noise problems on a "per cycle" basisy thus, for
example, we can replace a 3000 cycle band of noise by 3000 uniformly
spaced sinusoids each having the same power as a one cycle band of noise,

If the single sinusoidal component of Equation (20-1) is replaced
by a summation of N sinusoidal components we get

N
M(t) = A, cos w.t +n§1 A cos E}b+mn)t + 9%:] (20-12)

A derivation which is practically identical with the one given
in the appendix for the case of a single interfering sinusoid leads to
the following result:

M(t) = A_(t) cos Ect + q)s(tﬂ (20-13)
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where, when the noise power is much less than the carrier power,

N
As(t) = A, + nfl A cos [wnt + Gn] (20-14)

and 1 N
¢S(t) = I: nzl A sin [wnt + en]radians (20-15)

Comparing (20-15) with the instantaneous phase deviation given
in (20-2) for the case of a single interference component, which was

A
n .
K: sin (wnt + Gn)

we see that the principle of superposition holds, subject of course, to
the restriction imposed by the original assumption on which both equations
are based, that the carrier power is much greater than the total inter-
ference power. By this we mean that the phase modulation produced by a
band >f random noise is equal to the summation of the phase modulation
components which would have been produced by each noise component
separately. In other words, the phase modulation produced by a particular
noise component or group of components does not depend appreciably on the
other noise components which are present, because each component (and
their total) is so small compared to the carrier.

The summation shown in (20-15), which is
N s
nzl A sin [mnt + Qn]
represents a function of time which has an rms value equal to the square
root of the sum of the squares of the rms values of the individual sinu-
soids of which it is composed. Defining this total rms voltage as a
we can write, for the total rms phase deviation*

N?

*At first glance there might seem to be some restrictions attached to this
statement since in the noise voltage all components are assumed to have
distinct frequencies, whereas, in the phase modulation there is the possi-
bility of having two components at any given frequency. This is because
two noise components, respectively above and below the carrier by the same
frequency difference, produce phase modulation at the same frequency. We
know that sinusoidal voltage components with different frequencies add on
a power, or root-sum-square (rss?, basis. This type of addition is not
necessarily justified where more than one component can fall at a par-
ticular frequency. However, it can be shown to be justified when the two
components which can fall at any given frequency have phase angles which
are random and unrelated.,
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a
total rms phase deviation = KE radians
c

The value of ay is readily computed for a band of flat random noise
(white noise). In a practical problem we will usually know the bandwidth
of interest in cycles per second, and the repeater noise figure (NF) in
db. Thermal noise power can be expressed as being -174 dbm per cyclej if
we are interested in a band of fl cps on either side of the carrier, the
total noise power in dbm is

[-174 + NF + 10 log 2 f1] dbm

where the factor of 2 represents the fact that we must consider the noise
components on both sides of the carrier. ay is, then, the rms voltage
which would produce this power in whatever load impedance we are discussing.
Usually we can ignore the particular impedance involved, and compare the
noise power with the carrier power without reducing either to voltage
units,

If we let a, represent the rms noise voltage per cycle (thermal
noise increased by the noise figure), we can write

PM System Noise

If the random noise is flat vs. frequency over the transmitted
band from fc—fl to fc+f1, as shown in Figure 3(a), the noise per cycle in
the baseband output of a phase modulation system will similarly be flat
vs. frequency. This can readily be seen by decomposing the interference
into component narrow bandwidths or sinusoids, a procedure which is valid
as long as the principle of superposition holds i.e., as long as carrier
power is much greater than noise power. Specifically, the rms phase
deviation produced by two one cycle bands of noise, one wp radians per
second above and the other ®Wn radians per second below the carrier will be

anJ§
< radians

c

This formula is given as part of the second diagram of Figure 3.

If we were transmitting telephone multiplex over such a system,
all channels would be equally noisy. In order to find the noise in dba at
zero transmission level, we would, of course, need some relationship be-
tween rms phase deviation in the radio system and power at the zero level
point. This relationship could be stated in a number of waysj; we shall
consider the similar problem in the FM case below in more detail.
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FM System Noise

Figure 3(c) shows the baseband noise output of an FM system
under the same assumptions as in Figure 3(a) - i.e., flat noise from
fc-fl to fc+fl, and carrier much greater than noise power. In this case
the baseband noise is proportional to the rms frequency deviation rather
than to the rms phase deviation. The instantaneous frequency deviation
is obtained by differentiation of the instantaneous phase deviation. This
is equivalent to multiplying the amplitude of each frequency component in
the phase deviation by w, as is evident from Equation (20-8). Hence, the
rms freouency deviation per cycle of bandwidth varies directly with the
frequency separation between the carrier and the one cycle band being
considered. Specifically, the rms frequency deviation produced by two
one cycle bands of noise, one wp radians per second above and the other

wn radians per second below the carrier will be

mnang

e radians/sec.
c

where a, and Ac have the same definitions as before, This formula is

given as part of the third diagram of Figure 3, with 2nfn written for Wy
The total noise in the entire baseband spectrum will be a

direct function of the total rms frequency deviation. The total rms

frequency deviation may be obtained by integrating the density of the mean

sauare frequency deviation from O to fl cps and then taking the square

root. This is analogous to summing power over a band. If we replace w

by 2nf the calculation becomes

—

2

y 2nf V2 ag
total rms frequency deviation = (——p—) af
0 c

3
- 22 2n fl radians
A 3 sec
c
(20-16)
Y2 a / £ 3
= I J % cps

Similarly, we can find the total rms frequency deviation for a
portion of the spectrum by changing the limits of integration in the above
expressions. A case of particular interest (corresponding to the top
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channel in a multi-channel telephone multiplex signal) is that in which
the bandwidth under consideration is small compared to its separation from
the carrier. For example, we might be interested in a 3 kc band around a

baseband frequency of 4 mc. For such a 8f band at baseband frequency f

l’
where fl >> 3f, the rms frequency deviation is

2m an/25? fl
rms freq. dev. for 3f band at f; = 1 radians/sec.
c
_ anJZSf fl
= T cps

c

Another way of expressing this is to say that the rms phase devi-
ation is given by the ratio of the total rms noise voltage (anv§5?) to
the peak carrier voltage (Ac). The corresponding vector diagram is
analogous to Figure 2. The rms frequency deviation is obtained by
multiplying this ratio by w; or £, (radians/sec or cps).
Noise at Zero Transmission Level

We have developed a formula for the rms frequency deviation for
the noise in a narrow slot of the spectrum, such as a telephone channel.
If we are discussing an FM system carrying a telephone load only, and know
the peak frequency deviation AF for which the system is designed, we can
find the noise at zero level,

First we establish a relationship between the baseband signal
and the peak frequency deviation. We do this by recalling that load
carrying capacity requirements on amplitude modulated telephone systems are
phrased in the following terms: if the system is not to be overloaded more
than 1% of the busy hour, then it must be capable of carrying a sine-wave
signal at a carrier frequency zero db transmission level point of PS dbm,*
We can assume in an FM system, therefore, that the peak frequency deviation
AF will correspond to the peaks of a sinusoidal baseband signal of Ps dbm,
the maximum signal that we engineer telephone systems to transmit.

We can express these relations in rms terms. The rms value of
the frequency deviation is AF/v 2 if the peak value is AF and the
variation is sinusoidal. This is the rms deviation corresponding to a

power at a O db TLP of Ps dbm. Let us define this rms frequency deviation
of AF/¥Z as F.

*Such that the peaks of the sine wave reach a voltage that the telephone
signals (during 1% of the busy hour) reach 0.1% or 0.01% of the time.
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Clearly any rms frequency deviation equal to F will produce
PS dbm of power at the zero level. Consequently the baseband power in dbm
at the zero level point produced by any other rms frequency deviation T
could be expressed as followss

Baseband power = (P_ + 20 log % ) dbm (20-17)

In order to get the noise at zero level produced by random noise
at the repeater input we need only to get the rms frequency deviation due
to the noise and then use the expression above.

Illustrative Example 2

Find the noise (in dba at the -9 db transmission level) in the
noisiest channel at the output of an FM system due to thermal noise at
the repeater inputs. The system constants can be taken as followés

Baseband sigmnal - 1000 telephone channels where each channel
is 3 kc wide but spaced every 4 kc to allow for separation
filters. The baseband signal will be assumed to extend from

zero to 4 mc.

Repeaters - The system consists of 100 repeaters in tandem
where each repeater has an input power of -30 dbm and a noise

figure of 12 db., The bandwidth at the repeater input will be
taken as 20 mc,
Peak freouency deviation = 4 mc./s.

Solutionx*

From the material of Chapter 12, Ps for this system is 24.5 dbm,
This produces a peak frequency deviation of 4 mc, which (since Ps is a
sinusoid) is an rms frequency deviation of 4/+¥2 or 2/2 mc.

The rms frequency deviation caused by single repeater noise in
a 3 kc band whose baseband frequency location is 4 mc (this is the top,
noisiest, channel) can be found from the formula

*We should first justify using, in this case, the methods derived earlier,
These assumed that the noise was small compared to the unmodulated carrier;
is this assumption valid here? Let us find the total noise at the
repeater input and compare this with the carrier power, The thermal
noise in a 3 kc band is =139 dbm. This is -174 dbm per cycle or =101 dbm
in a 20 me band. If we increase this by the 12 db noise figure, the
total noise is -89 dbm. With only small error in the final result we can
assume that we have a low index system with a carrier power of -30 dbm.
Thus, the carrier to noise ratio is 59 db and the approximate results of
the preceeding sections may be used.
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rms freqe. dev, for 7 a, /25T fl

Af band at £ = B Y cps

Recalling the significance of these terms, we observe that at repeater
input an¢§5T corresponds to the rms noise voltage for thermal noise
power in a 6 kc band (-136 dbm) increased by the 12 db noise figure.
Thus an455? corresponds to -124 dbm, Ac corresponds to the peak voltage
of a sine wave (the carrier) whose power is -30 dbm; the peak to rms
relationship is 3 db, so the power corresponding to the peak voltage is
-27 dbm,

The ratio an¢§5f fl/Ac therefore corresponds to -97 db. Since
we are comparing voltages, db ~ 20 log * ratio, and we find -97 = 20 log
/2 10'5, whence

T /32107 . f

1l
/21077 4, mc/s

From the relationship

Baseband power = (P_ + 20 log ) dbm

v |-}

we find the baseband power at zero TLP to be -69.5 dbm. Converting to
dba at the -9 point (assuming O dbm = 82 dba) and adding 20 db to allow
for the fact that we have 100 repeaters (power addition) the final result
is 23.5 dba at -9 db TLP,

The reader should note that this is the noise in the top
channel and that the noise has a 6 db per octave slope. The noise in
telephone channels located at lower baseband frequency positions will be
less. For example, in this problem at a frequency equal to one-half the
top frequency the noise in a telephone channel would be 17.5 dbm. The
channel noise vs. frequency of channel is shown by solid line ir Figure 4.
The dash line will be explained in the next section.

Comparison of FM and FM System Noise

The illustrative problem of the previous section has shown that
the random noise in a telephone channel at the output of an FM system is
dependent on the frequency of the channel. Thus, if the top channel just

meets requirements, the lower frequency channels have unnecessary margin,
This is not very efficient.
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In a phase modulated system the noise is the same in all the
telephone channels, since the phase modulation due to the signal and the
phase modulation due to the random noise are both flat with frequency.
We shall now determine how the noise in a PM system compares with the
noise in the top channel of an FM system, under the condition that the
rms freouency deviation caused by the transmitted signal is the same for
the two systens.

An easy way to approach this problem is to compare the output
of an FM modulator with the output of a PM modulator where the PM modu-
lator consists of a differentiator and an FM modulator. This is shown
in Figure 5. We shall assume that the power spectrum of the baseband
signal is flat from O cps to fl cps. Thus in the first case, where an
FM wave is produced, the power spectrum S of the signal applied to the

FM modulator can be written as

S = a watts/cps 0 < f < £, cps

= 0 elsewhere (20-18)
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The total power would be

Power = a? f, watts (20-19)

In the second case where a PM wave is produced, the power
spectrum SDiff of the signal applied to the FM modulator would be
parabolic. This is because the voltage spectrum at the output of the
differentiator is proportional to the frequency and the power spectrum is
proportional to the square of the voltage spectrum (i.e., SDiff = kfz,
where k is a constant). If, for the moment, we let the power spectrum in
the top channel at differentiator output be equal to that in the FM case,
a2, it follows that k = az/fl2 and the expression for SDiff becomes

2
= §—§ £2 watts/cps 0 < f < £, cps
fy (20-20)
0 elsewhere

Spire.

]

From this, the total power would be

2

1 a? 1 2
Power (Diff.) = == f°af = 3 a £, watts (20-21)
0

£

We are now in a position to make a comparison. We have deliberately set
the signal levels in the top channels equal (at FM modulator input). The
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frequency (or phase) deviation caused by the top channel signal will
therefore be the same in the two systems, and the top channel S/N ratios
in the radio links of the two systems will be identical. At final base=
band output, the zero TLP noise in the top channels of the two systems
must therefore be the same.

However, we may note that the total power applied to the FM
modulator which is producing phase modulation is only one-third as great
as that applied to the other modulator. Therefore, the rms frequency
deviation will be less by a factor of v3. In the PM system this permits
us to raise the signal level by 20 log v3 or L.8 db and make the rms
frequency deviation the same in each case. We therefore find that for
the same rms frequency deviation there is a 4.8 db signal-to-noise ad-
vantage for pure PM over pure FM. In other words, for the same rms
frequency deviation the random noise in each of the channels at the output
of PM system is 4.8 db below the noise in the worst channel at the output
of an FM system. This advantage is shown in Figure 4 for the illustrative
problem of the previous section.

The 4.8 db advantage derived above presents the maximum advantage
which can be obtained by pre-emphasis in front of FM terminals. In
practice, as illustrated in Chapter 19, it is not possible to provide
differentiation of the telephone signal clear down to zero frequency with-
out getting into noise difficulties at the output of the differentiator.
For this reason the advantage obtained by pre-emphasis is usually between
3 and 4 db.

FM Advantage

By using frequency modulation it is possible to get better
signal-to-noise performance than would be obtained in an AM system with
the same transmitted power. In order to achieve this advantage, however,

it is necessary to use large indices of modulation. Higher order side-
bands become important and a wider bandwidth is required than would be
necessary for the corresponding AM system. The improvement in the signal-
to-noise performance which is obtained by using wider bandwidths is some-
times referred to as the FM advantage. We shall now examine this
quantitatively.

A single sideband AM system with suppressed carrier will be
compared with an FM system. The peak power will be assumed to be the
same for both systems. We will examine the AM system first.
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Let

PS = power in dbm, at zero transmission level, of the
largest sine wave that the system is designed to
transmit.

N = noise in dbm in a 3 kc band at some low level
point - say repeater input.

PR = power in dbm of the largest sine wave that the
system is designed to transmit, at the low level
point in the system. (Hence, PS-PR is the gain in
the system between the low level point and zero
transmission level.)

The noise in a 3 kc telephone channel at zero level can then

be written as
Noiseyy = Pg - Py + N dbm (20-22)

In an FM system we must define two additional quantities., These
will be the peak frequency deviation, and the center frequency of the top
telephone channel. The noise will be the highest in this channel.

AF = peak frequency deviation - cps

fn = center frequency of top channel - cps

We observe that the application of Ps dbm at O TLP will produce
a peak frequency deviation of AF,.

The rms phase modulation produced by the noise in two 3 kc bands
respectively above and below the carrier is given by the ratio of the rms
noise voltage (due to both bands) to the peak carrier voltage. At the low
level point the total noise power is, therefore, N + 3 dbm. Furthermore,
the carrier power at this point is the same as the maximum signal power,

PR dbm, at the low level point in the AM single sideband suppressed carrier
case. This follows from the assumption that peak power in the two systems
is the same. The ratio of the rms noise voltage to the rms carrier voltage
is then equal to N + 3-Pgp db, and the ratio of the rms noise voltage to

the peak carrier power is 3 db less. Therefore, we get

rms phase modulation _ ]
in 3 kc band N - PR db with respect (20-23)

to one radian.
and, by the familiar relationship between phase and frequency deviation,
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rms frequency
modulation in N - PR + 20 log 2n £ db with respect
a 3 kc band N to one radian/sec.

N - PR + 20 log f db with respect
N to one cps (20-24)

The ratio of the rms frequency deviation AF//Z, produced by the
maximum sine wave PS which the system has to transmit, to the rms fre-
cuency deviation in a 3 kc band due to noise is

(db) = 20 log AF/4Z + (P - N - 20 log £ )

Ratio

= P, - N + 20 log AF//2f db (20-25)
This, then, is the signal-to-noise ratio if PS is taken as the signal.

Finally then the noise at zero level is Ps dbm minus this ratio in db or

Noisep, = Pg = Pp+ N - 20 log AF/¢§fn dbm (20-26)

Comparison of Equations (20-27) and (20-22) shows that the FM
advantage is

FM advantage = 20 log AF/v2 £, (20-27)

We may therefore note that unless the peak frequency deviation
is equal to or greater than the /2 times the frequency of the top tele-
phone channel the FM advantage is negative. For an FM system where the
peak frequency deviation is equal to the frequency of the top transmitted
channel, the noise in the top channel would be 3 db higher than in a
single sideband AM system. This is an FM advantage of -3 db. From the
considerations of the previous section, pure phase modulation has a
signal-to-noise ratio which is 4.8 db better than pure FM. Pure phase
modulation has a signal-to-noise advantage of 1.8 db over amplitude modu-
lation when the peak frequency deviation is equal to the frequency of the
top transmitted channel.

Random Noise and Interference in lLarge Index Systems

In the preceding sections we have assumed that practically all
of the power in an FM wave is in the carrier and have neglected the
effects of sidebands on the noise performance of the system. At this
point we consider briefly the effect of noise and interference in
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high index systems. The effect of sidebands can be included if Equation
(20-12) is rewritten as

N
M(t) = A cos [wct*'(p(t)] + n2=‘,1 A cos [(mcmn)t + 6] (20-28)

Here the only change has been to add the phase modulation p(t) to the
carrier term. The derivation may be carried out in the same manner as
previously but with a slightly different result. The output may be
written as

M(t) = A  (t) cos [o bt - p(t) + o lt)] (20-29)

where

N
- nEl A sin [ot - olt) + 8] (20-30)

=

pg(t) =

If we now examine the phase distortion term, ¢s(t), we see that
each of the noise components is actually an FM wave with the same index of
modulation as the original signal. Therefore, if the sideband energy of
the transmitted FM wave is small, the sideband about each noise component
will also be small. The frequency modulation produced by the noise is
obtained by taking the derivative of ¢S(t).

freq. deve. = %E o (t)
1 N
= K; nzl A lwy-9'(t)] cos [wnt-¢(t) +6. ] (20-31)

For high index systems where the number of random noise components is
small the expression above may lead to results which are quite different
from those obtained for a low index system. However, when the inter-
ference consists of many components such as is the case with thermal
noise, the spectrum of ¢S(t) is usually relatively flat with frequency
even though it consists of a large number of small FM waves instead of a
large number of individual noise components. The frequency deviation ob-
tained by taking the derivative therefore tends to have a triangular
spectrum which, for all practical purposes, is the same as the one ob-
tained for a low index signal.

Breaking Region

In the previous sections we have considered the phase and fre-
quency modulation which is produced by random noise only when the total
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noise power is much less than the carrier power. As long as this is the
case, the signal-to-noise ratio in the baseband output varies linearly
with the signal-to-noise ratio in the FM or PM portion of the system,
When the carrier power is less than about ten times the noise power, this
linearity no longer holds and the output signal-to-noise ratio decreases
faster than the input signal-to-noise ratio is decreased. In this region,

which is referred to as the breaking region, the system rapidly becomes
unusable,
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Figure 20-6
In general, then, one would not design a system to operate in
this region. However, a system which normally operates in a linear region
may have to operate in the breaking region during deep fades in the radio
signal. This is illustrated in Figure 6 for a particular system. This
figure assumes that the output signal is kept constant during the fade by
an automatic volume control. Consequently, the gain increases as the
signal fades, and the output noise increases linearly with the depth of
fade until the breaking region is reached. The noise then increases at a
faster rate.
A more detailed discussion of the breaking region may be found
in Reference 1,
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Appendix

In Equation (20-1) the equation for the carrier and interfering
sinusoid is written as

M(t) = A, cos w t + A cos [(mc+wn)t +6.] (20-14)

Use can be made of the trigonometric identity

cos (A+B) = cos A cos B - sin A sin B (20-24)

to expand the interfering sinusoid component. The expression for the
signal then becomes

M(t) = A, cos wt + A cos w,t cos (mnt + Gn)

- An sin wct sin (mnt + Gn) (20-34)

Equation (20-3A) can be factored to give

A

(
M(t) = Ac %[l + KE cos (wnt + Qn)] cos w,t
c

A
- I‘E sin (ot + 8, ) sin mct; (20-44)

A second trigonometric identity,
acosA-DbsinA = Ja2+b2 cos (A + tan'l 2 (20-54)

can now be used to write

M(t) = A (t) cos [w .t + ¢ (t)] (20-6A)
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where
A 2. -An 2
An(t) = Ac [1+ K: cos (mnt + Qn)] +[I: sin (wnt + qn)]
= A 1+[£Q]2+2A—n s (wt +6) (20
. Ac Ac cos (w n =74)
and
-
T sin (o t + Gn)
9 (t) = tan™t S (20-84)
n
1+ —A: cos (mnt + Gn)

As soon as the original equation is written in this form the
amplitude and phase modulation become more obvious. A further simpli-
fication in the expression for M(t) results if An << Ac. For this con-
dition, a binomial expression of An(t) gives

A
An(t) ~ A, (1 + IE cos (mnt + Gn)] (20-94)
c
Similarly,
=1 A1
¢n(t) ~ tan It sin (0 t + Gn)
A
~ K: sin (wnt + Gn) (20-104)

since for small angles the tangent of an angle is approximately equal
to the angle expressed in radianse.
Thus,

A A
M(t) ~ A [1+ If cos(mct+0n)]cos[mct + If sin(w t + e,)] (20-114)

which is the same as Equation (20-2) of the texte.






Chapter 21
USE OF THE FOURIER TRANSFORM FOR TRANSMISSION

SYSTEM ANALYSIS AND DESIGN

A non-rigorous derivation of the Fourier Trans-
form Pair is made from the Fourier Series to show the ex-
tension of the principle of frequency analysis of a periodic
time function to the non-periodic case. The analysis is then
applied to find the spectra of a rectangular pulse and an im-
pulse. The impulse response of an ideal low-pass filter is
derived, and the method for finding the impulse response of
any general low-pass or band-pass transmission character -
istic is given.

Introduction
The Fourier Transform is one of our most useful tools for

analyzing some of the effects which arise in transmission systems. In
later chapters this transform will be used to study the effect of trans-
mission deviations in frequency modulation and pulse systems. The
present chapter has been included to review some of the important
properties of the Fourier Transform and to illustrate its use.

A signal is usually thought of as a function whose value is
specified at every instant of time. Such a description specifies its
behavior completely. In the case of transmission problems, however,
this form of data is not the most convenient one with which to work,
because we usually have information about lines and networks in terms
of frequencybresponse, rather than in the time domain. We therefore
need a method of passing from the time-domain description of the signal
to a frecuency-domain description, and back again. As one might expect,
it is possible to pass from one domain to another by means of mathem-
atical transformations. We are thus enabled to answer such questions
as "A pulse (time-domain) is applied to a transmission line whose char-
acteristics we know (frequency-domain); how does the pulse look (time-
domain) at the output of the line?"

The duality between frequency and time domains in describing
signals and linear networks is a familiar concept to all those who have
studied engineering, physics, or mathematics. It is so fundamental
that a person often transfers his thinking from one domain to the other
without conscious effort. For instance, one might picture a sine wave,
of frequency fo’ in the time domain as a snake-like curve which crosses

21-1
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the time axis 2fo times per second, or in the frequency domain as a
narrow spike located at a point f = fo on the frequency axis and char-
acterized by two numbers giving its amplitude and phase. In this simple
case, a method of passing from one of these representations to the other
is not difficult to formulate. One can find frequency, amplitude, and
phase from a time domain picture of a sinusoidal wave by merely counting
and measuring appropriate dimensions. Similarly, the time domain wave-
form can be constructed if these quantities are given. For more com-
plicated waveforms this transformation is not so simple and a more
sophisticated method must be employed to pass from one domain to the
other. The Fourier Transform Pair is the mathematical formalization of
this useful concept and, as such, is an indispensable tool when dealing
with signal or network.

Mathematical and Philosophical Background
The alternative description of a signal in the time and fre-

cuency domain is based upon the fact that when sine waves of various
frecuencies are combined with suitable amplitudes and phases, their sum
can be made to approximate any one of a large group of time signals.
Similarly, any one of these signals can be decomposed into these com-
ponent sine waves. A good starting point for a non-rigorous derivation
of the Fourier Transform Pair* is the more familiar Fourier Series given

by:
A oo

f(t) = 3? + nfl (A, cos nogt + B sin nwt) (21-1)

in which
p
A = % j -p‘f(t) cos nw t dt, n=0,1,2, ... (21-2)
p
B = lf f(t) Sin nw t dt’ n=l,2’3, e o (21-3)
n p -p o}

*A number of elegant deviations of the Fourier Integral and Transform
exist in the literature. (e.g., "Modern Analysis", Chapter IX, by
Whittaker and Watson, or "Advanced Engineering Mathematics" by C, R.
Wylie, Jr., Chapter 5). Presented here is a simpler derivation whose
principal purpose is to make less mysterious to the mathematically un-
sophisticated certain features, such as the concept of negative fre-
cuencies and the use of the exponential time function, eJwt, The deriv-
ation given here is not a general one. The case of an even time function
is chosen for simplicity and to clarify particular points of interest:.

A similar procedure can be applied to the general case, however.
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Equation (21-1) is the familiar Fourier series, in which

1
2p =
?o
W
fo = 53 = fundamental frequency of
n periodic time function
E; = duration of fundamental period
o}

The validity of this concept is often crudely demonstrated
in the laboratory by taking a fundamental frequency and adding to it
proper proportions of harmonics to form a square wave or, conversely,

a square wave can be passed through a wave analyzer to show that it is
made up of a combinztion of harmonically related sinusoids. There is

a rigorous mathematical proof of the validity of the relationship
between a periodic time function and its representation in the frequency
domain which will not be covered here. For our purpose, it is assumed
that the student is familiar with this idea and the Fourier Series will
be used to develop the Integral and Transform.

One point should be emphasized. When we say that a periodic
time function can be represented as a set of discrete, harmonically
related frequency components, we are saying that a statement of the
amplitude and distribution of the frequency components is as complete
and as accurate a description of a signal as is the time function it-
self, and that we ought to be able to think of a signal in terms of
either, choosing the frequency domain or time domain as convenience
dictates. The Fourier Integral and the Fourier Transform will simply
extend this concept to cover non-periodic functions. This extension

is needed because we transmit not periodic, but non-periodic, functions
of time. Telephone signals are typical examples - whether we transmit
AM, FM, or PCM, the signals do not repeat periodically, but constantly
change their character.

Derivation

Let us assume the special case of an even time function. An
even time function is one in which f(t) = f£(-t); that is, it is symmet-
rical about the vertical axis. The integral of an even time function
taken between symmetrical limits about the vertical axis equals twice
the integral from the zero axis to either of the two limits. This be-
comes obvious if we remember that j T f(t) dt is actually the area under

-T
the f£(t) curve from -T to T and that if f(t) is symmetrical about the
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vertical axis then the area between t = -T and t = O equals the area
between t = O and t = T. (See Figure 1.) Expressed analytically,

T T
[ 2te) ae = 2 j £(t) dt (21-4)
-7 0

when f(t) is an even function.

ft—— 2p———'I

———l—
AMPLITUDE

0 TIME —

An Even Periodic Function of Time
Figure 21-1

Eguation 21-1 shows f(t) to be a function of sine and cosine
terms. A cosine curve is an even function [cos wt = cos (-wt)]. A sine
curve is odd [sin wt = -sin (-wt)]. If f(t) is an even function it must
consist only of even components. Therefore, for an even function of time
f(t), there are no sine terms and Equations (21-1, 2, 3) become (ignoring

the d.c. term):
o0

f£(t) = nzl A cos nu t (21-5)
A =2 j P f(t) cos nw. .t dt (21-6)
n p Jig o
B, =0 (21-7)
Using (21-6) we can write (21-5) as:
© o P
f(t) = n=2 % ‘rt=0 £(t) cos nw,t dﬂ cos nw t (21-8)

Multiply thru by ﬁ :
oo

£f(t) =

P -
‘Yt=0 £(t) cos nugt dgl(cos nwot) (%) (21-9)

IETTSH

n=1
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The periodic time function f(t) is thus represented by a
Fourier Series which consists, in the frequency domain, of an infinite
number of discrete sinusoids. Plotted in terms of amplitude vs fre-
quency, these would be a series of spikes at angular frequencies of

lmo, 2mo, Bwo eese Nw_ having amplitudes Al’ A2, A3 ceee An. In addition,

o
of course, there is a dc component of amplitude Ao/2.

It is convenient to write Wy for nw,, and to note that g
(the last factor in 21-9) is equal to Wy s the separation between the

discrete cosinusoids, and to call this separation Aw.

FREQUENCY —>
l l 1 1 1

0 W 2w, 3w, 4wo 5w 6mo 7mo

Discrete Frequency Components of Periodic Function of Time

Figure 21-2
Substituting Aw for % and o, for ny  in (21-9), we have

f(t) = nfl E ‘Yt=0 f(t) cos w,t dE’(cos wnt)(Am) (21-10)

We have been discussing a periodic function of period 2p. If we

let p—og our periodic function of many cycles becomes a periodic

time function of one cycle -- in plain, non-mathematical language,

a single, non-cyclical pulse. This will introduce some interesting
changes in Equation (21-10). We began this demonstration with a

periodic time function whose frequency transform was a series of spikes
separated by w, = Ao = g. By letting p—owe make Aw — dw. In other
words the frequency spikes have now moved closer together so that they
have actually become a continuum. Thus we find that the frequency transe

form of a non-periodic time function contains energy at all frequencies
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and not only at discrete frecuencies, as is the case for periodic func-
tions. When we let p approach infinity, we can drop the subscript n,

knowing that w represents any frequency and not only harmonics of some
fundamental.

Also, since letting p—comoves the frequency components infin-
itely close together, it can be shown that the summation from n=1 to
n=cowill approach a definite integral, thus

[e o] oo

2 cos wnt- Aw —»I cos wt dw
n=l w:O

Equation 21-10 can now be written

oo

£(t) = fw=0 [%,I;:; £(t) cos wt dt] cos wt du (21-11)

If, for convenience, we define a new quantity*

glw) = % I;fg f£(t) cos ot dt (21-12)

Equation 21-11 becomes

f(t) =2 y a; glw) cos wt dw (21.13)
(.L)=

Equations (12) and (13) closely resemble the Fourier
Transform Pair, except that the exponential time function eJut is
missing and the concept of negative frecuency has not been introduced,
These arise from the mathematics involved in converting (12) and (13)
to- more convenient forms, as follows:

Recall that, **
cos wt = 1 (ej‘"t + e"jmt) (21-14)

and substitute this in (21-12)
o0 o .
glo) = 2 [ £(6) [e3% + 73] at

_ 1 Jut 1r° -Jjut
= | . £(t) eI ap + 3= J Of(t) e dt  (21-15)

T T e R e

* The particular choice of 1/n as the multiplier is an arbitrary one;
we could associate the 1/m factor with the remainder of the expression
instead of with g(w), or we could split it into two factors, each

1/+/r, and associate one with glw) and one with the rest of the ex-
pression for f(t). Various authors make different choices here.

*%*See appended note on negative frequencies.



USE OF THE FOURIER TRANSFORM 21-7

Consider the first term of (15); we can reverse the limits and change

the sign of this first term:

0 .
SN0 N R Jot gy = oL [ Jut -
g =% | J Ele) e ar -5 | _ fle) 0% as (21-16)

Since integrating f(t) from o to 0 is the same as integrating f(-t)
from -®© to O, we can change the sign of t wherever it occurs provided
we also change the signs of the limits:

0 .
= . -Jut
g1 = - 5= £(-t) eI d(-t) (21-17)

0 .
1 -juwt
o j' £(-t) e at

We have said f(t) is an even function such that f(t) = f£(-t),
therefore

0 .
1 -jwt

= 3= f(t) e dt (21-18)

€1 2m .Y_m
Going back to ecuation (15), and writing the first term as in (18)
0 . oo .
- i -Jjwt 1 -Jjwt
glw) = 5 Imf(t) e dt + 5= f 0f(t;) e dt

_ 1 e -jot
=% [ _fle) eI as (21 -19)

This is the conventional form of the Fourier Transform, which together
with the Fourier Integral (which we shall consider next) makes up the
Fourier Transform pair. Before we continue, it will be instructive to
pause for a moment to examine g(w) as given by (21-19); it has a
symmetry property which will prove highly useful.

Consider the function g(-w), which we can derive from (21 -19)
merely by changing the sign of w wherever it occurs,

gl-0) = & [ £(t) 39 at (21 -20)

while the conjugate of g(w), denoted by g*(w), can be written by
following the general rule that if we have an expression for a function,
the conjugate is obtained by merely changing the sign of j wherever it
occurs. Thus, from (21 -19):

oS .
glw) = 25 [ r(6) &3 a (21 -21)
Thus
gl-0) = g*(w) (21 -22)
implying that
gR(w) = gR(-w) (21-23)
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and
-g1(w) = g(-w) (21-24)

all under the stipulation that f(t) be a real function.
Now, consider Equation (13)

£(t) = 2 |  8lu) cos ut du (21-13)

We know that f(t) is a real function. The right-hand side
of equation (13) must, therefore, also be real. Since cos wt is real,
it follows that in this particular case g(w) is real. Being entirely
real, with no imaginary component, g(w) for the case we are considering
must be an even function of frequency - that is, glw) = g(-w), from
(21-23). This is a consequence of having chosen f(t) as an even function
of time, and should not be taken as a general truth.

Knowing g(w) to be an even function in this case, we can
manipulate (21-13) as we did (21-12), first expanding it and then
manipulating the second term as we did the first in the case of 21-12,

and concluding with
(o ]

£0) = [ glo) 39 4y (21-25)

This is the Fourier Integral, also called the Inverse
Fourier Transform. While the above derivation is not a generalized
one¥*, having been chosen to easily demonstrate the ideas involved, the
results given by (21-19) and (21-25) are much more general. They apply
to any function of time if it is a single-valued function, has only a
finite number of discontinuities and a finite number of maxima and
minima in any finite interval, and if the integral J f;o |f(t)| dt con-
verges. All signals of practical interest in communications satisfy
the above conditions. The integral condition might seem to be a
serious limitation. However, since all practical sources of voltage
and current have finite energy, it follows that the integral must
converge.

Summary

To recapitulate: the representation of a signal as a sum
of sine waves was first pointed out by Fourier and is embodied as
the well known Fourier Series representation of periodic functions.

*For example, some readers may note that we could have manipulated the
expanded versions of (12) and (13) to change the signs of the jot ex-
ponent in (19) and (25). This is a result of having chosen the special
case of f(t) an even function.



USE OF THE FOURIER TRANSFORM 21-9

More generally, the process of decomposing a non-periodic signal is
called Fourier Analysis, while the inverse is known as Fourier Synthesis.
These processes can be carried out mathematically by evaluating the
following definite integrals:

Fourier Transform (Fourier Analysis)

1 * Jut
= 5= f(t)e™ dt = glele 21-26
glo) =35 [ flt)e 3lelt)] (21-26)
Fourier Integral (Fourier Synthesis)
oo .
£(e) = [ glw)ed®® do = 7 gl0)] (21-27)
0

where the § notation is an operational form, w is the frequency and t
the time variable, f(t) is the time function and g(w) is its represen-
tation in the frequency domain. Together these integrals are known as

the Fourier Transform Pair.* They can be used for any function of
time which satisfies the conditions stated in the preceding section.

Spectrum of a Rectangular Pulse

The time function shown in Figure 3 will serve to illus-
trate the use of the transform. The function can be expressed as:

(£(t) =0 o<t < =A2
(f(t) = E A2 <t <A/2 (21 -28)
(f(t) =0 A/2 <t <

Thus the transform is

A
A/2 . s .
glw) = %; y E e~ 9% g¢ = g% j 2 e~Jd0t g (21 -29)
-A/2 -3
It can be shown that
A
5 : 2 sinw
J‘ 2 e,](nt dt 2 (21 _30)
A w
-2
. . . A . sin x
Multiplying numerator and denominator by 35 to obtain a form

2
we obtain:

#In many texts, the 1/2m factor in 21-26 is replaced by 1/¥2m, and f(t)
is set equal to 1/¥2nm times the right hand side of 21-27. This is
merely a change in the arbitrary definition of g(w) which was given
in Ecuation 21 -12.
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The corresponding frequency and phase spectra are also plotted

in Figure 3. Note that here again we have chosen to analyze an even
function of time, and in consequence g(w) is real. This is 3 special
case; in general g(w) is a complex function:

glo) = letw)] e300 =g (0) + 5 g t0) (21-32)

where gR(m) and gI(w) are the real and imaginary parts respectively of
glw). In the exariple above g(w) is real, but contains phase reversals
in some portions of the spectrum. The frequency spectrum referred to
above is the absolute value of glw), while the phase spectrum is the
value of the phase angle 6(w) associated with g(w) [Note that a phase
reversal is the same as a change in sign of g{w)]l. Both amplitude and
phase information are necessary to specify a time function since both
are contained in g(o), which is required for the Fourier synthesis pro-
cedure. In fact, a given frequency spectrum can result from any one of
an infinite number of time functions, each of which results in a different
phase spectrum.

Transmission Characteristics vs Impulse Response

It was pointed out earlier that time functions are sometimes
not convenient to work with analytically, and it was implied that in
Some cases the complex spectrum can be utilized to simplify rather

f(t)

1
|

a a
2 tz

Fa [g((u)l

/-/“v’\f:i77R\Vf\(”\f\vf\

-I0¥ -g™ 67 -47 -27 0 27 47 ev v for o
& B A a2 A & A a 2
8 (w)

100007

~6¥ -47 -2v O 27 47 v
A A A A A A

Non-Periodic Time Function and its Frequency and Phase Spectra

Figure 21-3
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complicated nroblems. The advantages to be had by operating in the fre-
quency domain arise from the simple relation between the input and output
of linear networks when specified in that dimension. In a typical problem,
the input function has a spectrum gi(w) and the output go(w). The trans-
mission path can be likewise described by a frequency function which is
its transfer impedance, transfer voltage or current ratio, or what is
commonly called its "frequency response". This function is denoted by
Y(w) and can be established by computation from the known circuit con-
stants of the system or experimentally by means of a sine wave test
signal input and a suitable output meter to measure amplitude and relative
phase.

The relationship between the input and output spectra of a
time signal applied to a network is particularly simple. In complex

notation:
golw) = Y(o) g;lw) (21-33)
In polar form:
Freouency spectrum: lgo(w)l = {Y(w) | Igi(w)l (21-34)
Phase spectrum: 6 (w) = 6y(w) + 6, (w) (21-35)

The validity of these relations rests upon the superposition
principle since gs is computed by assuming that it is a linear combin-
ation of the responses of the network to the each frequency component
in the input wave individually. This observation implies that if the
responce of a linear system to the gamut of sine wave excitations is

known, then its response to any other waveform can be found uniquely

by merely decomposing that wave into its Fourier components and com-
puting the response to each individual component. The output waveform,
fo(t), can be found by evaluating the Fourier Integral of go(w). The
convenient generality underlined above is the basis for 211 sine wave
testing technicues used in practice. It should be noted, however, that
it is useful only for linear systems since it is only in such systems

that superposition is generally valid. In the case of a non-linear de-
vice, such as a rectifier, the response to each input waveform must be
computed separately and the network's complex frequency response does
not allow generalization tec include other functions.k

*It has been suggested that a complete specification of a non-linear
system can be had by noting its response to an infinitely long sample
of random noise, since such a sample will contain all possible wave-
forms. It is conceivable that practical test procedures for specific
devices can be formulated from this proposale.
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The network can also be completely described in terms of its
"impulse response”. An impulse is the result approximated when we narrow
a pulse without limit while keeping its area (EA in Figure 3, usually
set equal to unity or denoted by 3) unchanged. In the time domain,
then, an impulse is a signal having energy but vanishingly small durationk,
The corresponding frequency spectrum, which can be found from Equation
(21-31) by setting EA equal to unity and letting A/2 approach zero, con-
tains all frequencies from - o to + o, of equal phase and of amplitude
1/2n. The impulse response of a network is the time function y(t) that
would be found at the output as a result of applying an impulse to the in-
put terminals. Since the time function applied to the input has a flat
freoquency spectrum we would expect y(t), the time function at the output,

to have a spectrum which differed from flatness by the frequency charac-
teristic of the network. In other words, Y(w) gives the frequency and
phase spectra of y(t). Expressed analytically, an impulse input 1/2n to a
network Y(w) produces an output y(t) given by

§ [y(t)] = 5 Y(o)

from which it follows that

[o ] .
Y(w) =J’ v(t) e=dut 4¢ (21-36)
00
and also o .
y(e) = 2§ ) eI a0 (21-37)
00

The impulse response is, of course, a real function of time. Thus the

properties of g(w) stated in Equations 22, 23, and 24 also hold for Y(w).
That 1is,

Y(-w) = Y*(w) )
YR(w) = Yp(-w) g (21 -38)
-Y1(w) = Yo (-0) ;
[Y(w)]|= |Y(w)] )

where YR and YI are respectively the real and imaginary parts of Y(w).

*Similarly we also speak of single frequencies as impulses in the fre-
cuency domain - that is, spikes having amplitude but no bandwidth.
The mathematician's symbol for an impulse is 5(x), meaning a function
which is zero everywhere except where the argument "x" is zero. Thus
8(w=wy) means a spike at a frequency of wj, since when the variable w
is ezﬁal to w], the argument is zero.
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These are extremely important properties of any physical
transmission path. They are expressed in words by saying that the
real component of any physical transmission characteristic will display
even symmetry about zero frequency, and the imaginary component will
display odd symmetry. This fact will be made use of frequently in sub-
sequent discussion.

Impulse Response of Ideal Low-Pass Filter

As an example of the usefulness of the Fourier Transform
Pair and the ideas we have been developing, let us now consider a
problem in pulse transmission.

Suppose we are transmitting information by Pulse Code
Modulation. At the transmitting terminal, we either send or do not
send a pulse at time tys t, etc. At the receiving end, the problem
is to tell whether or not a pulse is present at time ti.

s

M
1ANN0L0ARNNG0N]
1114 1141 111l 1111 11

2 4 6 7 8 1 2 4 5 6 7 8

TIME —»

Two Possible Successive PCM Signals
Figure 21-4

For example, the difference between two successive code signals
(as illustrated by Sl and 82 in Figure 4) might lie in the fact that S1
has a pulse at position 5, whereas 82 does not. If anything happens to
these signals which will tend to disguise this fact, our receiver will tend
to make an error in trying to distinguish between Sl and 82.

If our transmitting medium were of unlimited bandwidth, had no
delay distortion, and were free of noise, there would be no difficulty.
This, of course, is not the case; let us examine first the idealized case
of bandwidth limitation alone.

One of the possible sources of error is this: the energy in
the fourth pulse position of 52 may spill over into position 5, where
ideally no energy should be. Let us inquire whether it will, and if so,
how seriously, and let us first ask this question with reference to the
system transmission characteristic shown in Figure 5. This idealized
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transmission characteristic has a constant, finite wvalue* of attenuation
from dc to fl’ and infinite attenuation above fl. It has no delay
distortion for frequencies from dc to fl; delay distortion above fl
is of no conseqguence, of course. (This is an easy case to analyze
first - it happens to be impossible to achieve it, but it can be
approached. More achievable characteristics are more complicated
to analyze, so we will defer consideration of them till we have

looked at this easier case.)

TRANSMISSION: |Y (W)

@]

f FREG—»

(@)

|

Idealized Low Pass Transmission Characteristic
Figure 21-5

The next question we have to settle is: what assumption
shall we make as to the spectrum of the input pulse at position 4?
Off-hand one would be inclined to assume a rectangular pulse, though
in fact we know that real pulses are never ideally rectangular. We
can make our problem even simpler than this, however. Let us compare
the spectrum of an impulse (flat vs frequency, with no phase reversals)
with the spectrum of a rectangular pulse in the region of w=0 {almost
flat for very low frequencies). We see that if the transmitted band-
width is small enough compared to the first frequency at which (sin x)/A be-
comes zero, the output will be the same whether we take the input to be
& narrow rectangular pulse or an impulse., The spectrum of an impulse
is so easy to handle analytically that we shall assume the input to be
an impulse. If we want to refine our results later we can do so by
modifying the input spectrum to have the (sin x)/x shape, or we can
modify our Y(w). Which we modify, of the two factors that appear as a
product, does not matter.

*Any finite value of attenuation would do, since we are not introducing

noise yet. Zero db attenuation (unity transmission) is a convenient
value to use.
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To recapituate, our problem is: what is the signal, as a
function of time, at the output of the path having the characteristic
shown on Figure 5, if the input f(t) is an impulse -- more briefly, what
is the impulse response of such a transmission path?

To answer this, let us first note that we can plot |Y(w)| for
negative as well as positive frequencies. By the relations of Egquations
21-38, the plot would look like Figure 6 (where wy = 2m fl has been sub-

stituted for fl).

f [y ()|

"w| (o} +w| w —>

Idealized LP Characteristic (Pos & Neg Freq)
Figure 21-6

From Equation 21-37, the output pulse is

o .
_ 1 Jwt
y(t) = 5 f Y(w) e dw

Obviously, from Figure 6, this (ignoring the constant delay) gives:

+w .
y(t) = i 1wt 44

= (21-39)

This is very similar to Equation (21-29). The result is:
ix)—]; sin (J.)lt
n

y(t) =
mlt

(21-40)

This is plotted on Figure 7%. Clearly the optimum time

for the next pulse is at t = 1/2 fl. As a numerical example, suppose

*#t=0 on this plot is arbitrary; for a physical network which approx-
imated the characteristic of Figure 5 and 6, the zero time point would
represent the delay of the transmission path.
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Ty(t)

I

y(t) At Output of LP Transmission Path
Figure 21-7

o] \2f, 14 32f t—»

the cut-off of the transmission path is at 500 kc - then the interval
between impulses should be 1 s (repetition rate, 1 mec). A shorter
interval will tend to make the receiver think a pulse is present when
in fact it is not; a longer interval will result in some cancellation
when the following pulse is present.

This result - the spacing of pulses to avoid intersymbol
crosstalk - is one of the fundamental theorems of pulse transmission.

The above example illustrates sufficiently the way in which
the Fourier Transform Pair can be used. Starting with an input signal
which is a given function of time, we can find the signal (as a function
of time) at the output of a network if we know the transmission char-
acteristic of the networke. Our data and results may be expressed in
very general functional terms in order to display the nature of a prob-
lem, or specific formulae may be used to obtain specific numerical
results. In any particular case, finding the solution may be easy
(as in the illustrative example above) or may involve laborious or
clever mathematical manipulation of the specific functions involved in
the problem, The basic idea remains the same.

This might be taken as the conclusion of this chapter, since
our purpose was to illustrate the basic ideas involved, and there is
no end to the illustrative examples that we could go on to consider.
There is, however, one type of problem that is of great practical im-
portance in transmission, and that involves a type of manipulation
that is often skimmed over by authors who are (properly) concerned
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with the results rather than the reader's comprehension of the procedure
by which they are obtained. This is the analysis of the bandpass
problem. The remainder of this chapter is therefore devoted to a dis-
cussion of the band pass case. An interesting application of this
occurs when we analyze the transmission of a very short pulse through

a low-pass characteristic which has a gradual cut-offe.*

Impulse Response of Low Pass Characteristic With Gradual Cutoff

It was stated earlier that the low-pass characteristic of
Figure 5 was unrealizable. To make our results on the preceding
PCM problem more meaningful, and further illustrate the use of the
Fourier Transform Pair, let us consider the impulse response of the
transmission characteristic shown in Figure 8.

]
AMPLITUDE

Idealized LP Characteristic with Gradual Cutoff
Figure 21-8
This can be considered as the sum of two transmission paths
as illustrated in Figure 9, where the bandpass path has odd symmetry
about Wy The total impulse response is the sum of the impulse responses

of the two paths; we already know the answer for the low pass path,
and need only find the impulse response for the band pass case.

LP
_{.P:':

Resolution of Gradual Cutoff Into Component Paths
Figure 21-9

*The following discussion is adapted, with changes, from Monograph 2284,
"Theoretical Fundamentals of Pulse Transmission", by E. D. Sunde.
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Band-pass Transformations

A band-pass transmission characteristic, specified in terms of
amplitude A(w) and phase B(w), can be written, like any other transmission
characteristic

Y(w) = Alw) edBle) (21-41)

In dealing with band-pass characteristics, it is convenient to
consider the symmetry (or lack of symmetry) of the characteristic about a
reference frequency w. within the transmitted band. For this purpose we
define a new variable u, thus

u=o0- o, (21-42)

In terms of the new variable u, the band-pass characteristic can be ex-
pressed as

G(u) = a(u) edb(u) (21-43)
where

alu) = Alutaw) (21-44)

b(u) = B(u+mr) - B(mr), u> -wr(or o > 0)

(21-45)

]

B(utw ) + Blw.), u <=w.(or w > 0)

Blw.) can, in any particular case, be evaluated as some angle, which for
convenience we will define as g. Then

b(u) = Blutw ) - g, u >‘“’r§ (21-46)

= B(u+wr) +Bp, u<-w,

This transformation shifts the transmission characteristic, as
shown in Figure 10, so that on the u-axis the point of zero relative fre-
quency (i.e., the u = 0 point) corresponds to the w = wn. point on the
w-axis. Note that in addition to the lateral shift, we have made a
vertical shift in the phase characteristic to make the phase shift zero
at u = 0, This is merely for mathematical conveniencej; it does not change
the delay (slope of phase curve) or delay distortion (variation in slope
of phase curve) of the path. It should be recalled that the phase char-
acteristic of any physical transmission path must display odd symmetry
about zero frequency. This fundamental property applies whether the
characteristic is plotted on the w-axis or, in this case, the u-axis.
Therefore, it is necessary to write two relations, as in (21-46), so that
when analytically expressing the vertical shift of the phase characteristic
the odd symmetry property is maintained.
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Translation of Y(w) to G(u)
Figure 21-10

Note: This sort of frequency shift is often performed without ex-
plicitly introducing a new variable such as "u". One could, in the
second of the above diagrams, label the horizontal axis as w rather
than u; the function being plotted is then A (w+ w.>» The point

u= -wr would then be labeled w= -wp Similarly Tthe bottom graph
would become a plot of B (w *+ wr ) against w. ~Taken together they
form a plot of Y(v + wy); obviously this will, for w=1 kc, have the
same ordinate value as Y(w) had for o= wp*1 kc. Occasionally it
is then convenient to define a new function such as H(w) = Y(o+ W ).
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The impulse response, it will be recalled, 1is

400 .

y(t) = %;T I T(w) eI do (21-47)
= %; I:: A(m)ej[wt+B(w)] dw (21-48)
= %; Ij: Al(w) cos [wt+B(w)] dw

400 (21-49)
+ 5[ Mo) 3 sin [0t+B(0)] do

The second of these integrals is equal to zero, since A(w)
has even symmetry and sin[wt+B(w)] has odd symmetry, giving odd symmetry
to the whole expression to be integrated. On the other hand, the function
to be integrated in the first of these integrals has even symmetry, so the
area from - to 4 is merely twice the area from zero to +°, Therefore,

y(t) = % I<: Alw) cos [wt+B(w)] dw (21-50)

[Note that so far this is valid for the general case of the
impulse response of any physical network. J

Now let us transform (21-50) into a forw which is more con-
venient for bandpass problems.

For A(w) substitute a(u)

For B(w) substitute b(u) + B

For dw substitute du

For wt substitute ut + mrt

For w=0 substitute u = -0,

[At this point it might be noted that it is often advantageous
to change the upper limit of integration from infinity to some specific
frequency above which the transmission is zero. In some cases, A(w) is
zero when w > 2w, which can lead to a convenient symmetry of the limits
of integration later.]

Equation 21-50 then reads:

y(t) = % I:: a(u) cos [ut + w t + b(u) + Bldu (21-51)
r
But

coslut + ¢ t + b(u) + B)] = cos Lot + B) + (ut + b(u))] (21-52)
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which is the cos (a+B) form, and can be written
cos(w t+B) cos [ut + blu)] - sin {0t + B) sinfut + b(u)]  (21-53)

Since (w t + B) is a constant vs w, we can write the sin and cos

functions of this quantity outside the integral sign, and obtain:
o0

cos(w,t + B) f

p- a(u) cos [ut + b(u)] du

y(t) =

. t (o.o]
_ 5 (wﬁ * B)f a(u) sin [ut + b(u)] du (21-54)
-0
r

We will be able to see the significance of this expression a little
better if we split each integral (from -0, to ©) into two integrals -
one from -0, to zero, the other from zero to infinity. This gives:

v(t) = [R_ (t) + R, (t)]cos (w.t +B)
+ [Q (t) - Q (t)]sin (w t +8) (21-55)

where we define

(0]
R_(t) = % I a(u) cos [ut + b(u) ] du
Wr
= % I ()a(-u) cos [ut - b(-u)] dux* (21-56)

*Obtaining(ZL-Sé)from the line above involves first recognizing that
0 a
[ fx)ax =] fl-x)ax  (see sketch)
a o

and then, because cos (y) = cos (-y), substituting

cos [ut = b(-u)] for cos [-ut + b(-u)]

f (X) f(-x)
N e

Ecuation (21-58) is obtained in a similar manner.
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1™ a(u) cos [ut + b(u)] au (21-57)
0

R, (t) = L

107
o(t) =% [ , 2l sin [ut - b(-u)] du (21-58)
1

= _j‘ o a(u) sin [ut + b(u) ] du (21-59)

Q,(t)

The envelope P(t) of the impulse transmission characteristic
is given by

1/2
P(t) = [(R_ + R,)? + (0 - @,)%] (21-60)

Comparison of 21-57 with 21-50 shows that R, can be identified
with the impulse characteristic of a low pass system having the same

frequency characteristic above zero as the bandpass system has above W,
Similarly 21-56 can be identified with the impulse charact-

eristic of a low pass system which from O to wn. has the characteristic
that the band-pass has from O to =0,
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a) Idealized transmission characteristic with gradual
cut-off, 3, obtained by superposition of characteristic
with sharp cut-off, 1, and characteristic, 2, with odd
symmetry about o 1- Linear phase shift assumed.

b) Associated impulse responses.

Figure 21-11
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The impulse characteristics Q_ and Q  arise from asymmetry in
the transmission characteristic with respect to Wn. Their algebraic sum
is not present in low-pass systems, since by definition the amplitude
characteristic has even symmetry and the phase characteristic odd
symmetry with respect to zero frequency.

The first and second components of (21-55) are referred to as
the in-phase and quadrature components of the impulse characteristic of
band-pass systems.

Application of Bapd-Pass Transformation to a Gradual. Cutoff Characteristic

The final evaluation of the impulse response of the trans-
mission characteristic shown in Figure 8 is now merely a matter of
choosing an appropriate bandpass characteristic for the second network of
Figure 9, and going through the mathematics. The analysis is simplified
if we let w, = @ and choose a low-pass shape such that the band-
pass component has odd symmetry about Wy and is defined by a simple
equation.

As an illustration of the method, the impulse response of the
band-pass component of the transmission characteristic shown in Figure 11
will be found. Let the band-pass characteristic be given by

Alw)

( )
J‘é[l - sin 1;)—1—] w S0 < ote,

1 . n(w—-mx)
_5[14’3111——2—0?—] (l)l-ﬂ)xsws‘ﬂl

(21-61)

)
|
%
3
)

O for all other values of g

In general, to obtain the time function plotted in Figure 11
the delay (slope of the phase curve) for the low-pass and band-pass paths
should be equal, and the phase curves linear. For convenience in this
problem, however, let B(w) equal zero. If follows, then, that

a(u) %[l—sin lu—-:IOSuSmx

2"’x

1 s Tl
=-—[l+51n-2:)—]-m <u=<o0
2 x x (21-62)

O for all other values of u

b(u)

O for all values of u

e e e N S ™ o o s S
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At this point in the problem it is important to recognize some
characteristics of the band-pass function being considered. In the first
place, the function possesses odd symmetry about the u = 0 (or v = ml)
axis. As a result, the summation of the R components in the first term
of Equation (21-55) must be zero since this term exists only when the
function has an even symmetry component. That this sum will turn out to
be zero for this characteristic can be seen by examining Equations (21-56)
and (21-57). Both integrals must have the same magnitude because each
evaluates the area under the same shape curve (i.e., a curve of the form
a(u) cos ut), but since one integral involves a(-u) and the other a(u),
and since a(u) is an odd function, integration between the same limits
causes the sign of the areas to be opposite. Thus,

R_(t) = -R, (t)
Similar reasoning leads to the conclusion that
Q (t) = - q, (),

a condition which must be so for a function such as this which possesses
wholely odd symmetry about u = O. Applying these conditions, Equation
(21-55) becomes (letting wy = wr),

yb(t) = -2Q,(t) sin w t

1 (o o]
-2 sin ot [ ;'fo a(u) sin ut du]

(V)
2 . X 1 m_
- = sin mlt J; 5[1 - 8in zwx ] sin ut du (21-63)

Here the notation y, (t) is used to denote that Equation
(21-63) gives the impulse response of only the band-pass component of
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the transmission characteristic shown in Figure 11l. The problem now
becomes one of performing the integration and combining terms. Thus,

w
X
sin wlt[} X sin ut du-f sin"Tg—sin ut du]
x

o o

=] o

v (t) = -

+ -
2 (z— = t)

. o
. cos ut 4 sin (-z—wx - t)wx
= - 5 sin o ti- t t o
20w

b

+

sin (2—2—- + t)mx:l
X

o
2 (55; +t)

. 1 1
= - 51nw1t E-costh;+ - ]
{ x 2(-2‘(:—x-t) 2(-2("’7x-+t)

QU=

sin mlt E% - W, cos mxt wlt + 1 L
pd

=1 L

=N L

— )
. 1 1 1 )
sin wlt gE - cos th __—2-(-0—:_2]))

Y sin ffjt [ cos w t :] (21-60)

Equation (21-64) gives the impulse response of the band-pass
characteristic, which is plotted in Figure 11 for the particular case
of w, = wl/2° The impulse response of the complete filter can be
found by adding the impulse response of an ideal low-pass filter to
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vy(t). Equation (21-40) showed the impulse response of an ideal low-pass
filter of cut-off frequency Wy to be

@ Sinmlt
= —

o] € (21-65)

Yl(t) =

Adding Equation (21-65) to (21-64) gives the impulse response
of the gradual cut-off characteristic as

El sin Wy t cos W, t

yle) = < w t oy (26;1:/::)2

(21-66)

Note that for the case plotted in Figure 11 the zeros still occur at the
same time as for the original sharp low-pass characteristic, but the
amplitude of the preceding and succeeding oscillations has been con-
siderably reduced. This effect of a gradual cut-off characteristic is
important in reducing interference between adjacent pulses, as will be
discussed in greater detail in Chapter 27.

Limits of Integration and Time Varying Spectra in Fourier Analysis

An examination of the Fourier Integral (Equation 21-27) indicates
that in order to determine the function of time corresponding to a
particular frequency spectrum, it is necessary to know that spectrum from
d.c. to infinite frequencies. In the application of Fourier Synthesis in
any real situation, the signal under study will always have been generated
by a source capable of producing only a finite range of frequencies.
Similarly, it will have been : rried by a medium capable of transmitting
only a finite bandwidth. Hence, it will be necessary to examine the
spectrum only in this region, and it can be assumed to be zero outside
this region. It might be suspected that such a finite bandwidth would
restrict the number of time functions which can be synthesized. In
Chapter 25 we will find this is indeed the case. Only those functions
can be svnthesized whose fastest time-rate of change is of the same
order as the rate of change of the highest frequency component that may
be present.

If we now look at the Fourier Transform (Equation 21-26), we
find that here also the integral extends from minus infinity time to



USE OF THE FOURIER TRANSFORM 21-27

plus infinity time. It shows that if a particular function is known from
the beginning to the end of time, a corresponding time-invarient* fre-
ouency spectrum can be found. To say that in a practical situation we do
not have sufficient time to examine a signal over all eternity is an
understatement. Just as it was possible to limit the bandwidth used in
the Inverse transform, we must find a physical basis for limiting the
time duration over which a function must be known in Fourier Analysis, if
this technicue is to be of use in practical situations.

Let us examine this problem in the light of a particular case,
It is desired to find the effect of passing a square pulse through a
"black box" with a particular frequency characteristic. To do this, the
Fourier Transform of the input is obtained, multiplied by the frequency
characteristic of the ™lack box" and the inverse transform of the result
gives the resulting output time function. Strictly speaking, the answer
obtained in this way is only applicable if the square pulse is the only
input to which the device has ever been subjected, and if no future in-
puts ever occur. Practically, we know that if the pulse under consider-
ation comes sufficiently long after any preceding input and sufficiently
precedes any succeeding input, the result obtained will be valid and
independent of any of these other signals. This result can be explained
on the basis that any real device has a finite "memory" and the effect of
any inputs which have long preceded the instant at which the output is
under consideration, will have a negligible effect. Physically, this
memory can be associated with such facts as that charges on condensers
eventially leak out completely, fields around inductors drop back to
zero, etc. The above discussion leads to the conclusion that in order to
obtain the output at a particular time resulting from an input and a
transmission characteristic, it is only necessary to examine the input
time function around the time of interest over a period which is equal or
longer than the ™memory" of the system (which may include human observers

*Tl:le phrase "time-invariant” is ambiguous. It could mean that at any
time we connect a frequency analyzer to the circuit we would observe
the spectrum regardless of the time of connection. This is not what
is meant here. Rather, we mean that this spectrum is entirely out of the
time domain. It is the spectrum information which would be collected
by an analyzer of infinite memory which was connected to the circuit
from the beginning of time to the end of time whose record we are
forbidden to examine until time equals plus infinity.
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as components) involved. The input may be considered as zero at all
other times since the result is essentially independent of what goes on
at these times.

A mathematical treatment to discover the nature of the "memory"
will clarify that concept. In mathematics texts* dealing with Fourier
transforms, the convolution theorem is proved. This states that if

51 [Y(w)] = y(t)

5L (6, ()] = g(t)

A =00

then go(t) = ﬁ'l [Y(w) ° Gi(w)] =/ 1 j gi(T)Y(t-T)dT (21-67)

If, in the above, Gi(w) is interpreted as the spectrum of an input signal
and Y(w) as a frequency characteristic of a circuit, then the right hand
side of Eq. 21-67 gives the output as a function of time since

Y(w)+G(w) is the familiar expression of the output in the frequency domain.
Note that 7 is the variable of integration and will not appear in our
final result. From what was said on Page 21-12, y(t) is the impulse
response of the circuit. In order to give physical meaning to the terms
in the integral let us consider gi(t), the input, as composed of a large
number of impulses spaced At apart. (By making At sufficiently small,

the actual function can be approximated with any desired degree of ac-

curacy) .

oo

go(t) = I gi(nAt) 5 (t-n At)

n= -0
Substituting, in 21-67, this gives for the output

g (t) = =— j y(t=-t) I g, (nAt)d(z-nAt)dy
=0

Y2 00 n

*See for example, Page 528 of Guillemin - The Mathematics of Circuit
Analysis, Technology Press, Wiley, 1949.
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oo

= 3 gam) L [ yp(tee)s(ronat)de

N =00 Y217 0

Since 8(x) = zero for all values of x except x = O, this equals

o o}
g (t) = 2 gi(nAt)ﬂt—'_-ﬂ—‘l’l (21-68)
n= -0 Y2u

The output at time t is therefore, made up of the weighted sum of all
previous inputs [y(x) = O for x < O since it is the impulse response of
a network and no real network will have an output preceding an input].

t-nAt
/2N

is called the weighting function and usually it will get smaller as its
argument increases, i.e., as the impulse being added comes earlier and
earlier relative to the moment in which the output is desired, In the
case of RC networks, for instance, it will be of the form Ae-2(t-7) where
1/a is the usual time constant. From this it can be seen that any input
which precedes the moment at which the output is desired by more than

a few time constants can be neglected with negligible error.

The concept of ™memory" which has been developed in the
preceding paragraphs leads to an approach that can be very useful in
certain problems. An example will again be used to introduce the im-
portant ideas. Assume that the input to a particular device is a square
wave from t = - tot = 0 and a sawtooth fromt = O to t = o, It is
possible to obtain the Fourier transform for this function by applying
Eq. 21-26. The result would be a time invariant frequency spectrum
which could be multiplied by the frequency characteristic of the device
and subjected to the Inverse transform to get an output function of
time which would be valid from t=~oc0 to t = + o, Another approach would
be to take two transforms, one for a square wave extending from t = = o
to t = + o, the other for the sawtooth - over the same limits. Each of
these spectra are now multiplied by the frequency characteristic of the
device and the Inverse transform obtained. We can take the result for
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the soquare wave end and apply it from t = - to t = 0 and result for the
sawtooth from t = O to t = o, The combined result would agree with the
result obtained by the first method using the single time invariant
spectrum except in the region around t = O. In this region, the second
method will give an erroneous result since the device will still
"remember" the square wave while being fed the sawtooth. A valid result
around t = O can be obtained by finding a third spectrum in the region
around the origin extending for a time of the same duration as the
"memory". To sum up - we can represent the input either as a single
time invariant spectrum or by three sequentially applicable spectra. The
three time variant spectra will all be different from each other and
from the time iuvariant spectrum. This example suggests that it is
possible to approximate the output corresponding to a particular input
by dividing the input duration into periods equal to, or longer than,
the "memory" of the system through which they are fed. Each of these
inputs can be treated as if it were a regular Fourier spectrum and the
corresponding output associated with the proper time period. This
approach has physical meaning since this is precisely the way the device
"sees" the incoming signals. It is especially useful if the time
variant spectra in the time region of interest are more easily obtained
then the regular Fourier spectrum.*

To summarize the results of this section we can say that, in
practice, we modify the mathematician's Fourier transform and integral
as given on Page 21-9., This modification is usually implicit, but is
non-the-less a fact. Rather than using the infinite limits given in
these equations, we use limits which depend upon the characteristic of
the physical components with which we are dealing. In the Fourier
integral, instead of Equation 21-27, the finite bandwidth of any real
system is taken into account and we can write

£(6) = [0 glw)ed® du + [ 2 glw)ed® do = 57 [el)]
"(.02 (1)1

*The difference between time varying spectra and the regular Fourier
spectrum is exemplified by the difference between the instantaneous
frequency and the spectrum of an FM wave, i.e., the difference between
we*9' (t) and the expressions involving Bessel Punctions - developed in
the last chapter. In fact, in the case of low index systems where
instantaneous frequency does not change radically in a memory period,
the instantaneous frequency can be used in approximate calculations to
estimate the output resulting from a given smooth transmission charac-
teristic,.
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In Fourier analysis, the interest is always in the behavior around
some time t. We take into account the finite memory of all real devices
and write

t+At

glw) = & £()ed9® at = gLf(t)]

t-At

where At is chosen large compared to the interval of interest and the
time constants of the components involved., In effect, we treat the
situation as if no other input has ever or will ever occur.

The idea of the "memory"™ of components in turn suggests the
idea that it is possible to carry out analysis on the basis, not of one
time invariant spectrum, but by using a set of different spectra, each
of which applies only during a particular time period. This approach is
only meaningful when the periods over which each of the time invariant
spectra applied are chosen at least as long as the ™memory" of the system
over which the signal is to be transmitted.
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APPENDIX

A Note: Negative Frequencies

It is with (21-14) that we introduce the concept of negative
frequencies. This mathematical fiction comes about because we want the
eventual expression we are working toward to have the easily manipulated
exponential form - yet we are dealing with real functions of time. (The
concept of imaginary or complex functions of time has no physical meaning -
such functions do not exist in nature or in the laboratory. It might be
argued that negative frequencies don't exist either - but we can handle

them mathematically, whereas we cannot write equations which are real
functions of time on one side and imaginary on the other.)
How does (21-14) introduce negative frequencies? It is because

'(-w)t. This may sound uncon-

the second term, e'jwt, can be written eY
vincing, thus stated, but future developments will make it more convincing.
As we go on, and simplify (21-15) and then examine the second equation
which makes up the Fourier Iransform Pair, we find ourselves integrating
from w = - to @ = +x, and talking about g(-w). By this time we are
certainly talking about negative frequencies - and if we look back to see
where they crept in, Equation 21-14 turns out to be the place.

It is obvious that the inclusion of the second term of 21-14
is necessary if the right-hand side is to be real, as cos wt is. Recall
merely that
= cos wt + j sin wt

= cos wt =+ j sin wt

The sum of these is obviously a real function of time, 2 cos wt. The
imaginary components disappear. If we tried to work with e':’.“’t only,
we would have the imaginary function of time j sin wt implicit in our
basic equations. This would make it difficult to work with real functions
of time, which are the only kind we have,

One further point: another way of writing cos wt is

R [ejwt]

meaning "real part of the bracketed quantity". Often we get lazy, and
omit the "R" and the brackets - which is all right if we remember in

time to throw out the imaginary functions of time that arise, and just
keep the real ones. This form of representation must be used with care -
one can get wrong answers by falling into the trap of multiplying two
imaginary (and non-existent) functions of time, thus producing a spurious
real function in the final result.



Chapter 22
EFFECT OF TRANSMISSION DEVIATIONS IN PM AND FM SYSTEMS

Transmission deviations in PM and FM systems
introduce intermodulation products which appear at baseband
and whicn can be controlled only by equalization ahead of the
demodulator. Two methods for analyzing the effects of trans-
mission deviations are presented. Method 1 can be used for
either low or high index modulation systems so long as the
transmission-frequency characteristic is relatively smooth.
Method 2 is limited to low index systems but applies to both
smooth and irregular transmission-frequency characteristics.

Introduction

In Chapter 20 it was shown that the addition of thermal noise
to an FM wave produced both amplitude and phase modulation of the wave.
Transmission deviations in the transmission path also produce both amp-
litude and phase modulation. Here the term transmission deviation refers
to any irregularity in transmission characteristics such that the gain
and delay are not the same for all frequency components in the FM wave.
A Qualitative Approach to Transmission Deviations

A qualitative idea of the effect of transmission deviations can
be obtained from the following considerations. Assume that an FM wave
with many sideband components is applied to a network which has perfect
transmission for the entire signal except at the frequency of one of the
sideband components such that the amplitude of this particular sideband
component is slightly altered. This is equivalent to adding to the
applied signal a small extraneous signal at the frequency of this par-
ticular component. Hence, the output signal from the imperfect network
may be thought of as consisting of the input wave plus a small extraneous
signal. Although the source of the extraneous signal is much different
from the source of the random noise components, the effect is much the
same. Both amplitude and phase modulation of the original wave will
occur,

Consider briefly two particular cases which serve to illus-
trate the above principles. In the first case the modulating wave is a
single sinusoid. Under this condition the frequency spectrum of the
FM wave consists of a carrier and a number of sideband components
separated from the carrier by multiples of the modulating frequency.
Transmission deviations at any of these frequencies will distort the
signal being transmitted. For example, if a first order sideband com-
ponent is altered, this is equivalent to adding an extraneous sinusoidal

22-1
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signal at the frequency of this component, as shown in Figure la. If
the transmission deviation is small the principle effect will be a small
undesired phase modulation at a frequency equal to the frequency dif-
ference between the carrier and the sideband component which has been
altered. In this case the difference frequency would be equal to the
modulating frequency, and the sinusoidal baseband output would merely be
altered in level and phase. On the other hand, if the transmission de-
viation were such as to alter a second order sideband component the base-
band output will contain an unwanted second harmonic of the modulating
frequency. This is shown in Figure 1lb.

As a second illustrative case, let the modulating signal con-
sist of two sinusoids. The frequency spectrum of an FM wave when the
baseband signal is two sinusoidal tones can be obtained from Equation
(19-28)e This equation shows that when the two modulating tdnes have
radian frequencies W, and W, there are sideband components at each
of the frequencies w, *+ nw, + mw e For illustrative purposes consider
the case when n = 1 and m = -1, We then are concerned with a frequency
component at W, * e, = . If the amplitude or phase of this component
of the FM wave is altered during transmission this is equivalent to some
unwanted phase modulation at a frequency Wy = W e At the output of the
system, therefore, the two original baseband components would be present
as well as an unwanted component at the difference frequency between the
two components.,

These examples illustrate that transmission deviations in an
FM system can introduce frequency components at the output of a system
which did not exist at the input. In this sense, then, transmission
deviations in an FM system have an effect similar to electron tube non-
linearity in an AM system. It can be shown that these modulation
products are a function of the modulation index much as the modu-
lation products in a vacuum tube are a function of signal level. With
a given transmission deviation the ratio of the signal to the modulation
noise decreases as the index of modulation is increased. After demodu-
lation, equalizers cannot be used to eliminate these modulation products,
and it is therefore necessary to equalize the system ahead of the demodu-
lator if the modulation products are to be reduced.

A More Quantitative Approach

Transmission deviations in an FM system produce amplitude and
phase modulation of the FM wave which are definite functions of the
transmitted signal and the transmission deviations. There are several
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methods by which this distortion can be expressed. Two of these are
considered in this chapter. The nature of the signal and the trans-
mission deviations determine which of these methods is the more useful
in any particular situation.

In the first approach, designated Method 1, it is assumed
that the transmission-frequency characteristic is sufficiently smooth
that the gain and phase characteristics can be adequately represented by
a summation of linear, parabolic, and cubic shape components. Such com-
ponents are illustrated in Figure 2, If this requirement holds, and,
incidently, it does in many of the problems encountered, a series ex-
pansion involved in the analysis converges sufficiently rapidly to re-
strict the number of terms which have to be considered to just those
related to the shapes defined. Additional simplifications can then be
made if the transmission deviations are small, as is ordinarily the
case, but this is not a necessary restriction. For the case of small
deviations, however, a simple breakdown of amplitude, phase, and fre-
quency modulation terms arising from each of the component gain and
phase shapes can be made, as tabulated in Table 1. The resulting base-
band distortion terms are tabulated in Table 2. It is important to
emphasize that this method applies so long as the transmission shape is
relatively smooth; no restrictions are placed on the index of modu-
lation of the signals,

Method 2, on the other hand, is restricted to problems in-
volving low index systems because of a series expansion made on the
modulating function. The method can be used, however, to handle both
smooth and irregular (discontinuous) transmission-frequency charac-
teristicss In Method 2 the transmission-frequency characteristic is
expressed in terms of symmetric and skew-symmetric components, as il-
lustrated by Figure 3 and discussed in the associated section of the
text,

It follows that one type of problem still remains to be handled.
This is the case of an irregular transmission-frequency characteristic and
a large index of modulation. Various means of handling specific problems
have been devised. Method 3 is an example of a technique which is applic-
able to both high and low index systems. It gives the modulation noise
produced by echos in the top baseband channel of an FM system. Since
echos produced by impedance mismatches are among the most common sources
of transmission deviations, this method is an extremely useful tool.
Furthermore, approximate results for deviations due to other causes can
also be obtained.
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Method 1 - The Amplitude and Phase Modulation Produced b
articular Transmission Deviations

In this section only particular types of transmission devia-
tions will be considered. These will be linear, parabolic, and cubic
gain shapes; and parabolic and cubic phase shapes. Linear phase shape
is omitted since it is equivalent to constant delay and does not intro-
duce distortion. The input signal will be taken as

ey (t) = A, cos [:wct + v(t):] (22-1)

and the transmission characteristic as
. _ 2 _ 3
Y(w) = [l+gl(w-wc)+g2(w—wc)2+g3(w-wc)3]eJ[bZ(m we ) “+bg (wmw, )7 ]

(22-2)
where

el(t) applied FM or PM wave

Ac = constant amplitude of FM or PM wave

w, = carrier frequency in radians per second

e(t)
Y(w)

angle or phase modulation in radians
transmission characteristic which is function
of radian frequency w.

Here 815 & and gy are constants which determine, respectively,
the amount of linear, parabolic and cubic gain shape., Note that this is
not a functional notation as g(w) was in the discussion of the Fourier
Transform. Similarly b2 and b, are constants which, respectively, de-
termine the amount of parabolic and cubic phase shape,

The transmission characteristic is normalized with respect to the
carrier frequency such that the transmission at the carrier frequency is
unity. Typical transmission characteristics are shown in Figure 2.

Equatibn (22-1) can also be written in exponential notation as

e, (t) = [ggi A _edlogt+o(t)] (22-3)
1l c
of
At this point the bracket indicating that only the real part of the ex-
pression should be retained will be dropped in order to simplify the ex-
pressions which must be written. It will be re-inserted later in the
derivation. This gives
jo t Jo(t)
e (t) =ae © € (22-4)
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The spectrum, Gl(w), of the input FM wave is given by the direct Fourier
transform of el(t) as
oo

Gylo) =35 [ ep(e) 7308 a

oo
- Ac ,cht ;5?(t) g'J”t dt (22-5)
2n -0

This, of course, is one of the equations of the familiar
Fourier transform pair. It will be recalled that if the spectrum of
the signal were known and we wished to find the time-function, we could
use the inverse transform - thus, for the signal we are discussing

el(t) = A€ Joc® ej¢(t) = J'“’Gl(w)ejwt dw (22-6)

e

It will be convenient to express equations of this type in the more
concise notation$

Gy(w) = & [e ()] (22-7)

e (t) = ¥16, (w)] (22-8)

where §[ ] and ﬁ'l[ ] denote respectively the direct and inverse
Fourier transforms of the bracketed quantities.

If the transmission characteristic of the transmission path
to which the input signal is applied is Y(w), the sSpectrum, Gz(w). of
the output signal is equal to

Gy(w) = Y(w) Gl(w) (22-9)

Thus every frequency component of the input signal is mul-
tiplied by the transmission at that frequency to obtain the output com-
Ponent at that frequency. Substitution of Equation (22-7) in (22-9) gives

Gylw) = Y(w) Ble (t)] (22-10)

The output signal, ez(t), is given by the inverse Fourier
transform of the output spectrum Gz(w) as

ex(t) = 71 [6,(w)] (22-11)

Substitution of Equation (22-10) into (22-11) gl ves
o2(t) = 71 [T(a) aley(t)1] (22-1e)
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e,y(t) = y1 [:Y(w) BLA € ejw(tZﬂ (22-13)

An alternative expression for the output signal can be ob-
tained by substitution of Equation (22-9) into (22-11)

oo

ex(t) = 71 [X(6)6y ()] = | Y(0)6ylw) e3° o (22-14)

In this equation w is simply a variable of integration which
disappears when the limits are evaluated. It is, therefore, possible to
replace w by w + W, without changing the value of the integral. Equation
(22-14) may then be written as

*® jlote )t

ey(t) = I ‘nY(w+wc) Gy (wtw,) e ¢ dw (22-15)
v % t

ep(t) = &% [ Tlaray) opluroy)e’ du (22-16)

=00

In shorter form this becomes

.2(1;) - ¢Jw0t 3-1 [Y(w*-wc) Gl(mﬂnc)] (22_17)

From Equation (22-5) the expression for G, (wmc) can be
obtained by replacing w by w+w_..

c
I PR -3 lere,)t
G, (wtw,) = EQ I oo erc eJo(t) o Jlerroe

dt

(o <)
g [

- 3lA e Jolt)y (22-18)

Substitution of Equation (22-18) into (22-17) gives
Jo.t -1
e(t) = A ¢ B {:?(m*mc) 5[:J¢‘“’§] (22-15)

This is the desired result. It shows that the effect of a
transmission characteristic Y(w) on an FM wave can be expressed in terms
of the effect of a transmission characteristic Y(w+w, ) on the modulation
ternm, ch“”of the FM wave, This is a logical xesult. This modulation
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term is really the same as the actual FM wave except that the carrier
has been shifted from W, to zero frequency. The transmission char-
acteristic Y(m+mc) is the same as the original characteristic Y(w)
except that it is shifted downward in frequency by an amount Wy Thus,
the transmission shape that is centered at w4 in Y(w) is moved down-
ward and is centered at zero frequency in Y(m+wc).

The normalized transmission characteristic given in Equation
(22-2) will now be considered.

300, (6w ) 2+b. (w-0_)>3]
(w) = ‘ 1+ g (w-wy) 48, (w-0y)® +85(0-0,) ‘e 210m0c! *P310m0
(22-2)

Here 81 82 g3, b2, and b3, are real constants. From
Equation (22-2), Y(w+w,) becomes )
Y(wtw,) = [1 + g0 + 8,0+ g0’ ] € (22-20)
c 1 2 3 3
If the exponential is expanded using eX=l+x+ %T + %T eee, and

only the terms of less than the fourth power of w are retained, this gives

Y(w+wc) =[1+go+ g2w2 + g3w3] (1 + jb2w2 + jb3w3]

=1 + & + (g2 + jbz) w2 + (g3 + jb3 + jglbz)w3’°° (22-21)

At this point this result can be substituted into Equation

R2 -19). However, we will first write equation (22-21) in terms of the
operator, P = Jjwe ” 3
Y(otw,) = 1-jgyp - (gy+jby) P~ + j(g3+jb3+jglb2)p (22-22)

From Fourier transform theory we know that multiplication by
p in the frequency domain is equivalent to differentiation in the time
domain, For example,

%’l [:p 8[f(t)i:] = g% (£(t)] = £'(¢), (22-23)
where f(t) is any function of time. Similarly,
2
¥ [p? 3f(e)] = §i5 [£(t)] = £17(¢) (22-24)

When Ecuation (22-22) is substituted into Ejuation (22-19) the
result may be written (using ¢ to represent ¢(t) for the moment)
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j“’ct’ B . d . d2 3 :
ez(t) = Ace ‘—l".]gl R "(g2+3b2) P + J(g3+jb3+jglb2) dit_j EJQ
jwct

= A g

¢ 2eJQ -58,[39"1e® -(g,+3b,) [(jo')+jer 1 1eI®

. )
+ j(gy+iby+jg; by) [E}Q'v"+jv"'-j¢'3:]eJ¢g (22-25)
The terms may be collected to give

ilogt +lt)]

es(t) = Ae [1+P(t)+jQ(t) ] (22-<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>