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FOREWORD

The 1960 Western Joint Computer Conference met in San Francisco for the third
time. Interest in these conferences has been increasing steadily along with the impres-
sive growth of the computer industry in the San Francisco Bay area. Manufacturing rep-
resentation in the form of exhibits was the greatest in the history of the Western Joint
Computer Conference.

In keeping with the theme of the 1960 Conference, "The Challenge of the Next
Decade," the papers presented in the Proceedings were selected on the basis of trends
in techniques and applications rather than descriptions of existing or about-to-be an-
nounced equipment. The philosophy of this year's conference committee was that of
"taking stock' and attempting to "look ahead" to determine which way this dynamic in-
dustry is going. We have essentially reached a plateau where technology has given us
a feel for the tremendous impact that this industry will have upon our everyday life.

It seems desirable, occasionally, to pause and evaluate and, indeed, this in itself can
justify the value of a conference.

This publication contains the papers presented at the 1960 Western Joint Computer
Conference, and was available at the time of the Conference.

R. M. Bennett
General Chairman
1960 Western Joint Computer Conference

ix



1.1

THE HISTORICAL DEVELOPMENT, AND PREDICTED STATE-OF-THE-ART
OF THE GENERAL-PURPOSE DIGITAL COMPUTER

By Charles P. Bourne and Donald F. Ford
Computer Techniques Laboratory
Stanford Research Institute
Menlo Park, California

Summary

Some of the important characteristics of all
the general-purpose digital computers that have
ever been built, or are in the process of being
built, have been collected together in order to
show the changes in performance and characteristics
during the passage of time. These collected data,
as well as information regarding recent development
work, have been used to extrapolate the character-
istics and performance figures into the 1960-1965
era. The report considers such characteristics as
add and multiply times, memory characteristics,
pulse repetition rates, and internal system para-
meters.

The collected data seems to suggest that the
majority of the computers developed between now and
1965 will show very little change in performance
from that which was obtained during the last five
years. However, a few research machines will defi-
nitely advance the technology, possibly as much as
one order of magnitude for some of the characteris-
tics. In appendix B there is a listing of approxi-
mately 300 different computers, in an attempt to
provide an initial directory of the world's
computers.

Introduction

This paper presents the results of a study
that was conducted to answer the question, "What
can be learned from a historical study of the dev-
elopment of general-purpose digital computers?" It
was of interest to re-trace, in summary fashion,
the development of the digital computer. It was
also of interest to see if the development of any
of the machine characteristics followed a pattern
which would allow an extrapolation into the future.
The study was restricted to the characteristics
which describe the memory and central processor or
arithmetic units, and did not consider input-output
features.

The characteristics were examined from the
viewpoint of a machine user, and not a machine de-
signer or component specialist. That is, an at-
tempt was made to describe the operational perfor-
mance which the computer system provides the user,
instead of conceatrating on the details of the
manner in which the logic is accomplished. For
example, a comparison of typical execution times
was studied, instead of looking at the switching
times for the individual circuits. In a few
instances, a study was made of some of the more
hardware-oriented characteristics such as the pulse
repetition rate or "clock" rate, and the type of
high-speed memory component used.

The machine characteristics Yeﬁe obtained
from several summary publications™’", as well as
numerous journal articles and the literature of
manufacturers. The data for approximately 180 of
the machines was checked by letters of verifica-
tion from the equipment designers or manufacturers.

The machine characteristics which were exa-
mined are listed below. The definitions for these
characteristics are included in Appendix A.

Number of addresses per instruction
Number of index registers

Number of decimal digits per instruction
Number of decimal digits per data word
Number of binary bits per instruction
Number of binary bits per data word
Internal clock rate

Fixed point add time

Fixed point multiply time

Floating point add time

Floating point multiply time

Number of memory speed levels

Types of high speed memory

High speed memory size

High speed memory access time

Total internal memory size

Summary Comparisons of Computers to Date

Each of the machine characteristics was
plotted against a horizontal c¢alendar scale in
order to observe the changes and rates of change
for the parameters. A single point was plotted
for each different machine type to show the
earliest date that the system performed with the
desgcribed characteristics. Points were plotted
for all the available data, however, in many cases,
various parameters were not described in the 1lit-
erature. For this reason, all the plots do not
contain the same number of points.

The actual growth curve to show the rate at
which new computer models have been developed is
shown in Fig. 1. Fig. 2 shows the cumulative
number of different computers which have been
developed. In addition to the computers which are
shown on Fig. 1 and 2, approximately 65 machines
were not plotted, since an accurate operational
date could not be determined. It can be seen that
new computer models are being developed in contin-
ually increasing numbers, and that this trend will
probably continue into the future. The increasing
number of new computer models is due to several
factors, but it would appear that the major reasons
are those which are listed below:
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1. Parallel efforts by commercial organiza-
tions acting in the spirit of free enter-
prise, with each organization competing
for a share of the market with its own
particular model. This is fostered by the
increasing market for computers.

2. Continued marketing pressures to improve
the performance characteristics of a par-
ticular computer model, or to produce more
competitive equipment.

3. Efforts by universities and some industri-
al concerns to build their own computers
in order to develop a technical competence
in this field, or to obtain an inexpensive
computing facility.

4., The emergence of a computer industry in
areas which were late in starting in this
field. For example, Japan built no digi-
tal computers before 1953; since that time
however, she has developed 29 different
computers, and shows every indication of
developing more. The European countries
are also developing rapidly as computer
manufacturers.

Internal Characteristics

There has been very little uniformity or in-

dication of trends for such internal characteris-
tics as the number of addresses per instruction
and the number of characters per data word or in-
struction. There have been some slight trends
noticed in the number of index registers and the
internal clock rate.

1.

Number of Addresses per Instruction - Figure 3
shows that the single-address instruction is
used more than any other type, although a
large number of systems have used two-and-
three~address systems. The four-address sys-
tems are definitely a minority; however,

there is one instance of a five-address sys-
tem. Future computers will probably follow
the same pattern, with predominantly single-
address format.

Number of Index Registers - Figure 4 shows
that there is a definite trend toward pro-
viding index registers (or "B-boxes') in in-
creasing numbers for each computer. The use
of a single index register is first noted in
1951, The first system with multiple index
registers is noted in 1954. From that time
on, systems became available with a greater
number of registers, and in some cases this
went as high as 64, 99, and 1024 index regis-
ters per machine. A large percentage of the
future computers will probably have at least
one index register. Index registers have pro-
ven to be effective for applications in both
business and scientific computations, and will
probably appear more frequently on both types
of systems.

Decimal Digits per Instruction - Figure 5

shows the data for the non-binary machines,

to indicate the number of characters (decimal,
octal, or alphabetic) per instruction. There
does not appear to be any significant degree
of uniformity, although more systems use 10
digits than any other number. Future compu-
ters will probably show the same large vari-
ety and lack of uniformity.

Decimal Digits per Data Word - Figure 6 shows
a large spread of values running from 4 to 24
digits. However, data words with 10, 11, or
12 digits appear to be the predominant choice.
In 1953 the concept of a variable-length data
word was introduced, and several systems
utilized this feature after that. Future
computers will probably continue to show a
variety of values, but may use the 10, 11, or
12 digits more often than any other choice.
There will probably be an increasing number
of machines with variable-length data words.

Binary Bits per Instruction - Figure 7 shows
the binary bits per instruction ranging from
4 to 68. There is a decided lack of unifor-
mity, and no strong tendency toward a parti-
cular value. Future computers will undoub-
tedly follow the same large variety and lack
of uniformity.

Binary Bits per Data Word - Figure 8 shows
the binary bits per data word ranging from 4
to 72. However, the majority of the systems
have ranged betweea 30 and 50 bits per data
word. Future computers will probably follow
the same large variety and lack of uniformity.

Internal Clock Rate - Figure 9 shows the in-
ternal clock rate or pulse repetition rate.
This is not a very good measure of the speed
or power of a particular computer. This is
because the great variety of ways in which
the logic can be implemented (serial, paral-
lel, and various combinations of serial-
parallel) can provide a large range of effec-
tive operating speeds. There are several
examples of machines with nearly equal arith-
metic speeds in spite of the fact that one

of the machines has a clock rate which is
five times slower than the clock rate of the
other machine. Conversely, it might be noted
that all of the IBM-700 series machines from
1953-1957 used a 1.0 Mc clock, even though
there were marked differences in execution
times. The clock rate data was included here
to give an indication of the speeds of opera-
tion of the internal circuits. The fastest
clock rate (10.0 Mc) is currently credited to
the IBM-STRETCH, or Los Alamos compufer,
although hardware has been developed '~ which
operates at speeds up to 500 Mc. The data
shows, among other things, that people like
round numbers, as indicated by the large num-
ber of 100 Kc and 1 Mc systems. The clock
rates ranged from 200 cycles per minute to
10.0 Mc.




There are a moderate number of asynchronous
systems (at least 28) which date back to the
earliest machines. Because the asynchronous sys-
tems offer an inherent speed advantage over the
clocked systems, they will probably find increasing
use as better design techniques become available.
There will be an increasing number of systems which
use clock rates of 1 Mc or higher. There are al-
ready at least 47 systems which operate with pulse
rates of 1 Mc or higher. These internal speeds can
now be achieved fairly easily with current tran-
sistor and diode circuitry. However, because of
the variety of possible applications, there will
continue to be a large number of new systems with
moderate internal speeds (100 -~ 500 Kc).

Arithmetic Speeds

As defined in the Appendix, the execution
times for the add and multiply operations are the
effective operating times which a programmer would
use in estimating the running time of a particular
program. It can be seen from the pertinent figures
(Fig. 10, 11, 12, 13) that there continues to be a
wide range of execution times for all computers.
This wide range of machine speeds, and characteris-
tics, does not solely reflect the state-of-the-art
or its trends. This range of values more accur-
ately reflects the policy decisions and compromises
which were made by each computer builder in his
attempt to aim for a particular part of the commer-
cial market, or produce (at minimum cost) a tech-
nical staff or computing facility. It is probably
reasonable to state that not every builder tried to
advance the state-of-the-art. Because of the fact
that the collected data represented a heterogenous
collection of intents and compromises, it was felt
that 1t would be misleading to represent this data
in some mathematical notation such as a yearly
average or polynomial approximation.

The computers which have served to extend the
state-of-the-art were primarily research and devel~
opment machines, and were not designed primarily
for commercial exploitation. The distinction 1in
performance between systems which were built for
research and systems which were built for commer-
cial exploitation is shown in Fig. 14. This figure
shows the fixed point multiply times for the
machines 1n these two categories, and indicates
that the state-of-the-art improvements were fur-
nished entirely by the research machines. However,
the commercial machines usually caught up with the
fastest research machines in a matter of approxi-
mately five years.

Many builders have claimed the title of
"world's most powerful computer'” for their parti-
cular machine. It is impossible at this dite to
define accurately and unambiguously ''computer-
power". However, in an attempt to find out how
long a machine could expect to retain this title,
it was assumed that "computer-power" was propor-
tional to the multiply time. With this assumption,
it was a simple matter to determine the ten most
powerful computers in each year from 1944 to the
present. It was indeed an interesting observation
to note that, on the average, a computer did not
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remain in the "top-ten' for more than three years.

For many reasons, there will be a continued
effort to develop computers with faster execution
speeds. However, it appears that faster speeds
will not be achieved by extensions of the current
hardware practices and techniques. It appears
that new components and approaches must be devel-
oped if these speeds are to be attained., Meagher
sums this up very nicely in the following para-
graph.

"Let us first examine the need for
new techniques which has resulted from
our desire for higher speed. The
existing circuits, with separate resis-
tors, diodes, capacitors, and transis-
tors, have a physical size which re-
quires at least one cubic inch for a
logical element. One such circuit has
within itself a loop which constitutes
an inductance with a shunt capacitance
in the switching element. This LC cir-
cuit exhibits resonance. If the loop
is about one-half inch in diameter, the
inductance would be about 0.06 micro-
henry, and further, if the capacitance
is 5 micro-micro~farad (both reasonable
minimum values), the resulting resonant
frequency would be about 300 Mc.

Clearly it would be difficult to operate
this circuit at an information frequency
of more than about one-fifth the reson-
ant frequency, or in other words, 60 Mc.
We are already close to this frequency

in some present computer circuits. Thus,
faster circuits require either smaller
size for "lumped-constant” techniques,
or, alternatively, ''distributed-constant"
techniques. Low temperature circuit
elements offer one possibility for ex-
tremely small size. Micro-wave tech-
niques, the subject for the Symposium,
offer the possibility of the distributed-
constant approach.”

To date, all of the circuits for storage and
logic in the operating computers have employed a
frequency band for pulse rates which starts at or
near zero and extends to some upper limit. The
upper limit for this base-band type of system
appears to be about 50 Mc (see reference ). It
would appear that some new techniques would have
to be devised to achieve information pulse rates
of greater than 50 or 100 Mc.

Microwave circuits for storage and logj
functions have been demonstrated by Sterzer
which operate at pulse rates of 100 Mc and
carrier frequency of 2,000 Mc; and by Ortel which
operate with pulse rates of 500 Mc and a carrier
frequency of 11,000 Mc. Ortel demonstrated a
serial multiplier operating at a clock frequency
of 160 Mc which multiplied two 8~digit binary num-
bers to form a 16~digit product in 1.6 micro-
seconds. It was stated that it would be feasible
to use the same microwave circuit with a clock
frequency of 640 Mc to obtain a multiplication
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time of 0.4 microseconds.

Billing6 and Rudiger have stated that the use
of the nonlinear capacitance of semiconductor
diodes in parametron circuits also appear promising
for high frequency operation. Experimental work
has been conducted at frequencies up to 450 Mc, and
theoretical studies seem to indicate that frequen-
cies in the neighborhood of 30 Kmc should be
possible.

Aside from economic problems, one of the
major technical problems in achieving very high
circuit speeds is that the time allocated to
switch a signal through the circuit approaches the
propagation time for any.electrical wave., This is
stated very well by Leas in the following para-
graphs.

"Po improve substantially upon the
present computing speeds, manipulative
elements for the basic functions of
gating and storing binary signals are
required which have extremely fast
physical response, reckoned in nano-
secopds (10 7) rather than microseconds
(10 7). Furthermore, because large
numbers of such elements must be used
in systems sufficiently comprehensive
to make significant use of their speed,
these elements must be physically small
in order that the machine itself be
small enough not to cause prohibitive
delays due to the finite propogation
velocity of electrical signals.

"For example, during one nanosecond
electrical signals in free space travel
one foot (30 cm), and in most solid
materials only 6 to 8 inches (15 to 20
cm). This means that two circuits must
be only fractions of an inch apart if
the delay between them is to be negli-
gible. Furthermore, the whole computer
size is limited since the performance of
an instruction requires information to
reach and be’ returned from all parts of
the computer. To obtain memory cycles
of 10 milli-microseconds, the computer
can not be more than 18 to 24 inches
(45 to 60 cm) in diameter."

In addition to the problem of physical size,
Leas also mentions the problem of power consump-
tion of the individual logic elements.

"This limitation in size also sets
limitations on the power consumption of
individual elements. For a computer of
minimum size, at least 5000 logical ele-
ments and 10,000 memory elements will be
required, implying power consumptions
below 500 mw for each logic element, and
50 mw for each memory element, if normal
forced air cooling is used. It is highly
desirable that these figures be reduced
to increase the capability of the computer.
Satisfactory values would be 15,000 logic

elements, each taking 150 mw, and 2.5 x
10 memory elements, each taking 2 mw."”

One additional drawback to improving the exe-
cution times is the lack of a very high speed
random access storage. Unless some ' look-ahead'
or sophisticated control techniques are used, the
lack of a high speed memory will prevent the
effective execution speeds from being achieved.
Temporary solutions may be obtained by using a
small amount of very fast memory in a multi-level
memory. Further impediments to widespread use of
high speed operation are the lack of inexpensive
instrumentation equipment, the scarcity of techni-
cal and professional manpower with training in
this area, and the lack of production and testing
experience.

1. Fixed Point Add Times - The fastest fixed
point add time (0.57 microsec) is currently
credited to the University of Illinois
ILLIAC-2, It might also be noted that after
1950 all of the computers that claimed the
title of "world's fastest adder' were binary
machines. A computer with an add time of
less than 0.1 microseconds will probably not
be built before 1965, even though the hard-
ware techniques are already available to
build adders to operate at even faster speeds.
Logic circuits and adders have been operated
at clock rates of 50 Mc, and even up to
500 Mc_using radio frequency carrier tech-
niques , but the components and circuitry
are currently so expensive and bulky that
they will probably not be used as part of a
complete computer system.

2. Fixed Point Multiply Times - The fastest
multiply time (1.4 microseconds) is credited
to the IBM-STRETCH, or Los Alamos machine.
As with the add times, the fastest machines
are predominantly binary machines. A com-
puter with a multiply time of less than 0.5
microseconds will probably not be built
before 1965. Prototype multipliers haye
operated at 50 and 160 Mc clock rates ',
but these devices will probably not be incor-
porated into a complete computer system for
some time.

3. Floating Point Add Times - Figures 11 and 13
illustrate the systems which are known to
utilize floating point hardware (binary or
BCD). After 1958, more and more systems
incorporated floating point arithmetic cir-
cuitry, and the execution speeds increased
in the same manner as for the fixed point

operations. The fastest floating point add
time (0.8 microsec) is currently credited to
the IBM-STRETCH machine. Floating point
arithmetic has proven to be a useful feature
both for scientific and business computers.
There will be an increasing need for
floating point hardware in business computers
as more users employ mathematical tools and
operations research techniques for business
applications. The instances where a single
machine is used for both business and
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scientific computations will also press the
need for floating point hardware in any
general~purpose machine at least as an
optional feature. For future computers, it is
expected that a greater percentage will in-
corporate floating point hardware and the
speeds will generally increase, but a computer
with a floating point add time of less than
0.1 microseconds will probably not be built
before 1965.

Floating Point Multiply Times - Figure 13
shows the comparative floating point multiply
speeds. The wide pattern with some increas-
ing speeds is generally the same as for all
the other execution speeds. The fastest
floating point multiply time (1.4 microsec)
is credited to the IBM-STRETCH machine. A
computer with a floating point multiply time
of less than 0.5 microseconds will probably
not be built before 1965.

Internal Memory

Number of Memory Speed Levels - In many com-—
puters the internal working memory consists

of a combination of different types of memory
devices with different speeds of access. For
example, there are machine designs in which a
small amount of core storage is backed up by
additional drum storage, or a few high speed
drum bands are backed up by a large number of
slower bands. In many cases, the slower
storage media is not directly addressable, and
provisions are made to transfer data to and
from the high speed storage in some modular
quantity such as 20 or 100-word blocks. A
homogenous, directly-addressable memory is
desirable from a programmer's viewpoint,

since the programs which use multi-level stor-
age are necessarily more complex and less
efficient than programs which utilize single-
level storage. However, for large memories,
the multi-level storage does provide a reason-
able compromise between the expense and per-
formance of high-speed and low-speed systems.
Figure 15 illustrates the number of systems
which have used 1-, 2-, 3-, or 4-level mem-
ories. Single level systems are more numer-
ous than any other type. For future machines,
it is expected that the single level machines
will continue to dominate the scene, but there
will still be many multi-level systems.

Types of High Speed Memory - Figure 16
describes the types of devices which have been
used for the high speed memory. A definite
pattern of emergence and de-emphasis can be
noted for most of the devices. The various
types of high speed memory--relay, vacuum
tube, delay line, drum, cathode ray tube,
magnetic core, disk, and diode-capacitor--
made their operational appearance in that
order.

It would appear that the relay, vacuum tube,
delay line, and cathode ray tube memories are
on the way out. From now until 1965, the
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drum and core memories will be the devices
which will appear most frequently as the
high speed memory devices. There will be ago
increased application of thin magnetic films
for memory applications in the immediate
future and some systems with large (1000-
5000 words) thin film memories should be
operating before 1965. A small section (32
words) of film memory has already ?ien gsega
with the Lincoln Lab TX-2 computer

but it has been used as part of the control
circuitry and not as part of the addressable
memory .

High Speed Memory Size - In order to examine
and compare the memory sizes of the single-
level along with the multi-level memory
systems, it was decided to look at the size
of the highest speed memory as well as the
size of the largest possible total internal
memory size. Figures 17 and 18 illustrate
the size of the high speed memory, which is
always less than or equal to the total
internal memory size. Figure 17 distinguish-
es between binary and non-binary memories,
and Figure 18 distinguishes between the types
of device used as the memory element. The
maximum or extreme size of high speed memory
is generally increasing. However, if the

top and bottom extreme points are removed
from either of these figures, the range of
values actually shows very little change over
the last decade. Another feature which is
changing (see Fig. 18) is the type of device
used for the high speed memory. This is in
agreement with the data from the preceding
section on types of high speed memory.

Future computers will probably fall in the
same range described in the figure, but

there may be an occasional system which will
show a larger high speed memory size, per-
haps to 20 million bits. This figure is a
little misleading since this size of memory
could almost be achieved by a single magnetic
drum. However, there will be an increasing
number of systems with large, directly-addres-
sable high speed memories.

High Speed Memory Access Time - Figure 19
shows the high speed memory access times, and
distinguishes between the types of devices
used as the memory element. This figure
shows that with a few exceptions, the state-
of-the-art of memory access time has not
shown as rapid a development as. some of the
other operating speeds. Access times on the
order of 10 microseconds have been achieved
with computers since 1950. The credit for
the fastest memory access time currently be-
longs to the University of Illinois ILLIAC-2
which achieves a 0.2 microsecond access time
with a small section of high speed transistor
flip-flop buffer memory. Most of the fast
access times have been achi ved with magnetic
cores. The probable limit™ to core switching
speeds is 0.1 microseconds, and although the
probably limit to thin film switching speeds
is 0.01 microseconds, future computer systems
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will probably not achieve an access time of
less than 0,05 microseconds before 1965.

The higher memory speeds in the immediate
future will probably be obtained with thin
magnetic films, transistor flip-flops, and
diode~capacitor memiﬁies. Tunnel diodes have
also been mentiongd as_gevices for high
speed access (10 to 10 sec), but they will
probably not be available in an operational
computer before 1965,

5. Total Memory Size -~ Figure 20 shows the total
amount of internal memory which is available
for each computer. There is a large spread
of values, and a general increase in the maxi-
mum sizes, but the average size of the memory
has remained about the same for the last ten
years. Future systems will probably fall in
the same range described by the figure. There
will be an increasing use of large, random-
access devices such as the disk files or drum
files. A computer system which utilizes
photoscopic storage for high density permanent
storage (such as the glass disk memory devel-
oped for the Air Force machine translation
projects) will probably be demonstrated before
1965.

Discussion

An examination of many of the computer charac-
teristics failed to disclose any significant
trends. The number of bits or digits per instruc-
tion or data word is an example of this lack of
definite trend. For many characteristics, it
appears that the majority of machines have utilized
approximately the same state-of-the-art, or have
copied each other to a large extent, and that a
relatively small group of machines have provided
the significant technical advances. It is also
interesting to note that very few of the machines
which were developed for commercial exploitation
really provided any major advances in the charac-
teristics studied in this paper. It would appear
that if there is an interest only in predicting
the extensions of the state-of-the-art, then this
can probably be accomplished primarily by looking
at the small number of developmental and feasi-
bility machines in addition to studying the pro-
gress which is being reported on circuit and com-
ponent development.

The collected data seems to suggest that the
majority of the computers developed between now
and 1965 will show very little change in perfor-
mance from that which was obtained during the last
five years. However, a few research machines will
definitely advance the technology, possibly as
much as one order of magnitude for some of the
characteristics, such as multiply times, memory
sizes and memory access times.
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Appendix A

Definitions

Computer

This is the name of the computer model being des-
cribed. If significant changes have been made in
the original model, then the new computer config-
uration is described as an additional entry (e.g.,
IBM 705 Mod. 1, IBM 705 Mod. 2, IBM 705 Mod. 3).
Whenever possible, the manufacturer's or builder’'s
name precedes the computer's common name.

Operational Date

This is the date on which the computer model was
operating as a complete system. This may not be a
clearly defined date, but represents an approxi-
mation to the date at which a system with the
described parameters was shown to be an actuality.

Number of Addresses per Instruction

This indicates the number of addresses which are
included in a single instruction. This includes
addresses of the next instruction, as well as
addresses for the data being operated upon, and in
some cases the addresses of addressable registers.

Binary (decimal) Digits Per Instruction (data word)

This indicates the number of functional digits per
instruction and/or data word. The sign digit is
included in this count, but not parity digit. If
the data word can have 2 or 3 different sizes, the
maximum size is considered.

Number of Index Registers

This is the number of special ("B-box") registers
which can perform automatic address modification
to the command which is currently being inter-
preted and executed.

Clock Rate

This is the internal pulse repetition rate or clock
rate of the computer.

1.1

This is the time required to execute an add
command under optimum programming conditions.

The time required for memory accesses are includ-
ed in this number. Ten-digit operands were cho-
sen for those machines which used a variable-
length data word. If a range of speeds was given
with no other explanation, an arithmetic mean of
the range was chosen as the add time. It was
assumed that no indirect addressing or address
modification occurred at the time that the command
was being executed.

Multiply Time

This is the time required to execute a multiply
command under optimum programming conditions.

The time required for memory accesses are includ-
ed in this number. Ten-~digit operands were cho-
sen for those machines which used a variable-
length data word. A word of "fives' was chosen
for those cases where the execution time was a
function of the value of the operand digits. If
a range of speeds was given with no other explan-
ation, an arithmetic mean of the range was chosen
as the multiply time. It was assumed that no
indirect addressing or address modification
occurred at the time that the command was being
executed.

Floating Point Add (Multiply) Time

This is the time required to execute a floating
point command with floating point hardware. The
execution times are not included for the machines
which have to perform floating point arithmetic

by subroutine. The general assumptions listed for
the add and multiply times are also applicable
here. If the floating point times are the same as
the fixed point times, it is probably because the
machine is basically a floating point machine and
an entry was made in both the fixed and floating
columns.

Number of Speed Levels of Memory

This is the number of different speeds of inter-
nal memory which are present in a computer. This
number does not include auxiliary storage (magne-
tic tapes, drums, etc.) which is not essential to
the operation of the basic machine. The amount
and access time of the highest speed memory of
each machine are described in separate tabulations.

High Speed Access Time

This is the time required to read a word (10 BCD
characters if not otherwise specified) from the
highest speed memory of the machine under optimum
programming conditions. If a range of access
times is quoted with no further explanation, then
an arithmetic mean of the access time was used.

Type of High Speed Memory

This is the type of the highest speed memory used
for each machine,
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Total Memory

This is the total amount of available memory (bits
for binary machines, characters for BCD, bi-quinary,
or alpha-numeric machines) for all levels of dir-
ectly-addressable memory, exclusive of auxiliary
storage (magnetic tapes, drums, etc.)

Size of High Speed Memory

This is the total amount of available memory with
the fastest access time.

General-Purpose, Stored-Program Computer

This is a machine which has a stored program (by
plugboard, pinboard, or internal memory), and can
perform program iterations and modify its own
stored commands. (A few machines which do not
completely satisfy this requirement are included in
this report because of their historical or techno-
logical significance.)



AIL, INC., MODAC 5014
AIL, INC., MODAC 404
AIL, INC., MODAC 410
AIL, INC., MODAC 414

AIR FORCE CAMBRIDGE ABC
ALWAC 800

ALWAC 3-E

ARB. ELEK. RECH. PERM
ARGONNE LAB. AVIDAC
ARGONNE LAB. GEORGE

ATOM. EN. RES, EST. HARWELL
AUTONETICS RECOMP 1
AUTONETICS RECOMP 2
AUTONETICS VERDAN
BELGIAN BELL IRSIA-FNRS
BELGIAN BELL TEL. BELL
BELL TEL. MARK-22 *MOD-4%*
BELL TEL. MODEL-6

BELL TEL. MODEL-5

BELL TEL. LEPRECHAUN
BENDIX G-15

BENDIX G-20

BIRBECK COLLEGE ARC
BIRBECK COLLEGE SEC
BIRBECK COLLEGE APERC
BIRBECK COLLEGE APEXC
BRITISH TAB, HEC-1
BRITISH TAB, HEC-2
BRITISH TAB., HEC~2M
BRITISH TAB., HEC-4 *1201%*
BRITISH TAB. 555

BRITISH TAB. HEC 1202
BRITISH TAB. 1400
BROOKHAVEN MERLIN

BRUSH ELECT. ENG. CO., LITD.
BULL GAMMA-3

BULL GAMMA 60

BURROUGHS E101

BURROUGHS 205

BURROUGHS 220

BURROUGHS LAB COMPUTER
BURROUGHS UDEC-2
BURROUGHS UDEC-1

CAL INST. TECHNOL. MINAC
CAMBRIDGE UNIV. EDSAC-1
CAMBRIDGE UNIV. EDSAC-2
CLARY DE-60

COMP. RES. CORP. CADAC-102A
COMP. RES. CORP. CRC-107
COMP. RES. CORP. CADAC-102
CONSOL. ENG, CORP, 36-101
CONTROL DATA CORP. 1604
CONTROL DATA CORP. 160
CORBIN CORP. CORBIN
C.S.I.R.0. MARK-1

DANISH BOARD DASK
DARMSTADT DERA

DIG. EQUIP. CORP. PDP
REF. RES. TEL. EST. COMPUTER
EIDGEN, TECHN, HOCH. R4S
ELEC. LAB, TOKYO MARK-1
ELEC. LAB, TOKYO MARK-2
ELEC. LAB. TOKYO MARK-3
ELEC. LAB. TOKYO MARK-4
ELEC. LAB, TOKYO MUSASINO-1

APPENDIX B
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ELEC. LAB. TOKYO SENAC-1
ELEC., LAB. TOKYO MARK-4A
ELEC. LAB. TOKYO MARK-5

ELLIOTT BROS. NICHOLAS
ELLIOTT BROS. 403
ELLIOTT BROS. 404
ELLIOTT BROS. 402E, F
ELLIOTT BROS. 402
ELLIOTT NRDC 401 MARK-1

E.M.I, ELECT. EMIDEC-1100
E.M.I. ELECT. EMIDEC-2400
ENG. ELEC. CO. DEUCE MK-1
ENG. ELEC. CO. DEUCE MK-2
ENG. ELEC. CO. DEUCE MK-2A
ENG. ELEC. CO. KDP-10

ERA LOGISTICS

FACIT INC. EDB

FERRANTI ARGUS

FERRANTI ATLAS

FERRANTI MANCHESTER MARK-1
FERRANTI MARK 1%

FERRANTI MERCURY (MARK 2)
FERRANTI ORION

FERRANTI PEGASUS-1
FERRANTI PEGASUS-2
FERRANTI SIRIUS

FERRANTI PERSEUS

FLAC

FORD INST. DATAKEEPER-1000
FUJI PHOTO FILM CO. FUJIC
FUJI COMMUN. FACOM-138
FUJI COMMUN. FACOM-1288
FUJI COMMUN. PC-2

FUJI COMMUN. FACOM-212
FUJI COMMUN. FACOM-222
GENERAL ELECTRIC 150
GENERAL ELECTRIC 210
GENERAL ELECTRIC 312
GENERAL ELECTRIC 100
GENERAL ELECTRIC OMIBAC
GENERAL ELECTRIC OARAC
GOETTINGEN G-3

GOETTINGEN G-1

GOETTINGEN G-2

GOETTINGEN G-2

HARVARD MK 2 *DAHLGREEN*
HARVARD MARK-3 *ADEC*
HARVARD MARK-4

HASLER ERMETH

HITACHI LTD. HIPAC-1
HITACHI LTD. HITAC-102
HITACHI LTD. HIPAC-101
HITACHI LTD. HITAC-301
HITACHI LTD. HITAC-1
HOGAN LABS CIRCLE COMP.
HOKUSHIN ELECT. H-1
HONEYWELL 800

HONEYWELL DATAMATIC 1000
HUGHES DIGITAC *AIRB*
HUGHES DIGITAIR *AIRB*
IBM 604

IBM 607

IBM 608

IBM 305 RAMAC

IBM 650 MOD. 1
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IBM 650 MOD. 2

IBM 650 MOD. 4

IBM 701 *CRT MEMORY*

IBM 701 *MC MEMORY*

IBM 702 MOD. 1

IBM 702 MOD. 2

IBM 704

IBM 705 MOD. 1

IBM 705 MOD. 2

IBM 705 MOD. 3

IBM 709

IBM 7080

IBM 7070

IBM 7090

IBM 1401

IBM 1620

IBM STRETCH *LOS ALAMOS*
IBM AN/FSQ-7 *SAGE*

IBM AN/FSQ 7A *SAGE*

IBM NORC

IBM DINABOC *AIRBORNE*
IBM COMAR-1 610 PROT

IBM ASEC *HARVARD MK.1*
IBM DATA COORD/RETRIEVER
INFO, SYSTEMS 609

IN. P.M. RECHENAUTOMAT-IPM
JACOBS INSTR. JAINCOMP-A
JACOBS INSTR. JAINCOMP-B
JACOBS INSTR. JAINCOMP-C
JAPAN TEL. & TEL. M-1
KIDRICH INST. COMPUTER
LEEDS & NORTHRUP LN-3000
LEO COMPUTERS LTD. LEO-1
LEO COMPUTERS LTD. LEO-2
LEO COMPUTERS LTD. LEO-2C
LFE DIANA

LIBRASCOPE ASN-24 *AIRB*
LIBRASCOPE LGP-30
LIBRASCOPE LIBRATROL-500
LIBRASCOPE LIBRATROL-1000
LIBRASCOPE RPC-4010
LIBRASCOPE FAA-ARTC COMP.
LIBRASCOPE ASROC COMP.
LIBRASCOPE CP-209
LINCOLN IAB TX-0

LINCOLN IAB MEMORY TEST
LINCOLN LAB TX-2

LINCOLN IAB CG-24
LINCOLN LAB TX-3

LOS ALAMOS MANIAC-1

LOS ALAMOS MANIAC-2
MAGNAVOX MAC-3

MARCHANT MINIAC C,2

MATH CENTRUM ARMAC

MATH CENTRUM ARRA
MATSUSHITA COMM. DM-8001A
MELLON INST. COMPUTER
METR. VICK. METROVICK-950
METR. VICK. A.E.I, 1010
M.I.T. WHIRLWIND-1
MINISTRY OF SUPPLY MOSAIC
MIT WHIRLWIND-1 *MC MOD, *
MONROE MONROBOT-3

MONROE MONROBOT-5

MONROE MONROBOT-6

MONROE MONROBOT-MU

MOORE SCHOOL EDVAC

MOORE SCHOOL ENIAC

MOORE SCHOOL MSAC

NAREC

NATIONAL-ELLIOTT 802
NATIONAL-ELLIOTT 405M
NATIONAL-ELLIOTT 405

NAT. PHYS. LAB. PILOT ACE-1
NAT. PHYS. LAB. PILOT ACE-2
NAT. PHYS. LAB. ACE

NAVAL RES. LAB NAREC

NBS SWAC

NBS SEAC *DL MEMORY*

NBS SEAC *DL & CRT*

NBS DYSEAC

NBS PILOT *PRIMARY COMP, *
NBS PILOT *SECOND. COMP, *
NCR 102D

NCR 304

NCR 102A

NEPA/USAF FAIRCHILD COMP.
NIPPON ELECT. NEAC-1101
NIPPON ELECT. NEAC-1103
NIPPON ELECT. NEAC-2201
NIPPON ELECT. NEAC-1102
NIPPON ELECT., NEAC-2203
NO. AMER. NATPAC

N.V, ELECTROLOGICA X1

OAK RIDGE ORACLE

OKI ELECT. OPC-1

OLIVETTI PISA

ONR REIAY COMPUTER

PACKARD BELL PROCESS CONTROL COMP. 3/60

PENN ST. UNIV. PENNSIAC
PHILCO COMPAC

PHILCO BASIPAC

PHILCO C-1102

PHILCO S-1000 *SOLO*
PHILCO S-2000
POWERS-SAMAS PCC

PRAGUE SAPO

PRINCETON INST. AD. ST. IAS
PTT PTERA

RAND CORP. JOHNNIAC
RAYTHEON RAYCOM

RAYTHEON RAYDAC

RCA 110 *PROCESS CONTROL*
RCA 502

RCA 503

RCA BIZMAC 2

RCA 501

RCA BIZMAC 1

RCA 504

REA CO. READIX

REM~RAND UNIVAC 1102
REM-RAND UNIVAC-1
REM-RAND UNIVAC 1101
REM-RAND BINAC

REM~-RAND UNIVAC-2
REM-RAND UNIVAC-3
REM-RAND UNIVAC-1105
REM-RAND FILE COMP. MOD. O
REM-RAND FILE COMP. MOD. 1
REM-RAND TRANSTEC-2
REM-RAND SS-80

REM-RAND SS-90

REM~RAND ATHENA

REM-RAND UNIVAC 1103



REM-RAND AFCRC MAG. COMP.
REM-RAND X-308 *BOGART*
REM-RAND LARC

REM-RAND M-460 *COUNTESS* 5/58
RICE INSTITUTE COMPUTER
RPC-4000

RW-40 *AN/FSQ-27%

RW-300

RW-400

RW-30 *AIRBORNE*

SAAB CO, SARA

SHIBAURA ELECT. TAC
SHIBAURA ELECT. TOSBAC-3
SIEMENS 2002

SOC. DELECT, AUTO. CAB-500
SOC. DELECT. CAB-2000
SOC, NOUV. DELECT. KL-901
SOC. DELECT. CUBA

SOC. DELECT. AUT. CAB-3000
SOC. DELECT., AUT. CAB-3030
STAND. TEL. STANTEC ZEBRA
STANDARD ELECTRIC STANLEC
STAND. ELEK, LORENZ ER -56
SWEDISH BOARD BARK
SWEDISH BOARD BESK
SYLVANIA MOBIDIC

SYLVANIA UDOFT

TBA-1

TECHNITROL 180

TEL, RES. EST. TRE COMPUTER
TELEFUNKEN TR-4

TOKYO SHIBAURA CO, TAC
TOKYO UNIV. PC-1

TOKYO UNIV. MUSASINO-1
UNDERWOOD ELECOM 100
UNDERWOOD ELECOM 120
UNDERWOOD ELECOM 125
UNDERWOOD ELECOM 200

UNIV., OF CALIF. CALDIC
UNIV. OF LUND SMIL

UNIV. OF TORONTO UTEC
UNIV. OF ILd, ORDVAC

UNIV, OF ILL. ILLIAC-1
UNIV., OF ILL., ILLIAC-2
UNIV. OF MICH., MIDAC

UNIV, OF WISC. WISC

UNIV. OF MICH. MIDSAC
USSR ARAGATZ

USSR EREVAN

USSR M-3

USSR VOLGA

USSR MESM

USSR RAZDAN

USSR STRELA *ARROW*

USSR BESM-1

USSR M-2

USSR URAL

USSR BESM-2

USSR KIEV

USSR LEM-1

USSR SETUN

VIENNA TECH URRI

VIENNA TECH. MAILUFTERL
WEGEMATIC 1000

WEIZMAN INST. WEIZAC
WESTINGHOUSE NORDIC-2
WHARF ENG. LAB. MAC

WARF ENG. LAB. M-2

WILLOW RUN RES. CEN., MIDAC
ZEISS REIAY COMP. OPREMA
ZEISS ZRA-1
ZUSE CO. Z-4
ZUSE CO, Z-1
ZUSE CO. Z-5
ZUSE CO. 2Z-2

1

2
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THE HARVEST SYSTEM

Paul S. Herwitz and James H, Pomerene

Product Development Laboratory, Data Systems Division
International Business Machines Corporation
Poughkeepsie, New York

Summary

The Harvest System is a large-scale data
processor designed for maximum performance
in handling extremely large amounts of data in
primarily non-arithmetic operations. Itis
being built by IBM under contract with the
Government and incorporates both a new
system organization and a stored program
concept of macro-instructions which directly
implement many useful data manipulating sub-
routines. Design features include a very high
processing rate and an on-line table lookup
facility for effecting very general transforma-
tions.

Introduction

Most of the information generated and
handled in our society is either non-numeric
or developed within areas supported by little
or no theoretical structure. A general-purpose
system for processing this type of information
must be organized very differently from more
conventional scientific computers. Many of
these areas are in the early stages of scien-
tific development where ordering and classifi-
cation are predominant activities and where
the major problem is to uncover patterns and
trends upon which theory can be built, There
are few rules for determining the relevancy
of information so that often enormous amounts
must be examined to achieve significant
results. Comparatively simple operations and
data transformations are the most useful, and
the output desired may frequently be some
statistical characterization of the input.

The Harvest System is a large scale com-
puter intended for maximum performance in
this broad area of information processing. It
was defined and is being built under study and

development contracts between IBM and the
Government. Harvest comprises a major data
processing system reflecting the above con-
siderations and includes an IBM Stretch com-
puter for high performance on conventional
operations (Figure 1), Stretch has been
described elsewhere; only the special data
processing portion is discussed here.

Harvest Organization

The Streaming Mode

Processing in Harvest is parallel by
character, represented by a quantity of 8 bits
or less. This quantity is called a byte and is
the basic information unit of the system. The
streaming mode is primarily a design attitude
whose aim is to select bytes from memory
according to some preassigned pattern and to
keep a steady stream of such selected bytes
flowing through a designated process or trans-
formation and thence back to memory. Empha-
sis is on maximum flow rate so that the typical
large volumes of information can be processed
in minimum times. Processing time per byte
is held to a minimum by prespecifying byte
selection rules, processing paths, and even
methods for handling exception cases, so that
decision delays are suffered but once for a long
sequence of bytes rather than being compounded
for each byte. There is a functional analogy to
plugboard machines except that the plugging can
be changed at high electronic speeds and much
of it on the basis of data encountered.

Stream Formation

The bytes which are selected to form the
stream are taken from memory according to
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either simple or complicated patterns which
are chosen by the programmer. For technical
reasons memory is organized into 64-bit words,
but this artificial grouping is suppressed in
Harvest so that memory is handled as a long
string of bits any one of which can be addressed
for selection. Up to 21 words of memory can
be directly selected, and since the word size

is exactly 26 a Harvest address consists of 24
bits: 18 to select the word and 6 to select the
bit within the word.

Data are transferred to and from memory
as 64 parallel bits; selection down to the bit
is accomplished by generalized operand
registers called stream units (Figure 2).
Each stream unit contains also a switching
matrix which allows a byte to be selected out
with minimum delay, starting at any bit
position within the register, To handle cases
where a byte overlaps from one memory word
into the next and to minimize waiting time for
the next needed word from memory, each
stream unit is actually 2 words (i, e., 128 bits)
long. The byte output of the stream unit is
fed into the processing area through a bit-for-
bit mask which enables the programmer to
pass any subset of the 8 bits, including non-
consecutive combinations., The selection of
these bytes is controlledby the low order 6
bits of a stream of 24-bit addresses generated
by the pattern selection units, There are two
source stream units which feed operands into
the processing area and one sink stream unit
which accepts results from the processing
area.

Pattern Selection

The data input to Harvest may be highly
redundant to any particular problem, and so a
powerful mechanism is provided for imposing
selection patterns on the data in memory. It
is assumed that the very effective input-output
control in the basic Stretch system has grossly
organized the contents of memory. For
example, various characteristics may be
recorded for a population and recorded in
uniform subdivisions of a file, A particular
problem may be concerned with only a certain
characteristic drawn from each record in the
file, Again, for example, data may be stored
in memory in matrix form and the particular
problem may require the transpose of the
matrix,

Pattern selection in Harvest resembles
indexing in other computers, except that in
Harvest the programmer determines the
algorithm which generates the pattern rather

than listing the pattern itself, FEach stream
unit has its independent pattern generating
mechanism which is actually an arithmetic
unit capable of performing addition, subtrac-
tion, and counting operations on the 24-bit
addresses., The programmer specifies
patterns in terms of indexing levels. Each
level consists of an address incrementing
value I which is successively added to the
starting address value S until N such incre-
ments have been applied, after which the next
indexing level is consulted to apply a different
increment. The programmer may then
choose that incrementing continue on this
level or that the previous level be resumed for
another cycle of incrementing.

Many other indexing modes are provided
to permit almost any pattern of data selection.
Particular attention has been given to direct
implementation of triangular matrix selection
and to the iterative chains of any formal
inductive process, however complex.

In general, the pattern selection facilities
completely divorce the function of operand
designation from that of operand processing,
except that pre-designated special character-
istics of the operands may be permitted to
change the selection pattern in some fashion,

Processing Facilities

The pattern selection units determine the
movement of data between the stream units and
memory and, together with the stream units,
determine the byte flow in the processing area.
The processing facilities, together with the
selection facilities, have been designed to
give a flow rate of approximately 4 million
bytes per second, Source stream units to the
processing area are stream units P and Q
while the sink stream unit is stream unit R,

Transformation Facilities

Two facilities are provided for the trans-
formation of data (Figure 3). Extremely
general operations on one or two input vari-
ables can be accomplished with the on-line
table lookup facility, Simpler operations can
be done directly by the logic unit without
involving memory lookup. The logic unit also
provides a choice of several one-bit character-
izations of the input bytes (such as Byte from
P >byte from Q). These one-bit signals can
be used to alter the stream process through
the adjustment mechanism.

The table lookup facility consists of two



units, The more important logically is the
Table Address Assembler which accepts bytes
from one or two sources and from them forms
the lookup addresses which are sent to memory
(Figure 4). The other is the Table Extract
Unit which permits selection of a particular
field within the looked-up word. Both units
have their own indexing mechanisms and
together they permit the programmer to
address a table entry ranging in size from one
bit up to a full word and starting at any bit
position in memory. This freedom is
abridged only by considerations of the table
structure chosen by the programmer.

The table lookup facility also provides
access to the memory features of Count and
Existence, Under instruction from the Table
Address Assembler the medium speed memory
can use the assembled address to logically OR
a one into the referenced bit position. The
referenced word as it was just before the
ORing can be sent to the table extract unit,

In the high-speed memory a one may be either
ORed or added into the referenced bit position
with the same provision for sending the word
before alteration to the table extract unit,

The ability to add ones into high-speed memory
words permits use of these words as individual
counters, Several counter sizes can be
specified.

Statistical Aids

The table lookup facility may be used to
associate statistical weights with the occur-
rence of particular sets of bytes. For
example, the occurrence of a byte P, in the P
stream together with a byte Q; in the Q
stream may be assigned a weight W;;, which
would be stored in a table and referenced by
an address formed from both P; and Qj.
Alternatively a memory counter may be
associated with each pair P;, Q; and stepped
on the occurrence of each such pair.

A Statistical Accumulator (SACC) is
provided (Figure 5) either to sum the weights
W over a succession of sets of bytes or to
provide a key statistical measure of the
counting results, In addition, SACC can be
used for many other accumulating purposes.

A Statistical Counter (SCTR) provides a
way of counting the occurrences of any of a
large number of events during a stream. In
particular, SCTR can be designated to count
the number of weights W which have been
added into SACC,

The Stream Byte-by-Byte Instruction

The table lookup unit, the logic unit, and
the statistical units can be connected into the
processing stream in various ways by the
programmer. Like a class of analog com-
puters, these connections reflect the structure
of a problem and are the electronic equiva-
lents of a plugboard. The hookup chosen by
the programmer then applies the same pro-
cessing to each byte or pair of bytes sent
through it; this very general processing mode
is called the Stream Byte-by-Byte instruction.
The connections, indexing patterns, and
special conditions described below all form
part of a pre-specified setup which can be
considered as a macro-instruction putting the
computer into a specific posture for a specific
problem,

Monitoring for Special Conditions

The concept of a streaming process
determined by a flexible and extensive setup
specification is most meaningful when applied
to a large batch of data which is all to be
treated the same way. In any particular
streaming process, special conditions may
arise within the data being processed which
call for either momentary or permanent
changes in the process. For example, the
transformation being performed may be
undefined for certain characters so that these
must be deleted at the input; or a special
character may be reserved to mark the end
of a related succession of bytes after which
the process or the pattern of data selection
must be altered.

Special conditions can be monitored in
several ways (Figure 5). Special characters
can be detected by Match Units. each of which
can be assigned a special 8-bit byte to match.
There are four Match Units; W, X, Y, and Z,
which can be connected to monitor the stream
at several different points, When a match
occurs, the Match Unit can directly do one of
several operations on the stream and can also
emit a one-bit signal indicating the match.

A large number of other one-bit signals
are generated by the various stream facilities
to mark key points in their respective pro-
cesses. These one-bit signals, collectively
called stimuli, can be monitored to accomplish
specific operations, such as stepping SCTR or
marking the end of an indexing pattern. They
can also be used to accomplish a much wider
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range of operations through the adjustment
mechanism,

Up to 64 stimuli are generated by the
various processing, indexing, and monitoring
functions in Harvest., For any particular
problem those stimuli which represent the
key or significant properties of the data being
streamed can bé chosen, Te each stimulus or
coincident combination of stimuli the pro-
grammer may associate one or more of a
large number of reactions on the stream; its
data, its process, or its indexing, These
stimulus-reaction pairs are called adjustments,
The adjustment mechanism gives the pro-
grammer a direct way of picking out those
eleménts of the stream which are different
from the general run. These different
elements may provide the key to the pattern
being sought, either because they are particu-
larly relevant or because they are distinctly
irrelevant,

Programming Harvest

The Instruction Set

Conventional arithmetic and scientific
computational processes and all input-output
operations for Harvest are performed in the
Stretch computer which is part of the system,
When Stretch instructions are used, the
system operates in the arithmetic mode; when
streaming mode control is imposed, the
unusual instructions unique to Harvest are
available, There are about'85 instruction
families (i, e., instruction types plus associated
operation modifiers) in Stretch alone. The
Harvest stream instructions add a variety of
extremely powerful data processing tools to
the several thousand basic Stretch operations.,
Throughout the system the instruction formats
vary in length: single-address instructions are
32 bits long, two-address instructions and
instructions that operate on variable length
fields are 64 bits long, and stream instructions
have an effective length of 192 bits.

Streaming mode instructions are very
much like built-in subroutines or macro-
instructions. Just as it is necessary to
initialize a programmed subroutine, it is also
necessary to initialize or set up the Harvest
processor, Roughly about_TE—')(')—TJarameters and
control bits may influence streaming., Harvest
is set up by loading values of some of these
parameters into and setting the desired control
bits in specific, addressable setup registers
prior to the execution of a stream instruction,
Certain changes in the parameter values or

control bit settings generate stimuli which
may be used to terminate or cause automatic
adjustments to be made to the stream, or to
cause a change to the arithmetic mode of
operation. The adjustment operations
essentially constitute a second level of stored
program and are used most generally to
handle the exception cases that occur during
processing operations. Thus the programmer
sets up Harvest to execute a stream instruc-
tion; execution begins and is automatically
modified as changing data or setup dictates;
much routine bookkeeping is done automati-
cally by the several independent pattern
generating (indexing) mechanisms; changing
values of parameters are always available for
programmed inspection if automatic inspec-
tion is not sufficient for the particular opera-
tion being performed.

While most of the programming in the
streaming mode of operation is centered
around the Stream-Byte-by-Byte instruction,

a number of other instructions derive from

the unique organization of Harvest, The
arrangement of the Harvest data paths and pro-
cessing units facilitates the inclusion of opera-
tions that perform within one instruction each
many of the routine collating functions such as
merging, sorting, and file searching and main-
tenance that are so common to commercial data
processing. Facilities of the table lookup unit
are used extensively in these as well as in
several other instructions designed primarily
for the logical manipulation of data,

Since such extensive use is made of tables
of parameters, table transformations, and
other data arrays in the Harvest approach to
data processing, a special Clear Memory
instruction is available for clearing large
blocks of memory in minimum time and with
minimum programming effort. A single
execution of this instruction will clear as few
as 64 consecutive words or as many as 2048,
depending on the programmer's wishes. The
ex ecution time in the latter case is less than
3-1/2 psec, and only one instruction access
from memory is made. A full memory com-
plement of 218 words can be cleared in less
than one millisecond.

Collating Operations

Generally speaking, in order to perform
merging, file searching, and other such
collating operations, it is necessary to specify
a number of parameters such as record length
file length, control field length and position,
etc., For Harvest, these parameters need



only be tabulated in proper order by the pro-
grammer. They are then utilized by the
indexing mechanisms to cause data to be
picked from and later be stored into memory
according to the patterns that naturally occur
in such data.

The Merge instruction family actually
contains eight independent control sequences
that may be used to merge files or even to
completely sort blocks of records with but a
single instruction access from memory. The
particular option chosen by the programmer
depends upon whether files are to be arranged
in ascending or descending order, whether or
not the record block can be contained in at
most half the available memory, and whether
the control field heads the record or is offset.

As an indication of the processing speed of
Harvest, in the most favorable case (one-word
records with control fields at the beginning of
records) a block of 30,000 records already in
memory can be completely sorted in 1-1/4
seconds or less.

The Search instruction complex consists of
twelve control sequences, each of which facili-
tates abstracting from a master file all records
whose control fields bear any specific one of six
possible relationships to the control field of each
record of a detail file, The possible relation-
ships are the six standard comparison conditions
<,L&,>,2,=#. If it is not desired to move
the records that meet the search condition, it is
possible to tabulate their addresses automatically.

Another complex called Select permits the
programmer to select from a file that record
having the least or greatest control field,

For the purpose of facilitating file main-
tenance operations, Harvest includes a collating
instruction complex called Take-Insert-Replace.
When the operation is executed under "instruc-
tion control, ' then whenever master and detail
record control fields match, either the master
record is taken out of (deleted from) the master
file or is replaced by the detail record. Under
""data control' the action taken whenever control
fields match is indicated by the contents of a
special control byte in the detail record, The
masters can be deleted or replaced, or the
detail record can be inserted in the master file;
or under certain circumstances the maintenance
procedure can be interrupted when master
records with special characteristics are located,
and resumed with a minimum of programming
effort when desired.
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Instructions such as the collating operations
described above lead to a considerable reduction
in the length of the generalized report genera-
tors, file maintenance routines, sorting and
merging programs, etc., that might be expected
to become associated with such a computer
system.

Table Lookup Operations

It is often desired to be able to obtain data
from or store data at an address that is not
directly dependent on the data itself, The
Indirect Load-Store instruction complex permits
wide latitude in the formation of such addresses
and in the subsequent manipulation of the
original data. In essence the operation is as
follows: parameters from one of the source
stream units are used in the formation of an
address in the table lookup unit; either this
primary address itself or either of the addresses
found in the word at the memory location
specified by the primary address becomes
either the origin of a field of data to be entered
via the other source stream unit or the location
at which the data field is to be stored by the
sink stream unit; the data is moved from source
to sink and the entire cycle is repeated. The
counting and ORing features of the table lookup
unit are available to the programmer as modi-
fications of the basic instruction control
sequence.

The second instruction complex built around
the table lookup unit is called Sequential Table
Lookup. An extremely powerful but concep-
tually simple instruction, it permits a class of
transformations to be performed that may best
be described as data dependent. The instruc-
tion causes a series of table references to be
made, each successive reference after the first
being made in a table whose address is extract-
ed automatically from the previously refer-
enced table entry. Also, as each reference is
completed, a variable amount of data may be
extracted from the table entry. Moreover, the
indexing of the input or output data may be
adjusted according to the contents of the table
entry (similar to the operation of the Turing
machine). The applications of Sequential Table
Lookup are manifold; the editing for printing
of numerical data, the transliteration of Roman
numerals to Arabic, and the scanning of sym-
bolic computer instructions for assembly and
compilation purposes are but a few.

The extensive use of tables in problem
/
solution typifies the different approach the
programmer will take with Harvest. The
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problem of transliteration of Roman numerals
to Arabic illustrates the power of the method.
Several simplifying assumptions have been made
s0 that the flow chart is easier to follow., First,
the data -~ a set of numbers expressed in Roman
numerals, each number separated from the next
by a blank (B) - is assumed to be perfect, and
only the characters I, V, X, L, C, D, and M
are used, Second, the set of numbers is ter-
minated by two blanks, Third, the use of four
successive identical characters (as Roman paing
for Arabic 4) is outlawed. Finally, the numbers
to be transformed are all assumed to lie on the
range 1 to 1000, inclusive.

The flow chart ( Figure 6 ) shows the eight-
een tables ( consisting of a total of eighty-two
memory words ) used. Under each table
heading a two-part entry is shown, the parts
separated by a colon., On the left of the colon
is the argument being looked up, followed in
parentheses by an indication of the range on
which the number or digit that will eventually
result must lie. On the right of the colon the
parameters of the table word corresponding to
the argument are indicated symbolically: e.g.,
RO-1B (meaning "read out the integer 1 followed
by the character for blank') or NRO (meaning
"no readout'")., This is followed by an integer in
parentheses indicating what data byte is the next
argument (_(l means same byte, _1_ means next
byte, etc.); the arrow indicates the table in which
the next argument is looked up.

As an illustration, consider the trans-
literation of DCLXXVIII:

1. D is looked up in the First Table; the
number must be on the range 500 through 899.
No digit is read out. The next argument is the
next data byte.

2. C is looked up in the D; Table; the
range must be 600 through 899. No readout.
The next argument is the next data byte.

3. L is looked up in the DCl Table; the

range is 650 through 689, Read out 6. The
next argument is the next data byte.

4, X is looked up in the L, Table; the
range of the unknown part of the number is 60
through 89. No readout. The next argument
is the next data byte.

5. X is looked up in the LX1 Table; the
range is reduced to 70 through 89, No readout.
The next argument is the next data byte.

6. V is looked up in the LX, Table; the
range is now 75 through 79. Read out 7. The
next argument is the next byte.

7, Iis looked up in the V. Table; the range
of the final digit is 6 through 8. No readout.
The next argument is the next data byte.

8. Iis looked up in the V2 Table; the
final digit is 7 or 8. No readout. The next
argument is the next byte.

9. Iis looked up in the V3 Table; the final
digit is 8. Read out 8 B. The next argument is
the second followingb_yte (the next byte is a B),
i.e., the first byte of the next number to be
transliterated, and is looked up in the First
Table.

The process just described yielded the
number 678 for DCLXXVIII, Only one instruc-
tion was accessed from memory (th?gequential
Table Lookup) and, in fact, this single access
served to transform the entire set of numbers.
The process terminated when the character B
was looked up in the First Table.

Clearly the decision logic for the problem
is incorporated in the structure of the tables.
However, in constructing these tables the
programmer must concentrate on precisely
this logic; most of the bookkeeping and other
peripheral programming considerations are
automatically taken care of, Wherever it was
possible, this philosophy guided the systems
planning of Harvest,
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FIRST TABLE
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I. Introduction

The past decade has seen the development of
productive fast electronic digital computers. Sig-
nificant problems have been solved and significant
numerical experiments have been executed. More-
over, as expected, a growing number of important
problems have been recorded which are not practi~
cably computable by existing systems. These lat-
ter problems have provided the incentive for the
present development of several large scale digital
computers with the goal of one or two orders of
magnitude increase in overall computational speed.

The following discussion attempts to charac-
terize aspects of digital technology related to
extending the bounds of practicable computability
and a new concept of computer system organization
is proposed.

Component Technology

During the past semi-decade advances in reli-
ability and speed have been produced by the devel-
opment of magnetic core memories, new semi-conduc-
tor switching elements, improved vacuum tubes and
superior input-output media. Further speed in-
creases are promised by magnetic thin films, low
temperature devices, semiconductors, microwave and
microminiaturization techniques. The fastest sin-
gle composent switching speeds being discussed are
about 1077 second. For any significant parallel
information transfers gost regearchers observe a
loss of a factor of 10° or 1 Eginging_ asic par-
allel computer operations to 10~ or 10 ' second.
These speed losses are a function of driving cir-
cuit limitations, length of lines, requirements
for coincidence of independent applied forces, pro-
pagation time of output signals, amplification de-
lay, destructive observation of memory cells, and
requirements for simultaneous observations of the
results of information transfers.

One camnot expect to do very much better with
the populations of switching elements without a
change in the method of organizing them. We may
expect significant effects of the great effort be-
ing put into "microminiaturization" techniques.
Any method which can accomplish more complex digi-
tal operations in a smaller volume will signifi-
cantly affect overall speed if the basic element
switching speed and the digital nature of the op-
eration are not lost in the process.

¥ The preparation of this paper was sponsored, in
part by the Office of Naval Research, and the
Atomic Energy Commission. Reproduction in whole
or in part is permitted for any purpose of the
United States Government.

Embryonic Systems

The most powerful digital computers either
new-born or in development or under study are uni-
versal stored program Ta.fgines which provide par-
allelism of operations™--. This parallelism is
introduced not just at the level of the bits in a
number but rather by preparing new operands and
instructions while arithmetic and logical opera-
tions are executed; by processing input and output
data simultaneously with operation of the high
speed machine; by providing more than one arith-
metic unit; and by controlling the parallel opera-
tion of more than one machine,

Practicable Computability

In a finite system practicable computability
is a function of such mundane factors as cost of
computing and total delay from formulation of a
problem to interpretation of results., These fac-
tors mast of course be added to round-off, trunca-
tion, problem reformulation and machine reliability
all of which determine whether there is a relation
between the symbols coming out of a computer and
the answer to the original question posed.

The most significant advances are to be ex-
pected from the formulation of better methods of
solving problems, of organizing physical elements
for problem solution and the interaction between
these two approaches. Any factors which enhance
mathematical experimentation and man-machine learn-
ing are important system characteristics. With
existing computing systems man-machine learning
has been exercised in the past by the growth in
libraries of subroutines and automatic programming
methods, by growth in 8kill of the expert program-
mer, and by accumulated experimental results con-
cerning the success and failure of various numeri-
cal methods and deficiencies in the machine design.
There has been a particularly dramatic change in
the language required to communicate with machines.

Structural Rigidity

In the process of design of any general pur-
pose computer, a command set is selected on the
basis of past experience and analysis of some lim-
ited problem set. With a universal computer it is
known that it is always possible to program any
special command. The compromise between s impli-
city, cost and speed resulted in short command
lists in the first generation of machines. As
speed and ease of programming became more signifi-
cant, command lists lengthened. The "microprogram-
ming"4=17 approach made it feasible to change the
command list by resequencing of a defined set of
microoperations.
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II. Design Objectives

The primary goal of the Fixed Plus Variable

Structure Computer is:

(1) To permit computations which are beyond the

capabilities of present systems by providing
an inventory of high speed substructures and
rules for interconnecting them such that the
entire system may be temporarily distorted
into a problem oriented special purpose com-
puter.

In the following the above design objective

will be expanded in an attempt to remove obvious
ambiguities.

(1a)

",..computations which are beyond the capa-
bilities of present systems..."

The problems considered here are those for
which some model exists -- that is, a set of
rules according to which independent variables
interact to produce change in dependent vari-
ables. Given such a model and given a ques-
tion concerning the behavior of the dependent
variables, then if existing systems require
too much time to provide an answer to the
question in a usable form, the problem is con-
sidered beyond their capabilities.

The least ambiguous cases are those for
which there is an explicit time limitation —
commonly called real time problems. In such
cases computations are often required to pre-
dict changes in a process and prescribe cor-
recting forces according to chosen criterion
functions. The absolute time available for
computation is determined by the process to
be gontrolled and may vary from the order of
1077 second to the order of a year. In the
former case the operation of a single binary
element is just beyond the horizon. In the
18i§er case it is possible to carry out about
1 sequential operations during that time
interval. It is of course possible to remove
the real time pressure and test the predictive
power of a model for one stage of a process.
However if the effect of the corrective force
is to be determined through several stages it
is necessary to either be constrained by the
time restrictions of the process or be cap-
able of simulating the process on an expanded
time scale.

Most problems have more implicit constraints
on computability. Thus if a particular budget
is allowed for the solution of a given prob-
lem, the cost per hour and computation time
will determine computability.

In some cases, the value of a solution may
be very high because of widespread influence
on future technology but it may take so long
to conduct numerical experiments that the in-
teraction between investigators and experiment
is essentially vitiated. 1In these cases user
personality may determine computability.

Some of the problems which exist as a

constant challenge to computer designers and
mathematicians are the nmumerical solution of
partial differential equations in four inde-
pendent variables, nonlinear partial differ-
ential equations of lower dimensionality, me-
chanical vibrations in solids, truly three
dimensional problems in elasticity and plas-
ticity, multiple integration problems arising
in connection with the equation of state, ra-
diation diffusion, complex design problems
such as reactor design, combinatorial problems
and problems associated with experiments in
number theory.

One may also consider the aggregate of
smaller problems as a distinct problem type.
Most computer manufacturers are in fact con-
centrating their attention on computer organ-
izations which can process several indeperdent
computations in parallel so as to maintain a
high duty factor in all elements of the sys-
tem and reduce the cost per operation. Al-
though the variable structure computer will
consider such a property as a design factor,
major emphasis will be placed on overall com-
putation time of individual problems which
cannot be handled by existing systems.

", ..an inventory of high speed substruc-
tures...”

The Fixed Plus Variable Structure Computer
will consist of a set of independent digital
complexes ranging in size from individual
switching elements or flip-flops to, say,
shift-registers and counters to a high speed
general purpose computer. The latter element
is "fixed"™ in the sense that the machine user
is presented with some minimum vocabulary and
some minimum set of machine characteristics
which do not change rapidly with time and
which do not require the specification of some
varisble set of interconnections for each
problen.

The existence of the "fixed" general pur-
pose computer as an element in the system is
considered essential to the evolution of high-
er languages for man-machine communication.

If either the instruction code were always
changing or the meaning of the instructions
were always changing, any tendency for humans
to invest effort in the definition of more
complex instructions would be quickly damped
despite the ability to make use of the vari-
able structure inventory to effect higher larg-
uage operations. The items in the inventory
list are described by their inputs, outputs,
logical functions, permissible loading, speed
of operation, noise sensitivity, etc. The
manner in which the initial inventory of sub-
structures is determined is discussed in the
second part of this paper.

(1c) n,..rules for interconnecting them such that

the entire system may be distorted into a
problem oriented special purpose computer..."

The items listed in the iuventory are not



in spatial positions relative to each other.
Every effort is to be made to minimize para-
sitic resistance, capacitance and inductance
in the interconnections such that the cir-
cuits may operate at speeds near those of
equivalent fixed circuits. Wherever possible
programmable electronic switching from one
configuration to another will be considered
but manual switching (e.g. soldering iron)
will be considered if it leads to improved
performance. It should be observed that sub-
structures may of course operate in parallel.

(2) To permit computations which are beyond the
capsbilities of the initial system by estab-
lishing characteristics such that the inven-
tory of substructures and the rules for in-
terconnection may be changed as a function of
past experience and new technological advarces.

For example if it is found that an assem-
bly of a number of the inventory items is used
very frequently, then it may be desirable to
introduce that assembly as a separate inven-
tory item with speed optimized fixed wiring.
In fact over longer periods, it may be obser-
ved that some substructures are used so fre-
quently that they should be part of the "fix-
ed" structure general purpose computer so that
there is no need to explicitly specify the
substructure each time it is used.

Figure 1 illustrates the relation between the
Fixed Machine, the Variable Structure part, the
Input-Output, Supervisory Control and the Humans.

IIT. Scope of Study for [F + s |
[+

Investigators at UCLA are now in the process
of studying problems and compiling information
which will permit a first design of the variable
structure computer system.

Major emphasis is being placed on the produc-
tion of a library of substructures. There will be
two primary sources of that library. The first is
the design of configurations for frequently used
subroutines utilized by existing computer centers.
The second is the design of configurations for par-
ticular complex problems of the type listed in the
first part of this paper. 1In the latter problems
many subroutines (substructures) must be linked in
in the integrated process of problem solution.

In each case the computational method is an-
alyzed; other computational methods are studied for
possible increased overall speed; the computationsdl
methods are described in an essentially sequential
form, i.e. the minimum number of elementary opera-
tions which must occur in sequence even if avail-
able equipment is unlimited (excluding total table
lookup); and a recommended special purpose compu-
ter organization is defined assuming some reason-
able equipment constraint.

The simple process of polynomial evaluation is
one which is fairly efficiently handled by the con-
ventional computer. However its discussion below
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serves to highlight the type of evaluation which
may precede the design of any particular special
purpose substructure. Consider the polynomial,

Y =Gy + CyX + eue + CpX" (1)

The most common method called nesting or Horner's
method effects the calculation as

y= (... ((Cnx +0Cp3) x + Cn_g)x +oeee + Co) )

If one assumes that "multiply-accumulate" is in~
cluded in the set of elementary machine operations
then the highly sequential graph of Fig. 2a demon~-
strates the computational flow., If there are no
constraints on equipment, a tree structure of par-
allel arithmetic operations may be used to minimize
the number of sequential steps as illustrated in
Fig. 2b. An intermediate sequence suggested by K.
Ralston makes efficient use of two multipliers
falling just shy of doubling the speed of function
evaluation. The process which consists of essen-
tially separating odd and even terms, factoring,
and using Horners method on the half length poly-
nomials is illustrated in Fig. 2¢ for

y=co+clx+02x2 + eve + CpX" (3)
Yy =0Co + ng2 + oees + szxzm

+x(Cy + C3x2 + oeee + czm+1x2m)
y= (.. ((szx + Copa2) X + C2m-h) X + eee + Co)

+ X (oco ((02m+1x + ch-l) X+ c?m-})

_— +c1) (1)

The simple nesting procedure represented by
Fig. 2a, requires a single multiplier. At each in-
terior time step the result of a previous multiply-
accumulate operation becomes a multiplicand with
the multiplier, x, unchanged and a new constant ad-
ditively introduced. This is a very efficient op-
eration requiring four initial memory accesses for
the instruction and the first three operands fol-
lowed by n multiplication times and n-1 access
times for the additive constants. In a machine
utilizing an anticipatory control the latter con-
stants might be obtained while multiplication was
proceeding. If such a machine provided a multip-
lication time which was a function of the operands
one would obtain the time for polynomial evaluation,

n
the® Ubgccess + 2t
pe ac g™

where txi = the time required for the ith
multiplication

For n = 2m or 2m-1, the process represented by Fig.
2b uses m4l arithmetic units during the first step
with the required number of units reduced accord-
ing to the same relationship at each of the I steps
where
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I < loggn <I+1

There is always a final step utilizing a single
arithmetic unit and resulting in a total of I +1
sequential multiply-accumulate operations. If
only a single arithmetic unit were available the
operations implied by Fig. 2b could be sequentislly
effected in (n + I) multiply accumulate operatiors.
Two arithmetic units would reduce the number of
steps to approximately (n/2 + I). It is also of
some significance to observe that the increased
parallelism reduces the effect of information in
the operands, The time required up to any node in
the tree is determined by the longest computation
time in the branches leading into that node.

The process represented by Fig. 2c¢ uses two
arithmetic units and if we assume two independent
memories the process requires a time,

n n
tpe Y 3taccess * Maxl:é tx21+1’ 3§° tX?J ]

+ txin + txf

where t, n is the time required for the ini-
tial multiplication forming and ty, is the time
required for the final multiplication. Thus this
process is more efficient than that of Fig. 2b for
most ¢ases in which there is a constraint on the
number of available arithmetic units. With two
arithmetic units only m+2 steps are required. What
is the criterion by which one may select among
these various methods? The focus of this computer
system is on increasing the computability of each
problem formulated for it. The criterion for de-
ciding between alternate sets of substructures is
the estimated time for a given amount of computa-
tion or equivalently the amount of computation
achieved in a given time. The alternate substruc-
tures themselves are constrained by the total avail-
able inventory and the inventiveness of the de-
signer. Referring back to the simple polynomial
evaluation, if a problem requires the independent
evaluation of many polynomials, it might be more
efficient to use independent substructures each ex-
ecuting the simple sequential version of Horner's
method. On the other hand if the quantities enter-
ing into one polynomial are dependent upon the cal-
culation of the previous one, the more parallel
substructures will probably be more efficient.
Finally it would be desirable to compare all of the
above with substructures whose design is focussed
on reducing the time of any single multiply-accum~
late operation.

In fact, applications for which the variable
structure computer exhibits its greatest strength
are those which may utilize abnormal number repre-
sentations such as multiple precision, partial pre-
cision or multi-radix representations.

For example, consider the problem of generat-
ing the permutations of n unlike objects, where the
objJective is actually evaluating some function of
the permutation. There are n! such permutations
and so purely the process of systematically gener-
ating them is limited to fairly small values of n.

However, an algorithm was devised by C. B.
Tompkins which made use of a multi-radix represen-
tation of a number representing each permutation.
Some twenty students were asked to program the
generation of these permutations on eleven di.t’ferg
ent modern computers for n = 10, i.e. n! A23.6x10°,
The time estimates ranged from 7 to 34,000 hours.
An extremely simple special purpose accumulator ef-
fecting variable radix addition reduced the estim-
ated time to about 8 seconds.

As a result of design efforts like these a
library of substructures will be produced and then
overlayed to aid the first specification of the
variable structure inventory.

A number of new high speed computers are be-
ing evaluated as possible candidates for the fixed
structure computer. In addition to summarizing
their primary characteristics, the instruction
lists of the several machines are being described
in a common notation in order to make comparison
easier and to intelligently process the following
typical questions.

"Which instructions must be included
in "F" to enhance the overall system
without deteriorating the performance
of "F" alone."

"How simple is it possible to make "F"
because "V" is included in the system?"

"Does "F" permit extension of the nor-
mal word length by nyu2w

"How easy is it for "V" to operate in
parallel on partial word lengths, i.e.
how fast can packed words be trans-
ferred from "F" to nynw

"How much memory should be shared by
ltF" and l!v"?"

These question: e primarily related to WFY -
another se% s typgcg oE the qu}e’stions poi?xted to-

ward the variable structure computer.

Assuning that the first estimate of the in-
ventory of modules in "V" is determined from re-
sults of the above studies, from the overall ex-
perience of the designers and with a necessary
dollar constraint,

n
What is the character of modules which
will permit physical re-organization in
a short time without need for determin-
ing resonances and removing common line
interactions?

"Given a user with a problem what is the
procedure which will lead to the design
of a special purpose computer, to the
specification of modules, their relative
position and interconnection?"

"What procedure can be established to
check such organization rapidly?"

"How can each new structure be described



such that learning operates in the man-
machine system, i.e. the next time sim-
ilar substructures are needed it requirs
much less time from problem statement to
use?"

"How can we design a "cleared" state of
the variable structure computer such
that the variable inventory is inter-
connected like a second "F"--since there
are many problems for which the best we
can do is to provide two computers op-
erating in parallel on different sets
of data?"

"How can the supervisory control exer-
cise its power without affecting the
speed of operation of "F" and wyn2t

"How can the computer system be used to
aid the design of new organizations?"

This list of questions can grow very long but
it serves to display the directions of our thinking

One might expect to find questions of inter-
locks and queueing appearing strongly in a parallel
system like this. However it should be repeated
that the focus of this system will be extending
computability of individual large problems by de-
tailed reorganization of the computer inventory
into parallel special purpose substructures. Hence
the parallel processing is a much more determinis-
tic arrangement than those systems which seek to
optimize the handling of many independent problems.

IV. Conclusion
»

The UCLA development described above is at an
early stage. However we hope to present a first
design in one year se that we may make a proper
target for criticism. We are firmly convinced
that when a special purpose configuration may be
accomplished using available facilities, a new le-
vel of inventiveness will be exercisable.
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HORIZONS IN COMPUTER SYSTEM DESIGN

Walter F. Bauer
Intellectronics L.aboratories
Ramo-Wooldridge
Canoga Park, California

Summary

"Computer system design'', or using
the new phrase '"computer organization design'',
has not received nearly the attention that the
design of circuitry and components has
received. Circuitry and component develop-
ment tend to provide the user with higher
operating speeds at lower cost but do not
necessarily provide the user with a system
easily adaptable to his particular needs. There
is a great need for computers which can be
adapted, as a total system, to the particular
needs of the user. The changing needs of the
user result from considering the computer as
one part of a larger information handling
system where man-machine communication is
of great importance. There are a number of
trends in the organization of computers such
as concurrent operation, modularity, control
hierarchy, and integral interrogation and
display, which help meet the needs of these
more sophisticated applications. Analysis
shows some of the benefits of modular design.
In addition to the design of the computers
themselves, the analysis techniques for inves-
tigating the application, are appearing. These
involve queuing theory and the development of
methodologies for information systems analysis
and the evaluation of computer applications.

Introduction

It is interesting to note the phrase
"computer organization'' in the title of this
session. For some time now, those of us
interested in the broader systems aspects and
user aspects of computer design, have been
using the phrase '"computer system design''.
To many, however, the phrase '"computer
system design'' still has the connotation of
circuitry and component design or even that
branch referred to as "logical\design".
Although Webster defines '"organization'' and
""'system'' with phrases that have identical
meanings, to many the phrase ''computer
organization'' will have a different meaning

than ""computer system'., The former clearly
refers to broader systems aspects of
computers such as instruction repertoire,
communication with magnetic tapes, systems
expandability, etc. Perhaps '"computer
organization' will stick; at any rate, the word
""'system'' is slightly less overworked.

The thesis of my talk is that insuf-
ficient time and energy has been devoted to
the analysis of computer organization; the
developments in organization have been over-
shadowed by developments in circuitry and
components., There have been some recent
developments, however, in computer organiza-
tion which indicate growing emphasis in this
direction. It is my plan to review some of
the changing needs, and the trends in computer
organization to meet these needs, and to
further discuss certain techniques in the
analysis of information handling systems.

The Status of Computer Organization

In the general design of computer
systems, three areas of activity come to
mind: circuits and components, programming,
and systems design or computer organization.
There have been noteworthy developments in
circuitry and components, many of which
could be classified as breakthroughs: the
development of large-scale magnetic core
memories, the development and use of the
transistor, the use of printed circuitry,
and computer automated design techniques.
We are in the midst of still higher speed
circuitry developments with microwave
techniques and nanosecond speeds becoming
discussed more frequently. Similarily, there
have been somewhat less noteworthy, but
significant, developments in programming:
sophisticated compilers, formula translators,
complete programming systems for automatic
computer operation; more recently we have
seen the development of problem oriented
languages such as COBOL (Common Business
Oriented Language) and programs for
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translating between various computer languages.

But the area which has, from my point
of view, received far too little attention, and
the area which we are discﬁssing here this
morning, is computer systems design or
computer organization. Until approximately
1958 there was little progress in system
design. There had been a gradual improvement
in instruction logic with index registers becom-
ing common and certain concepts like the
indirect address, coming into use. The idea
of buffering data between the input - output was
advanced and the interrupt was adopted as a
powerful technique for matching the computer
approach to asynchronous external devices.
While these advances are significant, they do
not in any sense compare with the giant steps
taken in circuitry and component development.

Happily, during the period since 1958,
a number of significant advances have been
made. The idea which now appears as obvious,
of having a computer operate in a truly parallel
fashion was first embodied in the GAMMA 60
and the LARC computers. The designers of
these machines saw the possibilities of increas-
ing speed through having large parts of the
computer operating simultaneously rather than,
or perhaps in addition to, increasing circuitry
speeds. While it cannot be proven that
parallelism or concurrent operation is more
economical than higher speed circuitry, I
believe that few would argue that increased
parallelism can bear fruit and that it has not
been pushed far enough or fast enough.

We are on the verge of other break-

throughs in computer organization. The concept

of modularity coupled with sophisticated intra-
machine communication, such as that found in
the Ramo-Wooldridge RW-400 computer, will
undoubtedly receive a great play in the future.

Application Horizons

For the purposes of our discussion here,
consider the applications field as being divided
into three parts: computing systems, control
systems, and information systems. ''Comput-
ing systems' here refers to the mechanization
by electronic computers of processes which
are being done or can be done semi-automati-
cally or manually. For example, partial
differential equations were solved for many
years by manual means. Similarly, business

data processing was performed by a variety
of machines before the main bulk of the
activity was taken over by the electronic
digital computer. Computing systems
constituted the first application phase of
electronic computers; this application will
continue to grow and flourish and is, and

will remain for many years, the major
application area of digital computers in terms
of dollars spent.

The ''control systems'' applications
area of electronic computers is a much newer
one., Perhaps the first notable control system
was the Air Force's SAGE System for Air
Defense. Other systems such as refinery
process control are appearing. This
applications area is possibly best character -
ized by saying that it provides closed loop
control. It frequently requires specialized
input - output for the computer, and seldom
requires human intervention -- the human only
serves to monitor the process, Indeed, an
important characteristic of control systems
application of computers is that the human can
not carry out the process through manual or
semi-automatic means because of accuracy
requirements, speed requirements, and the
requirement for reliability in spite of
monotony.

But the newest and most exciting
applications area for electronic computers
is the so-called "information systems!'',

The lines of definition between the three
applications areas are not clear cut and it is
difficult in some cases (and unimportant) to
decide in which area a particular application
belongs. However, information systems are
probably best characterized as follows:

1. The computer is imbedded in a
system involving data receipt
from many sources, information processing,
information display, and information
dissemination. The computer itself is a
relatively small part of the operation.

2. Automatic data inputs from remote
sources are part of the system.
Data may be control data or data to be
processed. The familiar digital data link
involving wire communications or radio
communications is employed and speeds up
to 5500 bits per second are achieved.



3. Man-machine relationships are of
the greatest importance. Equip-

ments for the display of information are an
integral part of the system as well as equip-
ments to interrogate the memory of the
computer. Virtually all the memory of the
computer is available to analysts or operators,
and many analysts can consult the memory or
use the computer facility simultaneously.

4. Processing is characterized by
the processing of independent
requests for service. The ratio of tolerable
delay to processing time is low as compared
to most applications of computers for scientific
and business purposes.

5. The requirements for reliability
are very severe. Electronic
failures which cause the complete outage of
the system, are intolerable.

6. The information system must have
the provision for growing as an
integral system. This growth must take place
in an orderly way and without lengthy periods
of inoperability during change over.

7. The system must respond to a
large variety of requests and it
must adapt itself to the particular processing
requirements of the instant.

Any information system may have these
characteristics to varying degrees. In some
cases, some of the characteristics are absent
completely. For example, the requirement
for absolute round-the-clock reliability may
be absent, Another comment is in order:
frequently these so-called information systems
perform closed loop control of devices in
addition to providing information to which humans
react. In other words, the definitions for the
various applications areas here are suggested
to provide general guide lines and not absolute
lines of demarcation,

Needless to say, information systems
is the newest and most sophisticated applica-
tions area for electronic computers, Consider
for example the use of interrogation devices
and display devices in connection with computers.
They are almost non-existent today. However,
they are beginning to appear as standard pieces
of computers and the possible uses of these
devices are appearing in numerous places,
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frequently in unexpected areas.

Quite possibly the market for
information systems will dwarf all other
market areas eventually, The road ahead,
however, is not without its serious obstacles.
Programming techniques must be developed
much further to allow the efficient communi-
cation between man and machine that is made
possible, at least, by hardware inquiry
stations and display devices. The automatic
report generator techniques in computer
programming are a beginning step in this
direction. Also considerably more work must
be done in the overall systems analysis to
make good use of computers. It has been
frequently stated that computers attached
with automatic data input equipment, display
and interrogation equipment can be used by
corporate top management to conduct their
daily business and more specifically, make
computer -aided decisions. Operations
analysis and decision theory must be developed
considerably further before such uses of the
equipment can be made.

Computer Organization Trends

Computer Adaptability

Information systems, however, give
rise to a different set of requirements for the
customer than has been previously seen.
Almost all of the needs can be summed up in
one short comment: There is a need for
computers which can adapt to problems. Up
to this time, computer customers have found
it necessary to adapt their problems to the
computers; the computer is purchased as an
entire off-the-shelf system and the customer
does as best he can to make his problem
conform; gradually the problem fills the
computer and the customer starts all over
again worrying about the next phase.

In the never ending search for speed,
many of the requirements of the customer --
many of which now seem obvious and funda-
mental -- which would make the computer a
saleable item, were neglected. Everybody
wants to sell computers but it seems that
nobody wants to design computers attractive
to buyers.

As stated above, the computer must be
adaptable; it must be adaptable to the particular
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characteristics of the application, it must be
adaptable to the requirements which may change
from minute to minute or from millisecond

to millisecond, and it must be adaptable to
changes which occur throughout the years.

Adaptability can undoubtedly be best
achieved through modularity; the two thoughts
are almost synonomous. Having modular
components which can be added (or deleted)
as the application changes provides the long
term adaptability. Adaptability on a micro-
second-millisecond basis is provided by
connecting the modules by high speed switching
equipment.

Instruction Repertoires

Adaptability to the requirements of the
user can appear in many places. One of these
places is in the instruction repertoire. Some
advances in computer instruction repertoire
have been made during the last few years as I
noted previously., However, techniques do not
exist today to determine in some quantitative
way, the power of a set of instructions as
applied to a given information processing
problem. Perhaps in this connection one should
borrow an idea from the mathematical physicist.
Consider treating a given application as an
abstract vector space which is '""spanned', as
the mathematical physicists say, by the set of
computer instructions. The set of instructions
can be considered to be '"independent'' according
to some definition of "independence'' and as is
done in theoretical physics in the case of a set
of vectors. The set of independent vectors is
"rotated' to minimize the 'energy'" required to
"span the (problem) space'. In other words
the set of instructions should be chosen to be
minimal from the standpoint of the processing
required and with respect to a particular
problem application.

A possibility in instruction logic is the
idea of building computers which can change
their form through changing the set of instruc-
tions they provide. This technique is frequently
referred to as "micro-programming'' and has
fallen into a state of considerable disrepute.
However, there are many good reasons to
exhume the remains. The idea will look
promising with the following provisos: if
the programming is not burdened unduly by a
new set of details, and if the computer can
operate at nearly the same speeds as its wired-

in counterpart, and if criteria can be
established for the intelligent choice of
computer instructions such as is suggested
in the above paragraph. A possibly attractive
idea is to build a basic computer package for
marketing, and design it so that the buyer or
seller can 'particularize' it for a given
application.

In a session! similar to this one at the
EJCC in late 1958, the fact was deplored that
instruction repertoires were not oriented
toward automatic programming and translation
between computer languages. Unfortunately
nothing has happened to make that indictment
less justified.

Information Display and Interrogation

Man-machine communication is under-
going important changes. These changes will
probably result in most large scale computers
being designed from the outset to include
display and interrogation consoles. Our first
computers, and most of our present ones for
that matter, allow the display of perhaps 100
lights to signify the state of the computer or
to provide information to the user -operator.

In most cases, approximately the same number
of on/off switches are available to communicate
with the computer. Of course, these computers
were not specifically designed with sophisti-
cated man-machine communication in mind.
Our modern computers designed for a tight
man-machine communication loop involve

the presentation of thousands of bits to the
user-operator in assimilable form while
allowing him communication switches in
roughly equal numbers. With most systems
currently in use, information in the form of
printed copy comes from the machine; the

user must usually wait hours -- and frequently
days -- before the new set of information,
which he requests as a result of what he has
just previously learned, can be made available.
Not so, of course, with the new display-
interrogation operator consoles such as those
found on the RW -400 computer.

Computer Control Hierarchy

Figure 1 depicts a technique increasing
in popularity in computer design and computer
use -- that of establishing a hierarchy of
computer control. A possible result of this
""status seeking' of computer operations is



shown in the figure. The Systems Management
function is the highest level of control; it would
be responsible for the systéms and procedures
of the operation and the problem priority
requirements. If, for example, a certain class
of problems were not getting the required
service, this level of control would change the
priority of that problem class. The Systems
Management control level would perform
utilization analyses which would provide
information as to possible equipment changes,
and it would provide summaries and records of
the way in which the computer system was used.
Under this hypothetical model, System Control
would be the next control level and would be
responsible for the assignment of equipments to
do a specific problem and for executing the
priorities which were imposed at the higher
control level. It would react to stimuli from
external sources such as digital data links and
the depression of keys at an analyst's console,
it would initiate much of the processing
required when problems are interrupted, and
it would terminate problems as required. At
the Problem Control level, macro-instructions
would be interpreted and the management of
memory would be performed; that is, decisions
would be made here as to where data is to be
stored, and how and where it is to be transferred.
At the Problem Control level, the reactions to
internal stimuli would be handled such as the
interruption of the problem due to lack of data
or the onset of an overflow condition. In
addition, at this level the management,
programming logistics and subroutines would
be performed. The last two levels of control,
Programming Logistics and Data Processing
and Equipment Control, are the usual kinds

of computer control which we have been doing
many years. It might be added that a still
lower level of control could be identified,
namely, ""micro programmed control'.

Whether the control as indicated here
would be carried out by hardware or through
programming is uncertain. Probably most of
the control would be effected through program-
ming although this control is made possible
through hardware. For example, the interrupt
signal enables the reaction of the computer to
external asynchronous occurrences. It
behooves the computer designer to seek ways to
make this control hierarchy easy to achieve
through programming.

The functions of this hypothetical
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control model could be carried out in a time-
shared way by one serially operating computer
or, on the other hand, by computing and
control elements working simultaneously and
to the extent indicated, independently.
Probably the latter technique will be found to
be more effective; there will be a trend toward
physically separate units performing the
indicated control functions.

The importance of a hierarchy in
computer control is that it gives the computer
a self-organizing character. With such a
hierarchy the computer can be introspective
much as the human is, and can continually
monitor the course of its business to
optimize its operations.

Modularity and Reliability

Some of the benefits of a modular-
designed computer have been referred to
above in discussing computer adaptability.
Another advantage of modularity is that it
brings about greater reliability at a lower
cost.

In Figure 2 there is shown a diagram
showing the relationship between modularity
and reliability. On the abscissa is the degree
of modularity of a computer system defined
as 100 minus the percentage of the total
represented by the largest module. If, for
example, the computer was made up of 10
modules, each of which was 10% of the total,
the degree of modularity in this case would
be 90%. The ordinate here refers to the
extra equipment which is needed to provide
a level of reliability equal to that of duplicat-
ing an entire computer system. The solid
curve shows the amount of extra equipment
needed to provide the same degree of
reliability as obtained by doubling up on the
amount of equipment in the case of the
computer with zero modularity. It is assumed
that all modules have the same reliability.

There are many vagaries in interpret-
ing a graph of the kind shown in Figure 2,
and the results there are meant to be more
qualitative than quantitative. However, it can
be shown through simple mathematics that
the computer 90 per cent modular requires
only 30% extra equipment to get the same
reliability as duplicating the entire single
computer with no modularity, where the
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assumption is made that the modules are each
no more reliable than the entire computer
without modularity. The dashed lines showing
the total equipment refer to a rough estimate
of the equipment needed plus a rough estimate
of the additional equipment needed for
communication among the modules. It seems
clear that as the modularity proceeds closer
to 100% -- that is, closer to the transistor or
diode level -- that the equipment needed for
communication becomes very great, and
possibly unbounded in the limit. Experience
plus some analysis shows that there is probably
a minimal point lying somewhere between 80
and 95% degree of modularity.

Computer reliability, modularity, and
control hierarchy, incidentally, team together
in an important way. One of the higher levels
of control, probably System Control of
Figure 1, monitors equipment failures. When
failure occurs the module not in use is switched
in. Or, if all modules are in use, the lower
priority problems are temporarily put aside.
In other words, catastrophic failure does not
occur; the system automatically adapts itself
to carry on the processing with only slightly
degraded performance.

Computer Memories

Progress in the system organization and
use of high speed memories is particularly
lacking. We have made memories bigger and
faster, but that is about all. Some discussion
has taken place of the virtues of small ultra-
high speed memories for '""scratch-pad' use,
and it has been adopted in a few cases. A few
possibilities for new uses have been advanced!
but there has been no embodiment of anything
organizationally or logically new and, more
surprisingly, no analysis has been performed.

Referring to Figure 3, there is a remark
that could be made about the duty cycle of large
scale memories. Probably the curve of memory
usage vs memory size for large scale memories
is similar to that shown in the figure. It
certainly is true that the absolute requirement
for 30,000 words of storage occurs far less
frequently than the requirement for 4, 000 words
of storage. It is realized of course, that this
is a function of the problem and a function of
the programmer's tolerance of red tape
programming logistics. However, since
32,000 words of memory are on hand in the

hypothetical example, there is an extra
capacity as represented by the part of the
rectangle above the curve. This extra
capacity is roughly proportional to the excess
capacity for the memory device in excess of
the "theoretical' amount needed as
delineated by the curve. Therefore, it seems
that if the computer were designed to share
this memory with other problems and if a
system could be devised to switch memory
assignments, the duty cycle of the memory
could be greatly increased and efficiency
would accrue. The curve and the large area
above the curve suggest that a considerable
fraction of the cost of the memory could be
spent in the hardware to effect a sharing of
the memory and still a saving could be
achieved.

Information Systems Analysis

There was reference above to the need
of computers which adapt to problems. The
question immediately arises, however, as to
deciding what the needs of the problems are.
It is clear that if information systems are to
take their respected place in our scientific
world, we must develop ways of analyzing
them.

Queuing Theory

»

One of the disciplines which might be
applied is queuing theory. It was stated above
that information systems are characterized
by a low ratio of tolerable delay to process-
ing time for a service request. It is this
characteristic which makes a queuing theory
approach possible. A non-mathematical
statement of the problem would go something
like this: service requests for the processing
of data arrive on a random basis and it is
desired to know the minimum equipment
necessary to provide the servicing of these
requests while meeting system performance
specifications stated in terms of maximum
tolerable delay or average delay.

Figure 4 shows a curve which relates
the processing speed of a computer system to
the average delay in processing a request.
The curve is similar to that given by Ackley
but the variables have been normalized so as
to make the results generally applicable. An
important implication of this curve is the
following: the average service demand rate



in almost all applications goes up as the system
develops. If the processing speed does not at
the same time go up, the ratio given by the
abscissa is reduced and the average delay
increases as the curve shows. Obviously then,
there is a requirement to have the computer
designed so that its processing speed can change
according to the demand for service so as to
keep the average delay within tolerable bounds
and still not have a period of time when the
system has excess capability and excess cost,
Modular computers provide exactly this ability
to increase their processing speed. Computing
elements can be added to the system to keep
pace with the demand and to keep, consequently,
the average delay bounded.

Information Systems Design Methodologies

In the design of information systems it
is important to develop techniques for
systematically fitting the computer require-
ments to the operation requirements of the
system.

Figure 5 shows a method for carrying
out such a design. The operational require-
ments give rise to the identification of certain
data types, volumes of data, the processing
required, and the distribution of requests for
service. Together they define a problem. If
an initial assumption is made as to the speed
for processing each one of these types of data,
the entire process can be analyzed. Probably
the technique used here is simulation by large
scale digital computer. This gives rise to
information on the average length of delays
which, when compared with the delay require-
ments imposed by the operational character-
istics of the system, will determine whether the
service is tolerable or not. If the service is
intolerable, then assumptions must be changed
as to the speed with which the processing is
performed. Having determined that the
service is tolerable, and having determined
the speed requirements, an analysis can be
made to determine the complement of
equipment necessary. After this is done, the
total system is analyzed in view of program-
ming requirements to determine whether the
design is in all respects acceptable. Possible
imbalances in the service or in the amount
of equipment can result in a further analysis
and a change in the equipment complement.

An analysis was performed at Ramo-

47
1.4

Wooldridge similar to this and was reported
by Rothman?; the results are shown in

Figure 6. The problem mix gives the
characteristics of the problem. For example,
50% of the problem required servicing
requests which had to be completed on an
average of 0.5 minutes and with a total
processing time of 1.5 minutes. Poisson
distributions were assumed and the frequency
of arrivals is given essentially by the
abscissa in terms of the average number of
requests arriving translated to the number of
computers to handle this average load. The
zero per cent curve shows that if the number
of computers equals the average load, then
there is a zero probability of servicing the
problem mix. As an excess of computers is
applied, service improves as the results
indicate.

In many cases, however, the queuing
theory approach is not applicable. There is
a need for a more general approach to
evaluating the applicability of a computer to a
given problem. What is sorely needed then is
a technique for developing the important and
significant characteristics of problems and,
likewise, the important and significant
characteristics of computers.

The general thought is portrayed in
Figure 7 where, starting with the general
problem characteristics and the general
computer characteristics, a problem model
of general applicability and a computer model
of general applicability, results. (The author
is indebted to S. Rothman of Ramo-Wooldridge
for stimulating discussions on the subject.)
If a specific problem is described in terms of
this general problem, and a specific computer
is described in terms of this general computer
module, the theoretical performance of that
computer involving the particular problem
would be obtained. If the model were deemed
sufficiently valid, the results then at this
point would be useful. In the development of
the methodology however, it would probably be
desirable to compare the theoretical
performance with the actual performance,
providing that the specific problem had been
already solved by a specific computer. By
making this comparison one determines what
problem model changes and what computer
model changes are necessary. These then can
be sent back to improve the problem model
and the computer model.
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Conclusion

That there has been little progress in
computer system design or organization stems
from the fact that computer technology is
relatively new. That excuse, of course, ages
rapidly. A contributing factor is that most
commerical computer manufacturers are
inherently conservative, and see increased
circuit speed as the only solution. Unfortu-
nately other groups which are in a position to
promote progress, have not always been
sufficiently perceptive. However, ''right is
might'', and the fruits of these approaches
will most likely become increasingly manifest.
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Summary

The main objectives of this paper are to
present a mlti-level file stmcture for natural
or textual language,and a computer algorithm which
logically associates elements of the presented
file structure. These objectives are met by
showing how the formalized data is mapped into a
vocabulary that is amenable to automatic computa=
tion, This vocabulary consists of a set of ine
dices which retain the syntactual association of
the inputs, These sets of indices constitute a
file organization which employs an associative
list=type structure of the type utilized by
Newell, Simon and Shaw in their Information Pro=-
cessing Language. !

The problems of natural language input and
how they are surmounted are described. The de~
tailed multi~level file structure can be used
with systems whose input includes textual language
that may be structured or formalized into an
"attribute~-attribute value" format, whose accuracy
and/or reliability is questionable, and which is
received in disjointed elements that have to be
synthesized into meaningful associations,.

I, Introduction

This paper is concerned with an application
of digital computers to the field of information
processing, In particular, we shall restrict
ourselves to the processing of highly formalized
information specified in a natural language,
exhibiting characteristics which prove it a source
of data for automatic development, Although the
automatic development of information is restricted
to formalized data alone, information of a non=-
formalized nature which relates to the formalized
data can be retrieved also by these techniques.

In the first portion of the paper, a multi-
level file structure to accommodate the process=-
ing of the information is developed, An appli-
cation ntilizing this file structure is then made
to illustrate its usage in the retrieval and
association of data already existing in the sys-
tem.

The work reported on in this paper was
sponsored by OACSI, the Office of the Assistant
Chief of Staff for Intelligence, Hq. Department
of the Army, The work is part of a study nick-
named Project ACSI-MATIC, concerned with the
potential uses of modern data-processing equip~
ment and procedures in the activities of certain

headquarters military intelligence operations of
the UeS, AI'KYVQ

The nature of the problem can best be char-
acterized by describing it as one in which the
processing of free language plays an extensive
role., This is a consequence of the fact that the
basic input to the system is in the form of re-
ports and documents in which pertinent events and
conditions have their statement largely in a nar-
rative language. In the computer approach which
has been proposed as a solution, this narrative
characteristic of the input is formalized in or-
der to take advantage of the computert's ability
to process information.

A prerequisite for the utilization of this
ability of the computer is the necessity to elicit
formalized information from the input.e The sub-
stance of the information in the input was sub-
jected to a detailed investigation to determine
whether or not a formalized structure could be im~
posed upon it. A set of formal categories was
determined in the consideration of the body of in-
formation constituting input to the system. These
categories are descriptive of the major elements
which the system encompasses and have relation-
ships among themselves which reflect similar re-
lationships between the elements which they repre-
sente The elements enter into relationships of
synonymity and hierarchy which the system must
establish and confirm,

The specific set of categories chosen are
termed descriptors of the system. A particular
instance in a category or descriptor class has
been termed a descriptee. There is a set of des-
criptor classes which has the special feature that
a single descriptee in any one of these descriptor
classes uniquely identifies a major element of the
system. Any descriptee from a descriptor class in
the special set has this property. An associative
relationship can be established for any set of
descriptees in these special classes which denote
the same element, The special descriptor classes
having this feature are called biunique descrip-
tors, and the descriptees included in them are
called biunique descriptees,

With the descriptor classes explicitly
formilated, the descriptees can be recognized and
extracted from the input documents, An input
specialist then assembles these descriptees into
modules called multiplets which form the basic
source of material for automatic processing in the
system, These miltiplets are stylized aggregates
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of descriptees wherein the descriptor classes
represented provides an index to the special as-
sembly of subroutines in the internal system which
the multiplet requires in order to provide for its
full development, This is a consequence of the
fact that relationships between the descriptees in
the multiplet have been predetermined and are de-
pendent upon those descriptor classes represented.

A typical multiplet of information to the
system would be as follows: (D, x3; C, %23 L, x3)a
It reads that the descriptee x; of the descriptor
class D is related in a unique way to the des-
criptee x5 of the descriptor class C and is loca-
ted at x3 (the location descriptor class is indi-
cated by L)e

When the multiplets of descriptees are ex-
tracted from an input document there usually re-
mains a residue of information which has perti-
nence to the problem, which must enter into the
systems These fragments, as they are called, do
not participate in automatic processing within
the system, but serve as a background against
which the associated multiplets can be better de-
veloped, The associated multiplet provides a co-
ordinated index to this fragment. A basic feature
of the system is this relationship between multi-
plet and fragment and the manner in which it is
preserved,

As an introduction to the file structure,
the automatic development that takes place with
respect to an input multiplet will be briefly dis-
cussed, There are two stages of development of
the mltiplet, The first stage develops and
standardizes the descriptees within the multiplet,
independent of the other descriptees, The second
stage utilizes the specific combination of ele-
ments comprising a multiplet.

The first stage of development is best il-
lustrated by the following simple example: The
desired machine input when locations are mentioned
might be coordinate, city, and state, if a ecity is
mentioned, However, inputs to the system might
contain a coordinate and city without mention of a
state, It is therefore necessary to develop the
descriptee and standardize it before further pro-
cessing commences so that at a later date one can
retrieve the information under the hierarchic lo-
cation term "state", Unless the data is initially
developed before decisions are made about it, both
information processing and information retrieval
might be difficult and time consuming, if not im~
possible, The adequacy of information retrieval
is to a large degree determined in the input stage.

After initial development and standardiza-
tion of the information contained within the mul-
tiplet, it is then possible to process the data
against the existing information., The system
logic, the content of the files, and the input in-
formation define the processing that takes place
within the formalized files, In a sense each
multiplet determines its own processing through
the systeme The objective of processing

multiplets is to categorize the information with
respect to all other information within the files,
To categorize the information a substantial amount
of retrieval and association of data is of'ten re-
quired, Another portion of the system logic
specifies whether or not attempts should be made
to search for, retrieve, and determine associa-
tions between the input item and the file infor-
mation, If it is so specified and associated in-
formation exists, the machine logic augments the
input miltiplet with the associated data and at~
tempts to categorize this new multiplet (testing
for consistency, completeness, etc,). Rules are
specified whereby the machine can automatically
resolve certain situnations of a general nature.
In clearly defined and precise situations the ma-
chine simulates mants intelligence.

Throughout the system man plays an important
role in analysis and decision making required
with respect to the data. Based upon the cate~
gorization of the information the man must speci-
fy what the ultimate conclusion of the machine
processing should be., At the present stage of
development the machine logic only determines the
consistency consequences of decisions, but it is
dependent upon the man for the final disposition
of the results.

The ability of the system to logically as-
sociate information is important for two reasons,
In the first place, by associating the informa-
tion in the multiplet with other multiplets, it
might be possible to relate terms that previously
did not appear to be related giving man the capa-
bility to retrieve information that he would not
have been able to obtain had the multiplet been
disassociated, Secondly, forming associations is
useful for systematically purging data from the
file of information to auntomatically retire dataes
This is an effective way to keep a dynamic system
from growing beyond the bounds of computer stor-
age media., Retirement of outmoded data is the
only long-range effective means of maintaining an
efficient system,

II, The Multi-Level File Structure

The multi-leveled file structure accommo~
dates information at various levels of formaliza-
tion and authenticity. The more highly organized
information is separated from the incomplete or
unauthenticated data and is available as a guide
to the other information. One system objective
is to elevate information from the unauthentica-
ted class to the authenticated class, The abil-
ity to form associations facilitates this func-
tion, This structure can be generalized to ac~
comodate systems where information entering it
has the following propertiess firstly, it can
be formalized in the sense described abovej sec—

ondly, it is questionable in regard to its ac-
curacy and reliability; and finally, it has the
property of being received in disjoint elements
vhich have to be synthesized into meaningful
associations that will yield maximum information
contente The following description, although
oriented towards one particular problem,



represents a file structure applicable to a broad
class of systems,

The multi~level file structure has these
components:
l, Glossaries
2. Index Files
3. Buffer Files
lis Information Files
ae Authenticated Files
be Intermediate File

The Glossaries are a series of files which
serve first to standardize and develop the various
alternatives which occur for descriptees associa-
ted with certain descriptor classes, Certain
descriptor classes will have Glossaries associated
with thems The incoming multiplets are initially
processed into the system through these Glossaries
and are rendered into a vocabulary amenable to the
computing systems In addition to this function
the Glossaries may serve as Index Files (Index
Files are explained below), Glossaries are or-
dered in a natural sequence depending upon the
class,

Each descriptor class has an Index File as~
sociated with it unless a Glossary is utilized in
this capacity. These files are essentially lists
of descriptees segregated into their respective
descriptor classes., Index Files represent a
second level of file organization and are uti-
lized as directories to the Information Files,
that is, to authenticated multiplets in the Au~
thenticated Files, and to the unauthenticated
multiplets and the non-formalized data in the In-
termediate File, The latter is accomplished by
associating with each descriptee a machine address
wherein this information is located, This machine
address constitutes part of the Buffer Files to be
explained shortly., EFach Index File is ordered in
a sequence natural to it (alphabetic, mmeric,
etcs)e The format of an entry in an Index File is
(descriptee; reference to a Buffer Address), The
subset of Index Files relating to descriptor
classes containing only biunique descriptees is
termed the Biunique Descriptor Index File and will
be utilized later in the paper.

The third level of files are the Buffer
Files. To comprehend this file it will be neces-
sary to specify what happens to a message when it
enters the system, With every such message is
assigned a unique machine address location, termed
an index, This index refers to the location where
the mltiplet, auxiliary data, and the non-formal-
ized textual information (fragment) is retained;
that is, the address of the item in the Inter-
mediate File explained below, If as a result of
processing, (either by man or machine), the in-
formation is authenticated, the machine 1ocation
of the authenticated informatlon is also noted,
The index, or the machine address of the multiplet,
is placed in the Buffer File portfolio of each
descriptee occurring in the mltiplet.

To be more explicit, the format of an entry
in one of the Buffer Files is: (indexr Ip, Ls).
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As has been stated, the index relates to an Infor-
mation File address of the multiplet., This is
actually an address in some storage medium; pre-
ferably random access. The symbols L, and L,
represent links to the descriptee pox%folio. This
portfolio or 1list is maintained in order according
to the index rumber. The link L., associated with
the first index in the list, is the address of a
previous index in the descriptee portfolio; the
link Lo, associated with this index, is in turn
the address of the next index in the portfolioce
The 1ist of indices is cyclic, i.e. the last in-
dex in the list is linked to the first index.
Therefore it is possible to retrieve an entire
portfolio of indices by entering at the first ad-
dress as provided by the particular descriptee, or
more important, by entering at any point on the
portfolio chain, Furthermore, the chain need not
be given sequentially; it may be scattered through-
out the file., This last fact permits a most im-
portant and useful file structure, namely all in-
dices within a descriptor class of the Buffer File
can be sorted in ascending order with the index as
a keye. The actual sort may be accomplished by
either listing these indices in sequential sorted
order or by listing in random order using two
links L3 and L), appended to the index, This file
structure obviates a great deal of search time
since the relative position of an index may be de~
termined within a small area of the Buffer File
and only this area need be searched for a particu~
lar indexe.

It should be emphasized at this point that
in contrast to data of variable length contained
within the Index Files, the entries of the Buffer
Files are of fixed length, This allows the Buf-
fer File entries to be utilized easily when re=-
quired in processing, As will be shown subse-
quently, considerable usage is made of the indices
contained in this file during the processing and
association of data relevant to incoming messages.

The Information Files are a set of files
which contain modules of associated descriptees
and related information wherein the associations
satisfy certain specific system criteria, These
files represent the main repositories of succinect
and organized information about the descriptor
classes of the system, and, as such, are the
principle cource of data for the compilation of
special summaries and for replies to interroga-
tions,

One system goal is to determine the authen-
ticity of information, This has dictated a defi-
nition of the Information Files into two distinet
filess The Authenticated File (AF) and the
Intermediate File (IF), If a multiplet is estab-
Jished (by some means) to be authentic, it is
placed in the AF; otherwise it is placed in the
IF, The Authenticated File contains, in addition
to the authenticated multiplets, certain auxiliary
information such as dates,

The Intermediate File is the file into
which is placed the entire input message, composed
of mitiplet, fragment, and any auxiliary
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auxiliary information peculiar to the system
(eeges date of receipt of input, source of input,
etc.) when the information has yet to be authenti-
cateds The location where this input message is
placed in the storage medium provides the index
for use in the Buffer Index Files, as explained
before,

III, Usage of the Multi-Level File Structure

The purpose of this section is to illustrate
the usage of the multi-level file structure to
determine associations that may exist between
miltiplets residing within the system. Suppose
that it is desired to examine the textual material
within the fragments in the Intermediate File re-
lating to some descriptee or combination of des-
criptees which appear in the Index Files, Given
each descriptee, it is possible to retrieve its
portfolio of Buffer File indices and utilizing
some combination of the Intermediate File indices
contained in these portfolios (e.g., their union
or intersection) it is possible to retrieve the
desired textual information. The file structure,
although oriented towards formalized data, can be
utilized to retrieve non-formalized data., The
technique for retrieving formalized data from the
Information Files is identical.

The process of developing information to
the extent that a more inclusive fact can be de~
duced from more than one inclusive fact has been
termed "cycle and string formation', The process
of determining cycles or strings depends upon
whether or not biunique descriptees are contained
in the multiplet. Furthermore, the method re-
mains applicable if more biunique descriptors are
added to the system other than originally contem-
plated,

Cycles and strings are defined as follows:
Two multiplets are said to be logically associated
if they have at least one biunique descriptee in
common, Then, if the multliplets can be ordered
such that the first is logically associated with
the second which in turn is logically associated
with a third, etc., a cycle of n constituent
mltiplets exist if the nth mil¥iplet is logical~
1y associated with the first. In a cycle a par-
ticular multiplet is logically associated with at
Jeast two multiplets: the preceding and follow-
ing miltipletss If n multiplets may be logically
associated in a manner where a particular multi-
Plet is logically associated with only one other
multiplet, a string of n constituent muliiplets
enst.

An example of each is shown in the figure 1,
where the ABCD multiplet is logically associated
with the ECFG multiplet through the descriptee C.
In like manner the ECFG mmltiplet is logically
associated with the HFKL multiplet through the
descriptee F, Likewise the HFKL multiplet is
logically associated with the BHIJ mltiplet,
which in turn is associated with the ABCD multi~
plet through the descriptee B. Notice that the
loop BCFH is indeed a cycle in the graph-theore-
tic sense--hence, the name, If the BHIJ multiplet

were absent, the string BCF would be defined.

Whenever cycles and strings are determined,
the constituent multiplets describe the same sub-
jecte It is therefore possible to integrate the
multiplets into one mltiplet, A1l of the des-
criptees in these constituent multiplets are not
necessarily required for cycle and string forma-
tion, It is possible for biunique, as well as
for non-biunique descriptees of one multiplet, to
contradict the corresponding descriptees in
another miltiplet. Those descriptees of multi-
plets which are not required for cycle and string
formation are termed the residual cycle or resi-
dual string,

Cycles and strings are to be formed using
all multiplets relevant to a particular input
miltiplet, It is necessary that all multiplets
relevant to the input multiplet be retrievable
or reconstructable, In actuality, this is re-
quired only for the biunique descriptees of the
miltiplets. To retrieve these multiplets di-
rectly is time consuming, particularly since
there may exist many levels of relevant multi-
plets, To reconstruct the biunique portions of
these multiplets is the interesting approach,
It will be shown that this can be accomplished
exclugively via the Biunique Descriptee Index
File and Buffer Files,

No matter how cycles and strings are deter-
mined, the complete technique is a three phase
operations

Phase 1. Retrieve all multiplets relevant

to a particular multiplet

Phase 2, Form all possible cycles and

strings

Phase 3., Validate these cycles and strings.
These phases shall be discussed in order after
introducing the notation to be used.

Assume first that all multiplets relevant to
the input message have been retrieved. Let there
exist a total of n biunique descriptor classes
in the retrieved multiplets, Then for the jth
biunique descriptor class let t; be the total
mumber of biunique descriptees gf the jth class
contained in all these multiplets. Dencte the
ith descriptee in the jth descriptor class to be
Dij3 (leie 53 l<j<n), Now it is possible
that a particular descriptee occurs in more than
one miltiplete The list of indices to multiplets
containing the descriptee Dy; is denoted L
(lzis< 53 1< j=<n), These lists of indices are
the desired output of Phase 1 which is the input
to Phase 2,

The technique of retrieving these lists,
which will be used in reconstructing the biunique
descriptee portions of all multiplets, is ac~-
complished as follows:

1, Examine the Index File for those bi-
unique descriptees contained in the input multi-
plet. For those that exist, retrieve the associ-
ated Buffer File portfolios or lists of indices,
Bach portfolio will be found in that section of



the buffer file corresponding to the descriptor
class of the associated descriptee, Add the in-
dex of the input multiplet to these lists tagged
with the appropriate Lij'

2o Starting with the first index of the
first portfolio, "search" the other sections of
the Biunique Descriptee buffer file for this in-
dex, This required search utilizes the relative
magnitude of the particular index and the sorted
order of each section of indices; therefore, the
"search" time is comparable to "function table
lookup"™ time, When an index is found, retrieve
that portfolio in which it is contained unless it
was retrieved earlier, Tag these portfolios or
lists with the appropriate Ljse Since there can
be only one descriptee for a particular descrip-
tor in a given multiplet, the same index cannot
be a member of more than one portfolio in any one
deseriptor class section of the tuffer file,
Therefore, there is no need to M"search" the same
section of the buffer file for indices contained
in an associated Lij'

Repeat this procedure for all port~

folios determined.

3¢ When all portfolios have been processed
as in step two (2), all lists Liy of indices to
relevant multiplets have been de%ermined. Retain
these lists as they are but merge all of the in-
dices into increasing sequence, eliminating dup~
lications to form a list, S of p indices, Order
this list in increasing sequence.

The required merge utilizes the sorted
order of all relevant portfolios,
ke For each descriptee list,
Lij; (1= ie ty3 1< j<n), form a corresponding
binary number L{ of p bits whose qth bit is 1 if

and only if the qth index in S is contained in
Lij' Now consider the binary numbers Lij

(12 i= tj; 1= j<n), An examination of these

n
m =.‘_z:‘t j binary numbers placed such that
iz
their qth bits are in vertical alignment reveals
a reconstruction of the biunique descriptee por-
tion of that multiplet whose index is the qth
element of 5, Multiplets are reconstructed
vertically and all multiplets containing the same
descriptee are represented horizontally,.

This completes the first phase of the cycle
and string process; that is, all multiplets rele-
vant to a particular miltiplet have been retrieved;
furthermore, the biunique descriptee portions of
these multiplets have been reconstructed,

Phase 2, that is the formation of cycles
and strings, will be accomplished by a logical
product operation on the binary numbers L}. and
the result used as a mask on S, The operations
employed are now defined,

a. Logical product, denoted by N, pro-
duces from two binary numbers a binary number
whose qth bit is zero if and only if one or both
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of the qth bits of the two binary mumbers are
ZEeroe
be. Masking, denoted by M, vroduces from &
list of p elements, S, and a binary mumber of p
bits, a 1list of elements from S which are in the
same relative position as the non-zero bits in
the binary number, Thus, for example, if we let
the binary mmber L, mask S we obtain the list
of indices Lij. Notationally this is written:

1

Then, the actual determination of cycles
and strings is as follows:

Se Perform:

(Lj; n L.) M S == 5 (i,3;r,s) for (1)

(12 retg; j¥leszng 1= iétj; 1£j<n)

where S(i,j;r,s) are lists of indices of all
relevant multiplets containing both the ith des-
criptee of the jth descriptor class and the rth
descriptee of the sth descriptor class,

6, 1If the results of the gth product-mask
operation (1) are non-vacuous, S(i,jjr,s) is
stored and its address is placed in the gqth posi-
tion of a 1list H, capable of holding

It Tt

i K

=1 K= @)
memory addresses, If the results of a logical
product is empty (no multiplets exist which con-
tain both descriptees Djj and Dpg indicated by
(1) ), store a word of zeros (or some symbol)
indicating this fact in the list H, Let the
first element of H be he

Before contimuing the algorithm, it is
necessary to present the reasons for developing
the 1list H and indicate generally how this list
is used, Cycles and strings are determined by
choosing a fixed descriptee for each descriptor
class, If at least two of the chosen descriptees
exist in one or more multiplets, these multiplets
are eligible to be constituent multiplets of a
cycle or string., From this class of eligible
multiplets, a cycle or string is formed depending
upon which multiplets can be logically associated,
A1]1 cycles and strings are determined by repeat~
ing this process for all descriptee sets formed
by choosing one and only one descriptee from each
descriptor class, Since there are t) descriptees
for the kth descriptor, each one of these des~
criptors must be considered in combination with

all of the other descriptees, Thus, there exists

ﬁ tj sets Iy, which must be examined for

3=y

cycles and strings, Every set I ;(1<v = ?I t3)
n(n-1 J=1

has at most sets of non-vacuous relevant

indices 5(i,jsr,s)s In all probability, these

subsets will not contain the same number of items
(or indices) for all values of (i,j) and (r,s)e



58
2.1

One function of the list H is to obviate the
search for particular subsets of indices
S(i,j3rys) in cycle and string formation,

The existence of cycles and strings is de=-
termined in part by knowing if at least two bi-
unique descriptees occur in at least one multi-
plets It is unimportant what the multiplets aree
In other words, cycle and string existence is de-
termined in part by noting if the sets S{i,jjr,s)
are non vacuous, The list H contains the ad-
dresses of the non-vacuous sets S(i,j;r,s), and a
"roid" symbol for the vacuous sets of relevant
indices. Therefore this list of constant size
items is used to determine cycle and string exis-
tence instead of the list of indices S(i,jjr,s)e

It is noted in passing that this list of
at}dresst'as could contain the binary numbers
Lij n Lrs instead of the addresses of the sets

5{i,jsr,s) obtained after masking the list S of
all relevant indices by the particular binary
mmber, Then the "void" symbol is binary zero.

Te Now continmuing the algorithm, the
existence of cycles and strings is determined by
examining the addresses of the vth set of rele-
vant indices Iye The elements of Iy depend upon
which particular descriptees are chosen for each
of the n descriptor classes. Then, for the jth
descriptor, a particular descriptee shall be
termed Dij’j3 (1< ijftj; 1<j<n), The set of

n
address of I, (1¢v éJH tj), contained in the
=1

list Hy is determined in a systematic manner by
computing for j=l:

n n .

Sty — Sty Ls]

[(h—l)v&ij p
y=)91  z=5

and for j>13 3)

-t . on n .
[(h—|)+ Zt, Tt i Zty=3 tz+ls]
w=t X=w>l ‘_|=\5"" 2=5
for the range of values: (j+l£s=n; 1=j<n) and
(1£' in ﬁtn; 1éin~1£ tn"l $ecel 1éilét1)o

8« Then, for the addresses determined for
n
each Iy (1£ v £ .H ‘bj)t
J=

A cycle exists if there exists a sub-
set of these addresses such that every cor-
responding (i,j) and (r,s) in Iy appears at
least twice,

A string exists if the cycle criterion
holds for all but two and only two of the
(1,3) and (r,s).

The constituent multiplets of the cycle or
string are in both cases those multiplets whose
indices are contained in the sets S(i,jjr,s) with
the restriction that only one (but any one) index
be selected from each set, If there exists more

than one element in a set S(i,jjrys) there exists
more than one set of constituent multiplets which
form the same cycle or string, This completes
the second phase of the cycle and string forma-
tion algorithm.

After a cycle or string has been determined,
its authenticity is established in the phase 3 of
the algorithme This may be accomplished in part
by examining the fragmentary information (dates,
sources of information, etc,) associated with the
constituent mltiplets, Furthermore, the validity
of a cycle is strengthened by the non-existence
and/or the resolvability of residual descriptee
contradictions, Other tests of authenticity may
be devised on the basis of multiplet "content or
information contained, If a cycle or string and/
or its associated integrated multiplet passes all
validity tests, it must be processed through the
system logic to determine Authenticated File cone
tradictions, The final disposition of a cycle or
string and its constituent multiplets is dependent
upon the particular application,.

It should be noted that all cycles and
strings are determined by the given technique af-
ter all relevant multiplets have been identified
and then reconstructed; thus, the first phase of
the technique may be used as a device to retrieve
all relevant multiplets., More important, notice
that the only time the narrative information was
used occurred in determining the existence of bi-
unique descriptees in the input information and
in the final authentication of an existing cycle
or string, Otherwise, all of the presented pro-
cessing of information in cycle formation is ac-
complished by use of only the indices in the Buf-
fer Files, Thus, an important characteristic of
the presented file structure is the ability to
associate information, accomplish certain types of
processing, etces, using the fixed format indices
instead of the narrative form of the information.

IV, Conclusions

It has been shown how the elements of the
proposed information-processing system have been
formalized in order that they can be incorporated
into a machine system, A file structure has been
established to encompass these formalized elements
to provide for their full development. The for-
malization of elements receives its ultimate ex~
pression in the establishment of the Buffer File
indices which have a fixed~field format, and thus
lend themselves readily to automatic manipulation,
These Buffer indices with the associated des-
criptees provide a powerful tool not only for
automatic manipulation of data, but also in its
retrieval for marmal manipulation.

The stylization of the input data, as was
shown, is but the first step in the complete
formalization of information within the system.
The ultimate consequence is the emergence of the
milti-level file structure which it is believed
will facilitate the development of the desired
information, This is accomplished in a file
structure that accommodates a variety of



information in different stages of development
and authenticity. Also, it is believed that ine
coming information has been efficiently factored
into terms which provide a full key which has
reference back to the incoming data. These terms
(essentially descriptees) become entries into the
Index Files, The mechanism of the Buffer Indices
insures a facile method for the reconstitution
of these terms into aggregates which may even be
more organized and revealing than those found in
the original input.

The marmal aspects of the proposed system
should not be overlooked, One of the mamal fea-
tures arises due to the complexity of the infor-
mation involved; i.es it may occur in one of the
processing routines that an impasse arises because
of unresolvable contradictions or lack of infor-
mation, at which point, the machine signals for
mamal intervention, It may occur that the man is
able to resolve the difficulty without further ac-
cess to information within the machine, The full
textual information in the form of fragments rele-
vant to the situation within the Intermediate File
is available for resolution if necessary, and is
supplied to the man through the various interro-
gation mechanisms available, In addition, every
automatic process has decision points at which the
process may signal the altermative it has chosen,
and if the man disagrees with it, he may inhibit
this alternative and pursue his owne It is be-
lieved that the proposed system achieves a balance
between a man and a machine, allocating to each
the duties for which they have the best capability.
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SYMBOLIC LOGIC IN LANGUAGE ENGINEERING

H. M. Semarne

Research Programming Coordinator
Douglas Aircraft Company, lInc.
Santa Monica, California

Introduction

Not long ago, information activities were still
considered merely incidental to the technical
operations of industrial concerns, while such
activities are now fast becoming a tangible
portion of company efforts. The problems of
information storage and retrieval increase even
while solution methods are being studied. There
is an urgent need for new techniques which will
enable clerical help with machines to carry out
searches, thus |iberating engineers and scien-
tists for work on technical probiems. These, in
turn, include the problems of documentation re-
search.

In order to organize the use of recorded knowl-
edge, it is obviously desirable tfo:

. Classify all information to be stored;

2. Correlate all facts to guide future
decisions;

3. Select recorded information relative to
a given problem.

The development of a large-scale retrieval sys-
tem will largely depend on the resuits of work
in the classification of concepts rather than of
words. There is |ifttle sense in classifying
words to organize information because the irra-
tional, natural language of a document is hardly
ever the best systematic language for use in a
machine. This difficulty is a serious obstacle
to the accurate correlation of recorded facts
and, by extension, to phrase-by~phrase trans-
lation from one natural language info another.
Since natural languages are rather inefficient
tools for the symbolic expression of ideas, the
methods of symbolic logic can be employed to
analyze, formulate, and correlate these ideas be-
fore they are used, '"couched in the capricious
imagery of words', so fo say.

Making use of the symbolic logic truth-matrix
computer technique discussed in earlier papers

I, 2, and of other logic methods, it is possible
to construct decision-devices useful in the clas-
sification, correlation, and selection of docu-
ments, as well as in the machine translation of
languages. The basis of the symbolic logic ap-
proach is non-arithmetical. It features a very
flexible matching ability. The approach, general
with respect to machinery, does not suffer from
the handicap of a searching program written ex-
pressly for an existing special-purpose machine.
The latter may operate by quasi-mathematical

processes, and entail long strefches of 'house-
keeping" operations.

Another important consideration in the pianning
of an information retrieval system is its adapt-
ability to expansion. It is one of the purposes
of the symbolic logic methods to provide for the
eventual embedding of the present system in one
of far greater scope, preferably in nesting-
block fashion.

The approach taken is not to be confused with
one |imited fo the use of the logic of collec-
tions of messages without regard for meaning.

It is here intended to do more than merely cata-
log the frequencies of musical tones in hopes of
having someone perceive a melody.

The Progressive Stages Of Logic Analysis

The techniques of mathematical or symbolic logic
which underlie the proposed approach to documen-
tation research will be discussed only insofar
as fthey go beyond the rudiments of this disci-
pline as given in textbooks on symbolic logic or,
in part, in |, 2. It is the object of the pres-
ent paper to show how symbolic logic, as a tool,
can be inftroduced gradually into the problems of
information storage and machine searching and
translation, just as the scope and the flexi-
bility of the system developed are gradually in-
creased.

I. Seven two-propositional functors and
denial (Figure |) are used to analyze
the relationships of & body of infor-
mation and to separate out various
classes of factors. The retationships
thus brought out might go unnoticed in
the confusing form in which information,
such as a large group of observational
data, or a set of statements in a nat-
ural language, is usually available.
For instance, a chemist may encounter
this:

A white crystalline solid contains ni-
trogen. Its melting point is |14° and
the solubility division is W. The aque-
ous solution is neutral to [|itmus.

When the solid is heated, it distils at
222°; water is evolved during this dis-
tillation. The distillate reacts with
nitrous acid tfo form a water soluble
acid that boils at 118°.
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A logic statement corresponding to this
description may be given as:
(see Figure 2 for proposition-key)

KKKNaKcNdCcPab
KNge

KKKi jk

Kqr \
KPonm

Kuv

Kglz

Note that for propositions k,l,m, and z
table-lookup is indicated

By means of the basic two-propositional
functors, the truth-matrix technique ofl
and a method of encoding and matching
through the characteristics (truth-
values) of statements, a convenient and
versatile basis is provided for search-
ing, sorting and selecting operations.
(see exampie below)

Group-theoretical relations> among the
characteristics can be used to simplify
considerably the making of decisions.
Tedious operations commonly performed by
Boolean algebra are thus paralleled by a
binary matching technique which makes
possible the ordering of otherwise very
unwieldy clusters of statements.

Through this technique, simplification
and normalization (i.e. transcription
info the form using only and, or, not)
become automatic.

All the characteristics of a given num-
ber of propositions form a finite
Abelian group with respect to the opera-
tionA. By comparing characteristics
through the equivalence operation - |

if a pair of bits is alike, O otherwise -
it is possible to have the machine find
group elements which have the simplest
symbol equivalents.

e.g., the expression

VKVNPabcNVVNSabNSbceNSacKKabe

has characteristic O | | O { 0 O |

(Figure 3)

Testing the characteristic of a:

O 1 101001 characteristic

Q0001 111l a

1001 1 00 1 by E-(equivalence)
operation

011001 1 0 inverse, (by N-opera-
tion) this indicates
the presence of the A-
operation
bAc

—|O
— O

—|O

tautology proves this

Hence, the expression simplifies to
aN(bAc)

or AaAbc

or, in normal form, (since Axy is the
same as VKNyxKNyx)
VKNVKNcbKNbcaKNaVKNcbKNbc

4. Probabilistic weighting factors can be
admitted to provide for the statistical
handling of information. For example,
they could serve for machine-decisions
concerning pertinency ratings of docu-
ments retrieved.

For example, a materials engineer may
make the following request: What rubber
material should be used in a certain O-
ring packing exposed to organic phosphate
ester hydraulic fluid on the inside sur-
face and atmospheric oxygen on the out-
side surface, and able to withstand 225°F
hydraulic system temperature and mechan~
ical abrasion.

There are perhaps 25 families of rubber
materials against which to match the re-
sulting assertion pattern. Some of the
required properties may be obtained more
generously than others from any given
rubber material. It may be necessary to
establish a preference order among dis-
closures, since it would be desirable to
obtain not only a material just fulfill-
ing the requirements, but the best possi-
ble one for the purpose at hand. The
task may be carried out as outlined in
Figure 4. This example may serve fo il-
lustrate the high degree of specification
attainable in this type of machine search-
ing.

5. In order to achieve more freedom in
transiating diversified and infricate
statements in a natural language into
machine language, logic operators,
or quantifiers (Figure 5) could be
called in.

These quantifying operators could be
intfroduced as special notes by which to
evaluate properly the results of a truth-
matrix analysis. Alfernatively, the
quantifiers could be approximated, for
purposes of computation, by prearranged
threshold values which would then be used
like probabilistic weighting factors
(above) .

The functional relationship of information re-
trieval systems to arithmetic compiler |anguages
may be noted here. Documentation work essentially
deals with patterns of thought and their relations
to specific units of recorded information. While
it may be undesirable to mold work in such a dis-
cipline on a fechnique of programming mainly
arithmetical processes, it may nevertheless be
profitable to uphold compilers as good examples,



philosophically speaking. Compiler languages,
such as Fortran, Speed, etc., are representations
at the operator, or function, level. The tran-
scription of documents, instead of being done on
an elementary symbol-by-symbol basis, without
reference to context, should also graduate to the
function level. The relationships among the clue-
words of a document should be inherent in the
record.

The Progressive Stages Of Information Handling

Before proceeding with the application of symbol-
ic logic, one may review the need for it.

The point of departure for all documentation re-
search can be said to be the traditional library
index. The first step in this work is due to the
need to go from the fixed and |ittle expandable
sub ject categories of the library index to flexi-
ble categories of information such as are provided
by many special libraries today.

In multi-aspect indexing, documents are stored
under groups of clue-words which characterize
their contents, and retrieval is effected by re-
quests made up of any combination of clue-words.
This is a long step ahead and away from fixed-
category filing.

It now appears that the machine runs into a snare
on retrieval. |If all the clue-words pertinent to
a document are combined into one large group,
there will be faise drops due to lack of resolu-
tion. |f, on the other hand, a document is in-
dexed only under a few clue-words, it may be over-
looked on many requests. That is to say, much of
the advantage of the system over traditional in-
dexing is then lost.

This is the central quandary of information han-

dling. Many authors have attacked the problem in

many ingenious ways, and some of them have suc-

cessfully moved far beyond that stage, 5,6,7,8,9,
to find an optimum solution.

One trend is thus toward more detailed indexing,
and another toward simplification. Moreover,
these trends are also tied in with machine speeds
and machine memory capacities. Consequently, most
of the new work in documentation research is cen-
tered at the intersection of these two trends.
Among the varied results which seem to arise, not
all, unfortunately, are the products of the essen-
tial double~criterion:

Is the system commensurate with the specific in-
formation needs to be dealt with, and is it exten-
sible?

Three levels of document description can be
defined:

I. identification of symbols
2. identification of their order

3. identification of their logic reiations
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In this last level, information concepts can
tind expression through logic relations among
the underlying clue-words. (Figure 6)

Symbolic Logic Treatment Of Information

Machines are now |inked with the storage, analy-
sis, and reftrieval of information. There is
little point in attempting to discuss information
handling without rapid electronic computers, but
it must be realized that the greatest contri-
bution of the machine to this field does not lie
in speed, buf in the right type of searching.

The latter depends on the design of the search
program which depends, in part, on the method of
storing the information. From the viewpoint of
logic, the encoding of the information for stor-
age and the encoding of search requests can be
regarded as one and the same task. The mechanics
of storage assignment for the former, and the
mechanics of matching clues for the latter oper-
ation, are the only important points in which
they are different.

To write a search request means to write a set of
specifications which should be as precise as
possible. The burden on the writer of the re-
quest can be i1mmensely |ightened and he can be
enabled to write a great many such requests in
the time formerly allotted to one request, by the
simple expedient of having the machine compose
the request for him. This can be done through
symbolic logic, as shown above (Figures 2,4,6).

All the essential facts known about a document,
such as the title, serial number, origin, year of
publication, location in a file, descriptive
terms, and its subject content, (materials in-
volved, properties observed, processes performed,
ambient conditions, applications, etc.) are
merely |isted, regardless of possible redundan-
cies. Each one of the facts or propositions
listed may be Iinked with some of the other prop-
ositions or with extraneous useful matter con-
cerning the document sought. There now arise a
number of statements, such as: a or eise b, (Aab)
a or bor cor all three, (VVabc), 2 implies ¢ but
not b unless d and e are present, (KCYNdNeCacCKde
CaKcb), etc. The machine is directed to run
through the Truth-Matrix Analysis as discussed
earlier', and the result is a binary number of 27
bits (for n propositions). This number, called
the characteristic of the statement, is obtained
one bit at a time; for every ''yes' or | bit, a
binary number of n bits (for n propositions) de-
noting the combination of propositional values
corresponding to the 'yes" resuilt, is automati-
cally recorded in memory. A set of these numbers,
corresponding to a given document, constitutes a
complete assertion pattern for that document (on
encoding) or a complete description of the search
request (on retrieval). A special but frequently
occurring case is that of disjoint characteris-
tics which is due to a statement in which the
propositions can be grouped in independent, or
disjoint, substatements.
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For the example used above, the disjoint charac-
teristics would be:

00 0000000000000
0011001 100000000
000000000000 | 11}
11111 11100000000
00000000 | 1000000
000000000000 It
000000 | 10000001 |

The assertion pattern derived from the above
characteristics would be:

0010 0000 1100
0001 101

0010 0010 110

0011 oIt i

0110 0100

ol 010t 0110
0110 Ol

1100 oIl 110

1101 Hn

1110 1000

[ARN 1001

This assertion pattern is compared with assertion
patterns of all entries within apertinent range.
The pertinent range is defined by combining the
original statements with a standard set of con-
clusions, e.g. implications like: water evolution
on distillation of a solid implies a hydrate, re-
action with nitrous acid implies the presence of
a primary or secondary amino-group etc. The re-
sulting combined characteristic clearly outlines
the possible entries sought, and the search pin-
points it.

The basic logic "in-and-out'" procedure may be
summarized as follows:

a. Analyzing and Coding:

I. Collect facts or propositions

2. Compose propositions into logic
statement

3. Set up proposition-key (dictionary),
by defining the propositions

4. Analyze statement and obtain its
identifying assertion pattern

5. Store characteristic and proposition-
key addresses

b. Analyzing and Retrieval:

I. Collect facts or propositions

2. Compose request propositions into
logic statement

3. Analyze statement and obtain its
assertion pattern

4. Match assertion patterns

5. Check proposition-key for print-out
of meanings.

The disclosure obtained in this manner is highly
unambiguous, having been released upon matching
a assértion pattern which denotes the same logic
relationships as that of the request.

The dictionary entries would be kept out of the
way of the characteristics. When part of a doc-
ument record is devoted to textual material and
part tfo a code, the effective search rate is
severely cut due to the idling of the circuitry
during the passage of the textual part of the
record. The search operation should therefore

be broken into two portions, the first being the
matching of the logic form or assertion pattern
of the document and of the proposition code, and
the second being the special table look-up in the
proposition-key (Figures 2,4,6). The latter op-
eration resulfs in a match. On the other hand,
the proposition code and its dictionary could
remain related for easy identification of the code
for a document.

The amount of detail used in describing concepts
stored or disclosed in the document file depends
on the needs of the user and the nature of the
application. These will also determine whether

a single-shot search procedure or an iterative
analysis procedure is to be followed. If the

tile for an area is appreciably less branched in
its descriptive terms than is the fype of request
addressed to it, the iterative analysis approach
may be more advisable. No special encoding methad
is necessary in the preparation of iterative anal-
ysis searches. The form of the request suffices
to determine the depth of the search and the

logic classes to be considered during that search,
or that step of the search. The gradual branch-
ing of logic decisions is automatically controlled
by changes in the request statement.

The iterative variant of symbolic logic searching
can be employed to determine the degree of rele-
vance of a disclosure as compared with fThat of an-
other. it is necessary only to run several
searches, each passing through a different logic
network and to count the matches of certain indi-
vidual clue-words on the records of various docu-
ments examined.

Again, it is the needs and the skill of the user,
and the nature of the application, that determine
The extent of automaticity desired in the compo-
sition of the request sentence.

A further study of the role to be played by logic
request sequences in the guiding of the design of
electronic equipment for searching and selecting

should be made.



Sufficient Clues And Probability Aspects

Besides the need for retrieving information,
there is also the necessity to analyze documents
for various purposes. |t may be desired, for in-
stance, to examine a collection of data from
various sources in order fto deduce the answer fo
an apparently extraneous question. Or, on re-
ceiving or recalling various barely related facts,
it may be desired to find a special pertinent
document. Such situations will be referred to as
"sufficient clues" problems. (The word, suffi-
cient, is used on a hopeful note).

Suppose, as a simple example, that these items
are collected:

|. There are three authors, x,y,z, each
having written one of three documents,
a,ﬁ, ¥, not necessarily in this order.

2. There are three other documents, a,b,c,
the respective authors of which are the
same as those of the three above docu-
ments, respectively.

3. Document c deals with topic one
4. Author y writes on a second tfopic
5. Document b is not mathematical in nature

6. One of documents a,b,c, namely the one
marked by the corresponding greek letter,
(designating a paper written by y) deals
with a third topic.

7. Author y has written on the topic of
that one among documents a,b,c which has
mathematical symbols in it.

8. Author z does not know document &

Upon a question such as: Which is the author of
document® ? It can be shown that the straight-
forward answer, "x is'" can be rather suggestively
obtained by means of the same symbolic logic
truth-matrix analysis as that used above. |IT is
necessary merely to make a proposition-dictionary,
jot down all the sentences occurring and let the
machine compose them into an overall statement.
The characteristic will give the answer.

(Figure 7)

Of course, the actual purpose of using "suffi-
cient clues'" is the correlation of hints and
guesses in hopes of locating a document fitting a
very narrow description.

Many of the decision-making procedures developed
from symbolic logic principles can be readily
adapted to the calculation of probability factors,
instead of bare 'yes" and "no" answers. In the
present application to documentation, this is
likewise the case. The algebraic equivalents
through which the logic caiculations are pro-
grammed for the computer permit the introduction
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of decimal fractions for probability factors, in
lieu of O and | aione. Dependence must be set

on the type of probability data obtained. If tThe
relative probabilities were given in terms of the
reverse relations, i.e. in terms of descriptors
with respect to documents, rather than the other
way round, then some agfropria+e transformation
formula would be used. Alternatively, without
much extra effort, weighted multiple retrieval
could be effected, i.e. each of several documents
could be retrieved with an attached order of
desirability. It would then be possible to have
the machine judge fthrough a numerical criterion.
The operator may, on the other hand, prefer to
use his own judgement as to the comparative suit-
ability of his results.

Justitfication for many of the manipulations of
probability factors arising in this field is be-
yond the scope of this paper and may be found in
the Luce-Raiffa form of utility reference theory
formulated by von Neumann and Morgenstern.

x) e.g., if p(a:bj) is the probability of a
with respect to bi,
and p(b;:a), mutatis mutandis, then

p(bi:a)ap(a:bi)p(bi;/fzrp(a:bj)p(bj)
J

Some Aspects Of Machine Translation

In view of the parallel relation between the
symbolic logic approach to both document encoding
and information retrieval, it is easy to see the
further paralle! relation befween these and ma-
chine translation.

The subject of encoding per se has not been dis-
cussed in the present paper. Suffice it to say
that, for the construction of a flexible, eco-
nomical and inciusive proposition-dictionary,
the Semantic Code discussed by John L. Me [ ton?
appears to be exceptionally promising. Other
approaches to this part of the information prob-
lem are also being considered.

Machine translation, (MT) especially translation
from one natural language to another, has receiv-
ed a great deal of attention and many resuits
have been reported to-date trom various parts of
the worid. This subject deserves more than a few
remarks at the end of the present discussion. As
a matter of fact, machine translation shouid be
treated in a report devoted to the subject of the
utilization of essential scientific data from
foreign countries. A brief outline of the con-
tribution tfo MT of techniques based on symbolic
logic analysis will be given here.

The main tasks in MI are:
|. Construction of a formal system (in-

cluding word lists) for describing
natural languages.
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2. Definition and evolution of algorithms
for transferring (franslating) from one
system to another.

3. Development of the principles necessary
for programming and coding these
algorithms into the 'machine.

Symbolic logic as a too!l enters info all three
problems, especially the first one. The fHird
probliem, being the one most closely related fo
the similar problem in information searching
generally, responds directly to the symbolic
logic treatment discussed above. In other words,
the truth-matrix analysis, the binary character-
istic, the group-theoretical relations among
characteristics, the logic pattern matching tech-
nique are all applicable to the handling of in-
formation consisting of linguistic algorithms.

The second problem is often merged and sometimes
confused with the first. This happens largely
because of the difficulty of divorcing semantics
from the compilation of appropriate word-lists.
The development of the necessary algorithms is
basically a logic problem. For the source-target
language pair, the proper formuia structure can
be set up by symbolic logic. Here, of course,
quantifiers play an increasingly important role.
The search for semantic structure is, in fact,
the prime effort in today's move away from the
primitive word-by-word look-up idea of MI'. Mul-
tiple meanings of words as well as grammatical
structure of sentences cannot be takern into ac-
count without this search.

Some successful attempts have been made to attack
the multiple word meanings by the statistics of
word-frequencies. The grammatical structure of
sentences is being widely investigated by means
of morphology (word order and inflection) applied
to both source and target languages.i2,13 1+ is
expected that symbolic logic characteristics can
here be used advantageously to differentiate in a
very simple way between structures.

By matching the constraints in structure of the
source language with those of the target language,
meanings rather than word-messages could be frans-
lated and furthermore, the storage requirements of
MT can be much reduced in this way. The size of a
well-organized glossary is, in fact, another lead-
ing question so far left unanswered partly because
of the uncertainty as to the eventual results of
structure studies. In the Russian language, for
instance, 86% of the running words are inflected,
and the total number of entries required for one
noun average from 6 to |0, and one verb may re-
quire 59 entries!2. The split-glossary technique
of Dr. Milos Pacak, of Georgetown University,
based on morphological analysis, may provide a
much needed short cut. The classes and sub-
classes proposed by Dr. Pacak can be controlled

by logic considerations.

A system of "Semantic Semaphores! is in prepara-
tion by the author. This, it is hoped, will aid

in the establishment of word relationships and

the preparation of word patftterns relating to the
compilation of thesauri. These, of course, also c
call for decisions based on familiarity with
specific technical fields.

For input to the machine, a satisfactory approach
may be that of W. R. Nugen*'4 or one developed in
the U. S. Patent Officel®. Mr. Nugent uses
pseudo-alphabets having mnemonic names, which

can easily all be directed by one single language
pattern, but permitting a symbol! capacity of 500Q.

Conclusion

Lest one become so deeply invoived in theoret-
ical considerations of a retrieval system as to
lose sight of its practical requirements, he
should keep in ful] view the logical economy with
which human beings, such as a good research |i-
brarian or a good oral interpreter, work.

The dexterity of The specialized human mind in
"homing" rapidiy toward the search goal must re-
main the ultimate aim of the documentation re-
searcher, until that aim is reached and can be
surpassed by a machine of machines.

Too often, an information system is exhorted be-
cause it has a remarkably large file or an astute
way of responding to one type of request. For
that matter, a dove picking out someone's fortune
from a large pile of envelopes is aiso remarkable,
if somewhat one-sided. [t is perhaps not so much
what a human being looks for in searching a li-
brary, as what he discards along the way that
should tip off those who wish fo direct machines
to do as well as human beings.

A student having studied up on a large variety of
topics for a comprehensive examination, seems to
expel from his mind, as soon as he sees the ques-
tions on the examination, all those topics which
do not pertain to these questions. A trained li-
brarian or a trained inferpreter similarly cuts
down with bold strokes the search area through a
few significant decisions which rapidly brings
him to the eventual choice. Many other people do
this 1n other connections.

What the machine must be told is how to perform
this "preliminary"' narrowing~down process which
enables it to undertake the search 'proper" only
after the most time-consuming blind-man's buff
through the logic network has been carried out
and the irrelevant paths have been discarded.
Machine searching, similarly to machine irans-
lation, may be best divided info ftwo stages: the
rough search (or rough translation), and the fine
search (or fine franslation). No exact theoret-
ical dividing line can be given.

In a human being, this narrowing-down process

works by means of two-valued logic, and there-
fore it must work |ikewise in the machine. The
question now arises: Can present-day machines
or machines now being designed along well-worn



lines and capable perhaps of expediting the "fine
search', be expected to master the real executive
robot task of the '"rough search'?

It is suggested that the answer is: No! Tne
"rough search'", the portion of the work that al-
most demands a chess-player's ubiquity and judg-
ment coupled with far superior speed, is not |ike-
ly to be performed adequately for some tTime fo
come. |n machines, non-arithmetical design con-
cepts with as yeT unrealized searching skills
will first have to be developed. |IT may be well
To have a close look at one of the few fruly
progress-oriented machines now in existence, viz.
the Searching Selector at Western Reserve
UniversiTy'6:5.

A system of '"logic traps', as mentioned above,
must be achieved which rapidly discards the
classes of topics that are not wanted by answer-
ing yes or no to well-ordered questions. It will
not do merely to make up for the lack of adequate
binary-logic nefworks by larger and still larger
files and by greater machine speeds.

Often, the aspiration to higher speed obscures
the purpose of searching. Of course, the highest
possible speeds are desired and, in fact, machine
speed is in itself a result of the improvement of
the togic search paths. Shortfcomings in logic,
however, cannot be covered up by fast "horsework",
either in the machine or in the paper-and-pencil
system which may serve as a program for the ma-
chine. |t is as incongruous to expect good re-
sults from a hasty approach in this field, as it
would be for some computer manufacturer fto expect
good results if he felt that not every one of the
magnetic core elements in his computer's memory
needs be built carefully just becalse there are
50 many of them.

As Dean Shera remarked, " The dim light of the
electronic tube has led us ever faster along the
wrong path. For it is not in speed, but in capa-
bilities that the great promise of automation
lies . . .M

One may note that transistors shed an even dimmer
light.
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F IGURE |
TABLE OF TWO-PROPOS ITIONAL FUNCTORS
Potish Traditional Characteristic
Prefix Notation Tie-Symbol Designation Meaning Value
Na a non not a 10
Kab asb et a and b 0001
Aab ahb i aut a or else b 0ol1o
Vab avb vel a and/or b Ot
Pab alb Peirce's arrow neither a nor b 1000
Eab a®b par a like b 1001
Cab ab prae if a, then b 1101
Sab a/b Sheffer's stroke not both a and b 1110
FIGURE 2

TYPICAL SIMPLIFIED PROPOSITION KEY
(kept down to four propositions for each of 7 disjoint statements)

Physical Description Composition
a =it is a liquid substance e = it contains N
b = it is a gaseous substance f = it contains O
c = it is a crystalline substance g = it confains only C and H
d = it is a colored substance h = it contains S or P
Melting or Boiling Point Solubility
i = it has a melting point (m.p.) m = its solubility division is W
J = it has a boiling point (b.p.) n = aqueous solution acid to |itmus
k = its m.p. is exactly |14 degrees o = aqueous solution basic to |itmus
| = ifts b.p. is exactly 222 degrees p = aqueous solution has pH$§
Distillation Reactivity of Substance
q = it distils u = distillate reacts with nitrous acid
r = it loses water on distillation v = it produces an acid '
s = it sublimes w = it reacts with phenylhydrazine HCZ
T = it tars x = it produces an amide

Reactivity of Derivative |

derivative | has m.p. of ®degrees
derivative | has b.p. of 3 degrees
derivative | is water-soluble
derivative | is in solubility divisiond

O 0 NX



Prefix
Symbol

Ux
Zx

Ox

Mx

Jx

FIGURE 3

EXAMP UTH-MATRIX
{[(M)vc]- (87bvb7cva/c)v (a-b)-c
VKVNPabcNVVNSabNSbcNSacKKabce

a 0000 I |

' b 001100
¢ 0101010
avb |l 100000
b 00 1 1 |11
(avb)ve ot
a/b 11110
a/b 000000
b/c I B R
5/¢ 0001000
al/c P10
a/c 00000 10
yvwyz 000101
yvwvz 110100
uex Ol 10100
a-brc 0000000
fu-x) via-bec ) Ol110100

FIGURE 5

QUANT IFY ING OPERATORS

Name Meaning
ALL-operator for every x

EXISTENCE-operator for some X
(at least one)

UN [QUENESS-operator for exactly one x

MAX IMUM-operator for at most one x
(none or one)

CLASS-operator The ctass of all
x's such that

characteristic

UxCxy

SxCxy

OxCxy

MxCxy

JXCxy



FIGURE 4

TREATMENT OF REQUEST WITH WEIGHT ING FACTORS

1) Proposition-Key:

a

rubber material for use in O-ring packing
b = the packing to be exposed to hydraulic fluid on the inside
c = the packing to be exposed to atmospheric oxygen on the outside
d = the hydraulic fluid is an organic phosphate ester
e = the packing to withstand 225°F hydraulic system femperature
f = the packing to withstand mechanical abrasion
2) Weighting Factors:
the relative importance of b may be .8
the relative importance of ¢ may be .6
The relative importance of e may be .5
the relative importance of f may be .3

These weighting factors may be re-interpreted as probabilities that the given property
alone fulfil to requirements of the material.

The enfries to be searched will, likewise, be set up with their respective weighting
factors, Thus making possible a preference order among the disclosures.

3) Symbolic Statement:
KKKKKabcde f (with b=.8,c=.6,e=.5,f=.3)
4) Assertion Pattern:

,.8,.6,1,.5,.3

FIGURE 6
RELAT IONS AMONG CLUE-WORDS
Request:

Article both in English and concerning aircraft or spacecraft, writften neither before 1937
nor after 1957; should deal with laboratory tests leading to conciusions on an adhesive,
used to bond metal fo one of these: rubber or plastic; the adhesive must not become brittie
with age, must not absorb plasticizer from the rubber adherent, and have a peel strength of
20 Ibs./in; it must have at least one of these properties: no appreciable solution in fuel
and no absorption of solvent

Clue-Words:

English, aircraft, spacecraft, 1937, 1957, laboratory, adhesive,metal, rubber, plastic,
brittie, plasticizer, peel-strength, fuel, solvent



ProposiTion—KéV:

m

n

it

it

it

it

it

FIGURE 6
(Continued)

is an article in English

is an article concerning aircraff

is an article concerning spacecraft

is an articie written before 1937

is an article written after (957

laboratory tests were run

conclusions on an adhesive were obtained

Adhesive:

the

the

the

the

the

the

the

adhesive
adhesive
adhesive
adhesive
adhesive
adhesive

adhesive

is used to bond metal to rubber

is used to bond metal to plastic

may become brittle with age

may absorb plasticizer from the rubber adhesive
may have a peel-strength of 20 lbs./in.

may have appreciable solution in fuel

may have absorption of solvent

Symbolic Statement:

KKaVbcPdeCfg
KA i KKKN jNk 1 Smn

X,Y,2Z

u,@,;{,a,b,c

P’qlr

m

wononon

FIGURE 7

A "SUFF ICIENT CLUES" PROBLEM AND SOLUTION

documents written by authors x,y,z, respectively

documents «,f3,x,a,b,c, respectively

the topic of the document is one, two, three, respectively
the topic of the document is mathematical

From statements |. and 2. of the Problem, one gets 6 sentences of this form: AAxyz,
all connected by conjunctions, and |8 sentences of this form: CC«XKCﬁAyzCCBBCEZ,
9 foroz,B,g and 9 for a,b,c; all connected by conjunctions

From statements 3.,4.,5: Ccp,Cyq,CbNm,
From statement 6, one gets 3 statements of the form: (CCyaar
From statement 7: KKCCamayCCbmbyCCcmcy

From statement 8: CxNz

The total characteristic of 2! bits simplifies to an assertion pattern of 13 bits which
indicates the presence of the relationship VNax or Cxx, i.e.«&>x
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THE FACT COMPILER: A SYSTEM FOR THE EXTRACTION,
STORAGE, AND RETRIEVAL OF INFORMATION

Charles Kellogg
Intellectronics Laboratories, Ramo-Wooldridge
Canoga Park, California

Summary

The Fact Compilerisa system for the timely
extraction of significant information from source
data and for the storage of this information in an
organized manner that permits rapid retrieval.
In addition, the Fact Compiler can process or
manipulate the stored data in a variety of ways,
and it is adaptable for use with presend-day re-
porting techniques. The system is capable of or-
derly growthtomeetthe changing requirements of
growing organizations.

Information is stored according to a logico-
linguistic structure. This structure enables the
system to: (1) directly interrogate personnel and
request the reporting of specific information; (2)
automatically present desired data at the appro-
priate time intervals; and (3) retrieve information
according to subject, aspect, date, degree of
specificity, and organizational unit.

The Fact Compiler

As society matures, productionand use of in-
formation greatly increases. At the same time,
individuals tend to narrow their fields of speciali-
zation in order to cope with this growth of infor-
mation. Thus, the old adage about knowing more
and more about less and less becomes more
meaningful as time goes on. Itbecomes increas-
ingly more difficult to assimilate and evaluate the
mass of data contained in the paper work flooding
many business, government, and university or-
ganizations. The techniques of automation have
beenappliedinvarious ways to alleviate this prob-
lem. This paper willdiscuss anadvancedsystem,
the Fact Compiler, which uses new concepts to
automate the storage and retrieval of information.

The Fact Compilerisa system for the timely
extraction of significant information from source
data and for the storage of this information in an
organized manner that permits rapid retrieval. It
has been designed to function as a centralized
storehouse of important information. In addition
to retrieving information, the Fact Compiler fa-
cilitates the processing or manipulation of the
stored data in a variety of ways not readily possi-
ble withdecentralized storage systems. The sys-
tem is readily adaptable for use with present re-
porting techniques used in industry. At the same
time, it can be used with fully automated input.
The system is capable of orderly growth to meet
the changing requirements of growing organiza-
tions. The Fact Compilerisan in-line processing
system. That is, input data is immediately re-
corded in the memory and, therefore, is available
for immediate use. The rapid response of the
system permits the prompt discovery of trends in
the stored data. It also encourages personnel to
"browse' for information as an aid in finding all
relevant data. The stored information, even if

received from widely divergent sources, can be
organized automatically and used in the genera-
tion of summary reports.

A key problem in designing the Fact Compiler
was the development of a language capable of ex-
pressing the communication needs of personnel
engaged in the input of information or in the for-
mulation of a request for information. A large
amount of linguistic and empirical study has re-
sulted in a language structure that satisfactorily
meets these objectives. Development of the lan-
guage vocabulary required a precise formulation
of the information needs of system users. These
needs are expressed as a series of questions or
interrogations which are indicative of the kind of
information that should be stored within the system.

Interrogations are organized according to a
logico-linguistic structure and are stored in the
system memory. Input information consists of
responses to the appropriate interrogations. The
combination of an interrogationandits associated
responses is called a factual statement. Afact is
defined as an interrogationand one particular as-
sociated response.

General systemfeatures are shown in Figure 1.
The systemis composed of humanand machine ele-
ments. In general, system personnel exercise
judgment and perform decision-making functions,
and the equipment elements perform the necessary
routine processing. System personnel monitor
and control operational functions, and aid in the
input of data. The systemusesa general-purpose
digital computer and a high-capacity, rapid-
access, magnetic memory. The greater portion
of this memory is devoted to the file of facts.
Other importantfiles are the dictionary, or vocabu-
lary of terms, and the interrogation vocabulary
file. The inputor extraction process is facilitated
by the use of a communication console having an
alphanumeric display tube anda special set of keys
for data insertion. The output or retrieval proc-
ess may use either the communication console or
a high-speed printer.

Use of a Fact Compiler in a Business
Firm

The concepts involved in the use of a Fact
Compiler may be visualized in the application of
the system to a hypothetical business firm. The
organization structure of a typical business firm
is illustrated in Figure 2. Some of the basic re-
sponsibilities of business management are the de-
termination of the future course of the business by
farsighted planning, the selection of qualified key
personnel, development of a sound organization
plan, and effective control through the delegation
of responsibility. Management receives the data
necessary for making decisions in these areas
from a series of reports generated by line and
staff departments. A common phenomena among
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executive personnel is that of being "swamped"
with reports. Development of procedures to filter
information destined for management (i.e., se-
lection of pertinent information and rejection of
unnecessary data)is an important function usually
performed by staff departments.

With a Fact Compiler, management and staff
would, in effect, have an ""extended memory' with
which they could review particular aspects of the
corporation's past historyinvarious levels of de-
tail. This type of review may permit better fore-
casts about future conditions such as costs, sale
prices, raw material availability, and productde-
mand. Also, the compiler could supply data in-
dicative of the degree of control in effect within
the firm. Correlations could be made between
activities not previously compared and general
economic conditions.

Interrogations for a business Fact Compiler
Systemare organized into interrogation lists rep-
resenting major subject categories of interest.
Typical interrogation list categories might be

"factory," ''regional sales district,' "'subsidiary,"
Yy g Yy

"'budget, ! ''taxes, ' 'legal, ' 'patent,' and ''cor-
porate assets.' Information to be stored in the

memory for a particular factory, regional sales
district, or department is placed in an individual
record for that factory, district, or department.
This recordis called a Unit Record. UnitRecords
may store information derived with the aid of one
or more interrogation lists. The use of interro-
gation lists for data extraction and Unit Records
for storage and retrievalis fundamental to the op-
eration of the Compiler System.

Fact Compiler Language-Restricted
English

A solutiontothe communication problem be-
tween humans and the computer files was of crit-
ical importance in the development of the Fact
Compiler. It was evident that neither natural
English nor machine language could be used. A
compromise hadtobe made. After much experi-
mentation, a language was developed which has
proved satisfactory for both personnel and the com-
puter; the language is called Restricted English.

Restricted English consists of a vocabulary of
specially selected English words thatare familiar
and meaningful to personnel as well as being di-
rectly related to the types of interrogations and
information requests that the system is designed
to handle. Words are carefully selected with re-
spect to meaning, since synonyms are not per-
mitted. Restricted English terms maybe ""sim-
plex' (single words) or "complex' (a word group-
ing or phrase). Complex terms are formed to
represent unique, commonly occurring concepts.
Rules have been developedtoaidinthe translation
process from natural English word groupings to
Restricted English simplex or complex terms.

The language consists of five parts of speech.
Each of these different term categories serves a
unique function. The parts of speech are:

Substantive. A noun or noun complex; a name

for a thing or object.

Descriptor. Describes or limits definitions
of substantives. They maybe ordinary adjectives
or past participles with adjectival functions.

Activity Connector. Relates several substan-
tives in order todescribeanaction. Theyare usual-
ly present active or present passive participles.

Relational Connector, Prepositions, used for
defining relationships between two substantives.

Interrogative Operator. Interrogativeadver-
bial phrases used to determine the magnitude,
quality, or position of things or objects of interest.

Restricted English does not use conjunctions
or pronouns. Typical examples of business-
oriented terms are shown in Table I. Most inter-
rogations may be formulated by using four or five
terms; however, a few may require as many as
seven or eight.

The total set of terms defined for usage com-
prises the Fact Compiler dictionary. It is esti-
mated that a dictionary of a few thousand terms
should be sufficient to handle most business stor-
age and retrieval applications. Each term in the
dictionary is coded and assigned a four-digit tag
for internal computer use. The tag identifies the
unique term and the part of speech of the term.

Interrogation File Organization

Just as the dictionary defines a vocabulary of
terms for the computer, the interrogation file de-
fines a vocabulary of interrogations. As mentioned
earlier, interrogationsarefiledbymajor areas of
interest into interrogation lists. Each interroga-
tion listis further divided intoafive-level generic
classification structure.

Levels of Generality

21 g:;f;‘;g;:;t Liat } subject categories
3. Major

4., Minor interrogation

5. Sub categories

6. Sub Sub

By assigning codes to each level, a ''generic
address' is formed whichuniquely represents any
interrogation used in the system. This address
serves a very important purpose inidentifying the
subject category and level of generality of an in-
terrogation. It also permits insertion of new in-
terrogations at the end of alevel without requiring
a revision of the entire address structure as would
be the case if an absolute address structure were
used.

Interrogation file structureis outlinedin Fig-
ure 3. Each interrogation is represented by its
generic address, a series of four-digit termcodes
denoting interrogation content, anda series of cri-
teria. Criteriaaredefinedatthe same time as the
interrogations and permit the computer to perform
the following operations:



1. Present the interrogation automatically
to an input analyst on the basis ofa predetermined
elapsed time since the interrogation was last
answered.

2. Present current factualdata to personnel
at desired periodic time intervals.

3. Select next interrogation on basis of re-
sponse to present one.

4, Determine if an answer is in the proper
form; if so, perform any processing that may be
desirable before answer storage.

Extraction of Information—Input

The computer may take an active or passive
part in the input of new information. This de-
pends on the situation and system requirements.
With little or no historical data in its memory,
the computer's role would be basically passive,
waiting for personnel torequestinterrogation dis-
plays and input answers. However, once initial
data is stored, the Compiler System can compare
data 'tage'' with interrogation criteria and begin
actively asking for new input at appropriate peri-
odic intervals. This last feature can be quite
useful in assuring the reporting of important facts
and decreasing the possibility of reporting redun-
dant facts.

Upon receipt of a new document, an input an-
alyst must determine the Unit Record to which it
applies and then selectthe major subject category
involved. This informationis conveyed tothe sys-
tem via push-buttons, andthe inputanalystis pre-
sented with a set of interrogation subject catego-
ries on the display scope. A process roughly
analogous to the game of twenty questions ensues.
The analyst, now aware of the categories of in-
terest, reads the document until he finds report-
able information. Depressing a keyonhis console,
he generates an answer to an interrogation in the
selected category. On the basis of the analyst's
response, more detailed interrogations are pre-
sented as long as affirmative answers are sup-
plied; negative answers cause the generation of
higher-level interrogations, differentsubject cat-
egories, or resultinterminating the interrogation
generation.

The extraction of significant information thus
proceeds, with the analyst alternately scanning
the document and then reporting data in as much
detail as possible. This extraction procedure, of
course, does not depend on the existence of a
source document. Source data that is in any form
recognizable by humans may be used. Personnel
coulddirectly reportfacts from memory if desired.

Fact Storage Organization

The choice of an information storage file
structure depends on many considerations such as
the type of memory device used, estimated size
of file, retrieval time requirements, and knowl-
edge of the frequency distribution of various types
of retrieval requests presented to the file.

The Fact Compiler memory is capable of
storing one million factual statements with an av-
erage of ten answers per statement, for a total of
ten million separate fact items. With this type of
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memory, it is desirable to store facts so that one
or several entries to the memory will select the
information records necessary to satisfy typical
requests.

If the frequency distribution of requests were
known in detail and did not change with time, an
optimum file structure could be developed. How-
ever, the distribution estimated before the system
is in operation is usually only a rough estimate,
and the distribution will change with time as inter-
est in various aspects of the stored information
changes.

If it is necessary for retrieval time to be
minimized, factual statements maybe redundantly
stored underseveral storage schemes, or storage
schemes may be revised by the computer as the
distribution changes with time.

For most purposes, such a high service rate
would not be necessary, and one of the two follow-
ing storage plans would be satisfactory. One or
the other plan would be chosen on the basis of the
predominant types of requests.

Fact Storage by Unit Record. A fact consists
of an interrogation andthe answer to that interro-
gation, derived from a particular source docu-
ment. It is also associated with a particular staff
department, factory, sales district, or other Unit
Record. A Unit Record storage plan is shown in
Figure 4. In the Unit Record shown, all informa-
tion extractedfromfactory XYZ source documents
is stored. Major columns are the statement ge-
neric address column and the response columns.
A response consists of theanswer extracted from
a particular document (represented by its docu-
ment number) and the date (date on document).
Rows indicate specific generic addresses of inter-
rogations used to extract information. An inter-
section of row and column will provide an answer
to a particularinterrogation referenced to the as-
sociated document number and date. In actual
storage, each row is a separate variable-length
field, and responses are scanned for selection
purposes. Responses are stored in inverse time
sequence, so the latest answer is nearest its ge-
neric address.

Fact Storage by Substantive Record. Thesec-
ond storage plan is based on the part of speech
which stands for the name of the thing or object of
interest—the substantive. Storage of factual
statements by the names of things referred to inthe
statements is a powerful method because these
names or substantives play a dominant role in
most retrieval requests.

The layout of a Substantive Record storage
plan is shown in Figure 5. Each Substantive Rec-
ord contains the generic addresses of all state-
ments which contain the particular substantive.
The addresses are arranged in sequential order as
in the Unit Record storage plan. However, as
each address refers to one or more Unit Records,
code numbers occur as sub-entries under each ad-
dress. These representtheUnitRecordsfor which
each generic address applies. Therefore, generic
addresses act as main entries and have Unit Rec-
ord code numbers as sub-entries. Eachsub-entry
has stored with it a set of responses in the same
manner as the Unit Record.
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Eggieval

The concepts and procedures discussed up to
this point pertain to the extraction of data from
source documents and the storage of this data in
an organized manner in a digital file unit. The
stored data consists of factual statements—each
statement consisting of an interrogation and a
variable number of answers to the interrogation.
Each answer is referenced to the number of the
document from which it was obtained and the pub-
lication date of the document. Each statement is
generically related to other statements in an in-
terrogation listandis filed in accordance with the
Unit Record to which it relates.

The retrieval system is capable of selecting
the set of statements, the set of answers to these
statements and, if required, the applicable docu-
ment numbers that satisfy the conditions in a re-
quest for information.

Retrieval requests may take many forms. If,
for instance, a top executive were interested in
receiving the most up-to-date information on pro-
duction schedules or sales forecasts, a console
could be provided for him with a push-button for
each category of information. Whenever the ex-
ecutive pushed one of the buttons, a signal would
be sent to the computer which would select the
latest answers tothe relevant statements and pre-
sent this information on a display device in the
executive's office. For highly standardized re-
quests, this method would be simple and effective.
However, if all requests were of this nature, the
Fact Compiler System wouald probably notbe eco-
nomically justifiable, as this type of limited,
highly predictable information retrieval could
probably be performed by humans at less cost.

As mentioned previously, the Fact Compiler
is able to produce routine reports and present
timely information ona daily basis automatically.
It is felt, however, that the most important ad-
vantages of the system are its ability to retrieve
and relate items of information not ordinarily
compared or mentioned in normal business re-
ports, and its capability of reviewing the pasthis-
tory of various aspects of business information
which can be stored in some detail is desired.
The ability to '"probe in depth'' into historical busi-
ness data would seemespecially advantageous for
staff department personnel engaged in analysis of
data for presentation to top management.

To provide this kind of capability, communi-
cation with the Fact Compiler must take place in
a language powerful enough to express the many
different and varied requests and yet simple
enough sothat humans can readily express whatit
is that they want from the file. An importantpart
of the retrieval language is the vocabulary of terms
used in defining the interrogations themselves.
Terms are chosen from this vocabulary and are
combined to express the factual information de-
sired. A thesaurus will facilitate the correct
choice of terms.

Restriction of the request to Interrogation
List or Unit Record categories is made by includ-
ing the names of the lists or records of interest.
Periods of time for answer selection may be in-
corporated by using date operators such as:

before-date, after-date, during-month (or year).
Grouping within a request will be provided by the
use of the logical operators AND-OR and appro-
priate use of punctuation. Certain arithmetical
operations are allowable for selection and proc-
essing of answers. Examples are: Answers > or
£ a constant (for selection); sum, average (for
processing a set of related answers). A retrieval
request may be visualized as an algorithm which
is capable of causing the Fact Compiler to select
and present desired information to the requestor.
The Fact Compiler retrieval language of English
terms and operators permits appropriate connec-
tion of terms, restriction of request scope, and
definition of processing operations. The combina-
tion of appropriate terms and operators will allow
the ready generation of algorithms for the re-
trieval of information. The retrieval process is
outlined in Figure 6.

As an example of a retrieval request, suppose
it is necessary to have production and sales in-
formation on all dishwashers produced after June
1950. It is desired to relate this information to
changes in the Gross National Product, Index of
Industrial Production, and dishwasher develop-
ment cost. The request may be formulated as
follows: (Dishwasher, model number of, actual-
forecast sales of monthly, actual-forecast produc-
tion of monthly, development cost of; Gross Na-
tional Product; Index of Industrial Production)
after June 1950.

1. Parenthesis indicate all answers are to
meet the date operator requirement. The
date operator is "after June 1950."

2. Commas separate related terms.

3. Dashes separate modifiers.

4., Semicolons separate unrelated terms.

The decoding section of the retrieval program
would break down this request, via the operators
used and a knowledge of the allowable syntax pat-
terns in statements, into the following phrases
which may be partial or complete statements in
the file.

1. Model number of dishwasher.

. Actual monthly sales of dishwasher.
Forecast monthly sales of dishwasher.
Actual monthly production of dishwasher.
Forecast monthly production of
dishwasher.

Development cost of dishwasher.

. Gross National Product.

. Index of Industrial Production.

o~ o bW

The modelnumber and production data may be
stored in a Factory Unit Record. Development
cost may be located in a Research and Develop-
ment Unit Record. Sales information maybe con-
tainedin several Regional Sales District Unit Rec-
ords.Items 7 and 8 are reportableunder a General
Economic Parameter Unit Record.

In a file organized by substantives, all infor-
mation is found under the three Substantive Rec-
ords '"Dishwasher,' '"Gross National Product,"
and "Industrial Production.' However, in order to
find the information, the generic addresses of the
pertinent statements must be known. These ge-
neric addresses are found throughthe use of a fact



index. This index contains entries for all terms
in the vocabulary and, for each entry, lists the
genericaddresses of eachinterrogation which con-
tains that particular term.

Consider phrases 1 through 6 above. Each
phrase consists of three separate terms. All ad-
dresses of facts that pertain to one of the phrases
may be obtained by matching the addresses for
each of the three entries and selecting those that
are common to all three. When the appropriate
sets of addresses are selected, the three Sub-
stantive Records may be directly addressed, the
generic addresses located, and the date restric-
tions applied to date-answer combinations.

It may happen that retrieval requests that
would be unanswerable may be formulated. This
would most likely happen when too specific a re-
quest is made, so that the combination of terms
used does not occur in any statement in the file.
A request of this type would immediately be de-
tected since conjunction of terms inthe fact index
would result in a zero set of generic addresses.
This fact would be immediately presented to the
requestor so he could modify his request.

Conversely, if a request were quite general,
a tremendous amount of information would be pre-
sented. Before printing selected information, the
computer would indicate the approximate volume
of information that has been selected.

Monitor and Control

Figure 1 shows feedback to Monitorand Con-
trol from the input or extracting process, and the
output or retrieval process. This feedback is an
important part of the self-correcting procedure
necessary to keep system performance at a high
level of efficiency.

Feedback fromthe input process occurs when
an input analyst finds that he cannot enter what he
considers significant data into the machine mem-
ory because there are no appropriate interroga-
tions in the interrogation vocabulary.

Feedback from the output process occurs
when system users are not satisfied with the in-
formation contained in system-generated reports
or answers to retrieval requests.

In either event,operator personnel must de-
cide whether system capabilities should be changed
to permit extraction, storage, and retrieval of
new data. In making such decisions, they must be
guided by firm management policy on the use of
the system.

Systems capability may be modified by mak-
ing changes in the interrogation vocabulary or
criteria, the Restricted English vocabulary, or
the Retrieval Operator vocabulary.Such changes
are easily made at a special display console op-
erated only by monitor personnel.

Additional functions of the grouparetotrans-
late natural language requests into Restricted
English, and to control and operate the system in
accordance with the wishes of management.

Conclusion

The Fact Compiler System represents one
solution to one category of information storage
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and retrieval problems. The predominant philos-
ophy involved in its development has been that of
an appropriate division of labor between humans
and machines. Humans are most efficient in mat-
ters of judgment, machines in routine and precise
processing. A machine will always need human-
generated criteria in some form for determining
what kind of information is significant or important
since anabsolute measure of the importance of in-
formation does not exist.

The value of a Fact Compiler System will be
proportional to the amount of judgment and effort
exerted in producing and maintaining a set of in-
terrogations that adequately express the real re-
quirements of system users. Producing such a
set of interrogations is not an easy task but it is
presently being done and is greatly facilitated by
the use of a series of rules for translation from
ordinary English toRestricted English Interroga-
tion Lists.

A clearly defined unambiguous vocabulary in
a specialized field of interest permits direct stor-
age of factual information within a computer mem-
ory file. This file may be searched in several
""dimensions'' of index space. They are:

1. time, .

2. subject category,

3, organizational unit (Unit Record),

4. aspect(substantives andtheir modifiers),
and

5. degree of specificity (generic level).

In addition, the Fact File may be used as a
powerful index to source documents. Requests
may be formulated in a vocabulary which is easy
to learn and to use. Generally-oriented or
"browsing'' requests may result in the discovery
of relations between data never before apparent
because of departmental report boundaries orbe-
cause of the long time periods involved.

In manyinstances, management should be able
to retrieve facts from the file quicker than they
can find a report in a desk or file cabinet. Im-
mediate access to this ""extended memory' could
help management in speeding up the decision-
making process.

The Fact Compiler System equipment and
computer program is capable of handling any in-
terrogation vocabulary and set of facts that are
generated in an appropriate form. For example,
use by a large university might consist of allocat-
ing system time of several weeks eachtomedical,
business, and engineering schools. Thus, the
medical school might generate a Fact File of in-
formation about the diagnosis of various diseases,
the business school might use the Fact Compiler
to compare data from major industries, and the
engineering school might use the system to store
and retrieve data onuse and development of digital
computers. Each school could readinits own vo-
cabulary and data, and then extract, store, and
retrieve for the duration of its allocated time. At
the end of the six-week cycle, the process could
be repeated.

The organization of information within the Fact
Compiler will permit the development of statistical
procedures for automatic correlation of data within
the file. This will be one of the objectives of future
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system studies. It is expected that these studies
will result in a capability for automatically finding

cause and effect relationships between various
types of information in the file.
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A WORD-ORIENTED TRANSISTOR DRIVEN
NON-DESTRUCTIVE READOUT MEMORY

T. C. Penn and D. G. Fischer

Central Research Laboratories

Texas Instruments Incorporated
Dallas, Texas

Summary

Using three-aperture ferrite memory cells,
a 512-word non-destructive readout memory has
been operated with transistor drivers. Writing
and reading are both achieved with bipolar two-
pulse sequences, which are, respectively,
ERASE, WRITE and SET, READ. Due to the
inherently non-destructive manner in which the
cells are operated, no regeneration cycle is
necessary to restore information to interrogated
cells. The necessary bipolar writing and reading
pulse sequences are conveniently provided by a
novel magnetic switch matrix, in which all rows
and columns are driven in coincidence except
those intersecting at the desired address. The
resultant driving current at the desired address
is the sum of all the transistor driver currents,
or 2(n-1) times the individual transistor driver
currents for an ''n" square matrix.

Introduction

Since the invention of the ferrite core
coincident-current computer memory, there
have been several systems advanced to utilize
the best features of the coincident-current
system while improving upon or circumventing
its deficiencies. Many of the alternate methods
utilized a multiaperture device fabricated from
a square hysteresis-loop type of ferrite as the
building block for the memory storage or logical
operations performed by the system. Each
scheme used the ferrite material's ability to
store a flux level or previously ordered flux
geometry without a constant power expenditure.
The Transfluxor, of Rajchman and Lols 2
offered proportional output instead of just ONE-
ZERO operation, or, if desired, a random-access
ferrite core memory with non-destructive
readout. The Hunter and Bauer> coincidence
flux schemes as further improved by Baldwin and
Rogers™ were able to circumvent the coincident-
current memory's inherent maximum drive
current limitations and achieve improved access
and switching times for a memory system. The
dc bias offset method as used by Lawrence

overcame the necessity of using square hysteresis-

loop ferrite material. All of these systems were
built upon multiaperture ferrite cells and re-

quired driving currents somewhat larger than the
coincident-current system. Since the coincident-

current system in turn required driving currents
on the order of one-half ampere, it was not
feasible until recently to utilize solid state
devices for driving a mamoery system. Con-
stantine® has shown a load sharing matrix
switch which is suitable for some applications.

The memory system described here is
also based upon @ multiaperture ferrite cell
which, superficially, differs little from previous
such schemes, either in driving currents or
core geometry. This system, however, embody-
ing the multiaperture cell and the novel driving
matrix developed for it, offers the prospect of a
random-access transistor-driven computer
memory with non-destructive readout and access
times comparable to a coincident-current system.

The multiaperture memory cell operation
will first be described in detail. The novel
driving matrix and the memory planes for a
system using these cells will then be explained
and finally the entire memory system is des-
scribed.

Multiaperture Memory Cell

The basic memory cell is shown in Figure
1. Cell geometry is important and the dimen-
sions of this cell were fixed largely by compro-
mise between performance, drive requirements,
and fabrication ease. Cell performance is a
fairly sensitive function of relative hole sizes
and spacings (geometry), while drive currents
vary inversely to the absolute hole diameters.
The smaller the cells, the more difficult they
are to fabricate by pressing from unfired ferrite
powder. The cell chosen was near the minimum
size which could be manufactured in the labora-
tory without special production techniques.

Every memory cell is normally linked by
three windings, one each for Drive, Inhibit and
Sense functions. Except for the necessity of
noise cancellation in a plane of these memory
cells, the Inhibit and Sense operations could both
be served by a common winding.

Writing and Reading are each accomplished
with a bipolar, two pulse sequence applied to the
Drive winding, utilizing driving core output in
both drive and reset directions. This allows a
maximum simplification of the means connecting
driving core and memory cell.
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The pulse sequences used are shown in
Figure 2. ERASE, READ, WRITE and INHIBIT
pulses are typically 0.5 to 1. 5 microseconds
wide, depending upon clock rate used. SET
pulse is typically 1. 5 times the width of the
READ pulse. READ and WRITE pulses for
simplicity are of equal amplitude, typically 1.5
to 2.5 amperes. ERASE and INHIBIT pulses
are typically 1.5 to 3.0 amperes. SET pulse
magnitude is generally a third to half of the
ERASE current. Output voltages are typically 1
to 2 volts, with 0.1 to 0.2 microsecond widths.
ONE/ZERO ratios are generally 5/1 to 10/1 for
and individual cell.

A ONE is written into the cell by applying
to the Drive winding the pulse sequence shown in
Figure 2a.

If the cell was previously unmagnetized or
was storing a ONE, the cell's flux distribution
following the ERASE and WRITE pulses are
shown in Figures 3a and 3b respectively. A
pulse of either polarity into the Drive winding
results in a flux around the center hole only,
regardless of magnitude. Although a current
through the Drive winding applies a magnetizing
force around both the small center and large left-
hand holes, the maximum primary magnetic path
length around the small hole is less than the
minimum magnetic path length around the large
hole. As the current pulse increases from zero,
the area encircling the small hole is saturated
before the mmf applied around the large hole
becomes sufficient to overcome the threshold
coercivity of the ferrite material. The flux en-
circling the large hole cannot increase significant-
ly through this saturated region.

Considering the above, it is seen that the
ERASE and WRITE pulses result respectively in
clockwise and counterclockwise saturation around
the small hole as shown in Figures 3a and 3b.

A ZERO is written into the cell by applying
an INHIBIT pulse in time coincidence with the
WRITE pulse. As before the preceding ERASE
pulse would have destroyed any stored information.
The flux distribution following the INHIBIT or
WRITE ZERO sequence is shown in Figure 3c.
Saturation around the outside holes occurs because
no net current flows through the center hole and
mmf is applied only around the outside holes.
This mmf directly opposes the post ERASE satu-
rated flux around the small hole in the leg common
to the left-hand hole. The mmf resulting from
WRITE and INHIBIT pulses in coincidence there-
fore destroys the flux encircling the small hole
and allows this flux to be redirected around the
outside holes.

Readout is accomplished with the bipolar
pulse sequence of Figure 2c applied to the Drive
winding. To avoid extraneous output signals,

stored information is detected by observing the
Sense winding output voltage only while the READ
pulse is applied to the Drive winding. Changes in
flux linking the Sense winding during ERASE,
WRITE and SET operations may also induce
voltages in the Sense winding. These are, how-
ever, ignored and only those Sense winding out-
puts occurring in synchronism with the READ
pulse are relevant to information stored in the
cell.

If the interrogated cell stores a ONE, the
small SET pulse assures that the flux encircling
the center hole will be in such a direction that
the following READ pulse will reverse it and in-
duce an output in the Sense winding. Successive
READ sequences may repeat this dual reversal
as often as desired, resulting in non-destructive
readout of a ONE.

If the interrogated cell stores a ZERO, the
small SET pulse is of insufficient magnitude to
overcome the coercivity of the flux path surround-
ing the large left-hand hole. The SET pulse
leaves the ZERO-storing cell arranged such that
the following READ pulse causes no flux change
about the center hole and therefore induces no
output voltage(ZERO readout) in the Sense wind-
ing. Repeated READ sequences also fail to
effect flux changes in the cell storing a ZERO,
allowing unlimited non-destructive readout.

From the discussion of the READ sequence,
the governing factors determining SET pulse
parameters will now be apparent. To obtain as
fast operation as possible, it is desired to make
the SET pulse of high amplitude. As the SET and
ERASE pulses are of the same polarity, there is
obviously a SET pulse amplitude above which a
stored ZERO is destroyed. By reduction of the
SET pulse amplitude below the destructive read-
out threshold, its volt-time area and hence flux
reversal capacity has been decreased. The SET
pulse is therefore increased in width to switch
the majority of flux encircling the small hole of
a ONE storing cell.

The erase mechanism may be clarified by
the following explanation. If the cell previously
stored a ONE, the ERASE pulse has the same
effect as a SET pulse, and the resulting flux con-
figuration is as shown in Figure 3a. An ERASE
pulse applied to a cell storing a ZERO first re-
verses the clockwise flux encircling the left-
hand hole, since the resulting mmf opposes this
flux, This mmf also opposes the flux in the out-
side leg of the right-hand hole. Once the oppos-
ing ERASE mmf is large enough to destroy the
fluxes encircling the outside holes, the mmf
around the center hole is very intense and the
available flux in the center legs is reoriented
around the center hole as shown in Figure 3a.



The memory cells are normally arranged
in multicell planes or matrices in which all
cells are threaded by common Sense and Inhibit
windings. Inhibiting is done on a planar basis
and the effects of a random INHIBIT pulse on a
non-selected cell must be considered. If the
cell stored a ONE, the random INHIBIT pulse
simply reverses the flux surrounding the center
hole, just as a SET pulse would have done, and
the stored ONE is unharmed. A READ sequence
then applied to a cell in this condition would pro-
duce the usual Sense winding ONE output in
synchronism with the READ pulse.

A random INHIBIT pulse applied to a cell
storing a ZERO produces an mmf{ in the direction
of the saturated flux around the right-hand hole
and causes no flux change. It is seen that though
the random INHIBIT pulse may cause flux changes
in the unselected cells, no adverse effects occur
and stored information is not destroyed.

The flux distributions utilized to explain
the multiaperture cell's operation have been
verified experimentally by integration of the
voltages induced in a winding threading one or
more holes at a time. By this technique it was
possible to observe the net flux about any single
hole or through any of the various legs of the
cell. Though the flux distributions thus obtained
may undoubtedly be explained in other terms,
such as those employing crescent-shaped flux
patterns, the relatively simple explanation pre-
sented here, supported by ample experimental
evidence, is felt to be perfectly valid.

Complement Switch Matrix

The bipolar pulses required for the pulse
program of the previously described multiaper-
ture memory cell are conveniently supplied by a
switch matrix of tape wound cores. To achieve
the drive currents desired for high speed
operation and still use transistors as the pulse
generators, a non-conventional circuit is used.
No dc reset current is used, allowing all of the
transistor current flowing to be used for switch-
ing. In the complement switch matrix to be
described, the complement of the row and column
address is excited, i.e. all rows and columns
except those intersecting the desired core. For
example, a 3x3 array is shown in Figure 4 with
appropriate drive windings. For simplicity no
reset or word drive windings are shown. All
cores are initially mangetized clockwise. If it
is desired to select core 9, all rows and columns
other than row 3 and column 3 are excited at an
amplitude I. The excitation received by cores
1,2, 4 and 5 is equal to the algebraic sum of the
magnetomotive forces due to the 4 turn row, 4
turn column and single turn cancel windings.
For these cores that is 41+41-41=+41, clockwise
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magnetization assumed positive. Thus none of
these cores are switched irreversibly. Cores
3,6, 7 and 8 are excited either by a row or
column winding (not both) and the single turn
cancel winding. Their excitation is therefore
41-41=0. Selected core 9 is driven exclusively
by the single turn cancel winding. Core 9 is thus
excited by -4I which causes it to switch irre-
versibly. The effect of this wiring scheme is to
permit transistor currents to parallel into a
single turn through the selected core.

In a practical system a reset winding is
wired to produce clockwise magnetization in
every core. In the system to be described, two
identical complement switch matrices are used.
The cancel winding of one matrix is extended
and threaded in reset fashion through the other
matrix. The number of turns required for the
row or column windings of an "n'" square matrix
is 2(n-1). Individual word drive lines are
associated with each switch core on a core per
word basis as shown in Figure 5.

The transistor circuitry associated with
the complement switch matrix drivers is shown
in Figure 6. Current routing, current mode
switching and grounded base switching are used
to achieve speed from economical transistors.
When either T3 or T4 is driven by the excite
pulse in the absence of a negate pulse on D, the
emitter of Ty is driven positive with respect to
its base and conduction takes place. If a 16x16
complement switch is used, 29 transistors
associated with the other rows and columns are
driven in like manner. One row and colum will
be negated for address purposes. On the appli-
cation of an excitation pulse simultaneously with
a negate pulse, diode D conducts turning off T
which drives the base of 'I‘z more positive than
its emitter. T therefore will not conduct these
conditions. The voltage on the common bus is
low due to the conduction of thirty transistors in
parallel compared with the voltage developed a-
cross the switched core. Independent supply
voltages Ej and E2 allow control of the pulse
amplitudes and durations for two separate excite
pulses later to be called ERASE and SET.
Though this circuit appears deceptively simple,
many subtleties caused other circuits to be re-
jected in favor of this simple one. Enumeration
of some of the more important considerations
will be discussed during system description.

Memory Cell Matrix

Figure 7 illustrates a 3x3 memory plane
wiring scheme for non-destructive readout of
multiaperture cells showing planar Inhibit and
Sense windings. Noise cancellation is used as
in conventional memory planes, neces sitating a
separate inhibit line.
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Memory System

Figure 8 shows the block diagram of a test
vehicle embodying previously described circuits.
In operation one switch matrix is operated in a
"'selective mode', i.e. it selects the address of
the word to be written or read. The other switch
matrix is operated in a ''non-selective' mode, to
reset the selective mode switch matrix. Either
of the switch matrices may be used for either
mode, but for simplicity SM-1 will be described
in the complement selective mode and SM-2 will
be chosen for non-selective mode reset. Thus
SM-2 will be driven in such a manner that no
cores in SM-2 switch by driving all rows and
columns; but SM-2's current will switch the
previously selected core in SM-1 back to the
reset position.

The program shown in Figure 2 will be
used for a four pulse sequence of ERASE, WRITE,
SET and READ. SM-1 driven selectively gener-
ates a large ERASE pulse which clears all
memory cells on the addressed word line. The
polarity of the ERASE pulse is opposite to the
READ and WRITE pulses. This operation is
followed by driving SM-2 non-selectively which
resets the addressed core of SM-1. A WRITE
pulse is generated by this operation which is of
sufficient magnitude to write a ONE in all ad-
dressed cells. Those planes in which a ZERO
rather than a ONE is desired are energized simul-
taneously with an INHIBIT pulse applied to the
memory plane inhibit winding. Both SM-1 and
SM-2 are now in the normal state, that is all
cores switched to the same sense. Clearly this
operation may be followed either by another Write
sequence or, as will be shown, by a Read sequence.

The read operation consists of two phases;
the SET and READ. SM-1 is driven selectively
at an amplitude which will not clear cells in the
ZERO state and for a duration sufficient to
switch all the cell flux desired. Following the
SET pulse, a READ pulse is provided by driving
SM-2 non-selectively to reset SM~1. Simultane-
ously a strobe gate energizes the memory plane
sense amplifiers. If a ONE is present in a plane,
sufficient output voltage will be generated to
excite the sense amplifier. If a ZERO is present,
the noise voltage is of insufficient amplitude to
energize the sense amplifier. Strobing is neces~
sary to prevent spurious outputs during the other
operations.

Governing factors pertaining to the pre-
viously described row and column switching cir-
cuit may now be considered. It had first been
thought that adequate speed and current could be
obtained by using a dc source and driving row and
column gates in parallel to excite the switch
matrix. The required independent control of
duration and amplitude for the ERASE and SET

pulses, however, make this method very diffi-
cult to implement. Another fault of such a
scheme is the loading effect caused by the tran-
sistor drivers during reset operation. These
loading effects may be due to one or all three of
the following:

1. Minority carrier storage

2. OQutput capacitance of the driver

circuits

3. Conduction of the driver due to polarity

of the induced voltage (such as emitter

followers),
In the configuration described, larger output
currents result at speeds not possible in the dc
collector supply type of operation. Further, the
polarity of the induced voltage during reset aids
turn off by negatively biasing the emitter of T
in Figure 3. The adjustment of SET pulse ampli-
tude may be performed in a single stage by a
simple change of dc level. Negation of a row and
columnn is independent of the applied ERASE and
SET pulse amplitudes and durations, greatly
simplifying the system.

In the test vehicle shown, although random
access is allowable, the test program used pro-
vides sequential addresses via a shift register
ring for negating one row and column at a time.
This greatly aided trouble shooting during
""de-bugging''.

The writers are indebted to W. A. Kluck
whose basic ideas started this investigation and
to W. T. McKay, Jr. for his circuit contribu-
tions.
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A PERMANENT MEMORY ELEMENT

A, M, Renard & W, J. Neumann
Remington Rand Univac
St. Paul, Minn.

Introduction

The Unifluxor is a new binary permanent memo-
ry element which appears to have the advantages of
high-speed operation, easy fabrication, and low
cost. Unlike cores, twistors, capacitors, and
other commonly used memory devices, the Unifluxor
does not depend upon the hysteretic properites of
some nonlinear material but instead uses the in-
ductive characteristics of magnetically coupled
wires,

A Unifluxor memory array consists of a
printed-circuit board upon which are etched longi-
tudinal drive lines and transverse sense lines.
Each intersection of a drive and sense line repre-
sents one bit, with the bits of one word lying a-
long the same drive line. Thus the array operates
in the word-organized mode.

The particular state of each bit depends upon
the presence ("one"™) or absence ("zero") of a cop-
per slug. The copper slugs, properly spaced and
oriented, are contained on a plastic film cemented

in place over the printed-circuit board (Figure 1).
In order to change the contents of the memory, it
is necessary to substitute a new cover film with
the desired pattern of copper slugs.

Theory of Operation
"Zexo" State

Consider a wire in the plane of and perpen-
dicular to a closed wire loop (Figure 2). When
the switch is closed and current flows in the wire,
a cylindrical magnetostatic field is created
around the wire, the effective boundary of which
is indicated in the diagram by dotted lines. The
total flux within the loop then is §; + @o.

At the time the switch is closed and the
field is building up, an emf (E) is induced in the
loop according to Faraday's equation:

E = -Ndf;/dt
= -N(d@y/dt + dfp/dt) (1)

Since § is equal to the product of the flux
density (B) and flux area (A), equation 1 may be
rewritten as:

E = -N [d(B)A1)/dt + d(Bphp)/dt] (2)

For the case illustrated, the following equalities
exist:

By

_.B2
A = A2

Thus, the emf's generated in the two halves
of the loop are equal in magnitude but opposite in
sign, and the net output is zero. This in fact is
the condition for a Unifluxor in the "zero" state
where the loop is the sense line, the wire the
drive line, and the switch the logic which selects
the particular drive line.

"One" State

Conisider a second loop-and-wire arrangement
similar to the first (Figure 3). Here, however, a
copper slug has been placed in the path of fo. At
the time the switch is closed and the field is
building up, Eddy currents and other losses (de-
pending upon the configuration) are induced in the
slug. The effect of the losses is to reduce Bg
such that:

By = By ~ABy

If the new value B'g is substituted in equation 2,
it becomes evident that a net emf proportional to
AB2 will be induced in the loop and a signal will
appear at the output transformer. A similar sig-
nal but opposite in sign will appear when the
switch is opened and the field collapses. This is
the condition for a Unifluxor in the "one" state.

Design Considerations

The amplitude of the "one" signal depends
upon:

1. The rate of change of the current in the
drive line;

2. The final amplitude of the current;

3. The spacing between the two legs of the
sense line loop, and

4. The amount of flux imbalance introduced
by the copper slug.

Each of these parameters influences the design of
an operating memory. General considerations are
discussed below, followed by values of the para-
meters chosen for a working model of the Unifluxor
memory .

The need for a rapid build-up of a current
limits the length of the drive line, since as the
line is made longer its inductance becomes larger
and hence objectionable. The desired cycle time
also influences to a c.aller degree the maximum
allowable length.
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The final amplitude of the current determines
the effective boundary of the flux of the drive
line, that is, the point at which B(jpay)is essen-
tially zero. The drive lines adjacent to the se-
lected line must fall outside this boundary;
otherwise noise will occur whenever the drive line
on one side of the selected line has a slug and
the line on the other side does not. The ampli-
tude of the current thus determines the minimum
spacing between drive lines.

The position of the effective boundary of the
drive line field is one factor in determining the
flux area; the second factor is the spacing be-
tween the legs of the sense line loop. In order
to obtain an area of sufficient size and conse-
quently a "one" signal of reasonable strength, a
compromise must be reached between current ampli-
tude and the spacing of the loop. For a very
small current, if the drive lines are close to-
gether, the sense line legs must be widely spaced,
thereby keeping the over-all size of the array
relatively constant.

The amount of flux imbalance caused by the
slug is determined by its position, size, and
shape, Theoretically, an open slug which com-
pletely cancelled the flux in area Ay would cause
a maximum A By, the decrease resulting not only

from Eddy current losses but also from the field
of the counter-emf that would be induced in the

loop. In practice, a solid rectangular slug is

sufficient, yielding a strong "one" signal with

excellent signal-to-noise ratio.

Working Model
Physical Arrangement

A working model of the Unifluxor memory has
been constructed for experimental purposes. The
memory has a capacity of 64 words of 50 bits each.
The 64 words are contained on two arrays of 32
words each. The drive lines of the two arrays are
shared in common; the sense lines are independent.
The configuration of the memory element used in
the model is shown in Figure 4, which is an en-
larged diagram of several bits,

Note that the sense line crosses the drive
line at an angle. The adjacent drive lines are
crossed at the same angle but in the opposite
direction. Skewing the sense lines in this way
serves two purposes: It permits the slug to be so
placed as to interrupt B2 in two areas, thus
achieving more imbalance, and in addition it tends
to cancel any noise originating from nonselected
drive lines.

To read any given word requires full current
on the selected drive line and no current in the
other drive lines. The selection must be near per-
fect, else each leakage current will cause small
outputs from the "one" bits through which it passes.
This noise, multiplied by the number of drive lines
linked by the same sense line, can reduce the sig-
nal-to-noise ratio and mask the selected bit.

One way of obtaining perfect selection is to
use a separate driver for each bit. The economic
obstacle this method imposes, however, obviates
its use in a large memory. For the laboratory
model a switch-core selection system was chosen
which involves four drivers, eight gates, and 32
switch cores. Each switch core selects two drive
lines, one on each of the independent arrays.

The outputs from the two corresponding sense
lines appear at gates at the input to the sense
amplifier. The gates permit the output from only
one sense line to pass at any one time.

Two different sense amplifiers have been de-
signed. One amplifier produces an output when-
ever any negative-going pulse appears at its in-
put. No output is produced for positive-going
inputs. The second amplifier produces an output
only if the leading pulse is negative, with no
output under other conditions. Both amplifiers
have extremely fast recovery times.

A full discussion of the address logic is
omitted from this paper, since the logic is similar
to many other addressing schemes for word-organized
memories, However, a novel method of selecting the
drive cores has been devised, which reduces the
noise level far below that usually experienced.

The principle is illustrated in Figure 5. 1In
quiescent state, the address translator holds the
driver and gates cut off. (The full schematic of
only one gate is shown, the circuits of the others
being identical.) No current flows through the
core winding associated with gate 1 because of the
blocking action of the diode. So also for the
other two core windings: No current flows.

Assume that the driver and gate 1 are now
simultaneously enabled, as indicated by the small
waveforms on the diagram. A low-resistance path
from ground is created through Ql, through the
winding of the left-hand core, through Q2 to the
positive side of the supply. The magnitude of the
current through the winding is sufficient to select
the core, and an output pulse appears on drive
line 1. No current flows in the nonselected core
windings because gates 2 and 3 remain closed.

Although it would appear possible theoreti-
cally to eliminate the drive core and let Q1
drive the drive lines directly, in practice this
causes ringing on the drive line.

Electrical Characteristics

A 500-milliampere pulse 150 millimicroseconds
wide is used as the drive current. The flux
created by the current at its maximum has a density
of approximately one gauss at a distance one milli-
meter from the drive wire, as calculated from the
equation:

B(gauss) = & I 104/27R)0

This equation considers the drive line as
infinitely long, an assumption justified by the
ratio of its actual length to the diameter of the
of the effective field. The value of u may be
taken as that for free space (4710°7), € is a
unit vector normal to the drive line.



The net emf induced in the sense line by a
"one" bit has a range of 8 to 12 millivolts. The
corresponding output from the sense amplifier is a
rise from -4 volts to O volts. Figure 6 shows the
sense amplifier outputs for both "one" and "zero".
The signal-to-noise ratio is greater than 15 to 1.

At present, the memory is being operated at
interrogation intervals of 420 millimicroseconds.
An interval of 350 millimicroseconds appears possi-
ble with the present design. The maximum possible
interrogation rate of the memory element itself is
not known, the recovery time of the sense ampli-
fiers and the speed of the address logic being the
limiting factors in the present design. No heating
or other adverse effects have been noted from re-
peated interrogation of the same drive line,

Fabrication

The drive lines are etched on an epoxy glass
substrate and made flush with the surface by
heating the substrate to 375°F and placing it in a
50-ton press. A Mylar film with a copper sheet
bonded to it is cemented in place on the substrate,
and the sense lines are etched from the copper
sheet.

The copper slugs are etched on a second Mylar
film, with a slug in each bit position. When the
contents of the memory are determined, the slugs in
the "zero" positions are punched out and the film
cemented to the sense and drive line array.

(For customer use, thin stiff cards appear
more desirable as a base for the slugs. A mechani-
cal arrangement which holds the cards firmly in
position against the control lines without cement
has been developed, and the cards may easily be
exchanged. A device to prepare cards with the de-
sired slug arrangement semiautomatically is now
being investigated. Using standard punched paper
tape as input, the device activates a bank of lamps,
exposing photo-resist material on the previously
sensitized card. The card is ready for use after
development and cleaning.)
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None of the fabrication processes are critical
or expensive, nor do any require highly skilled
operators. In the model built for use in the labo-
ratory, a density of approximately 200 bits per
cubic inch was achieved with little effort. The
array may further be scaled down by decreasing the
distance between drive lines and the width and
separation of the sense line loops. (In the labo-
ratory model, these dimensions were made conserva-
tively large.)

Conclusions

The Unifluxor is particularly suited for in-
struction storage in such fixed-program machines
as process control and missile guidance computers.
The speed of the element is sufficiently high as
to adapt it for use in next-generation machines.
Although life tests to prove its reliability have
not yet been performed, the element itself does not
appear to have any characteristic that would
change either with time or operation, and hence
the reliability of the memory control circuits
would be the governing factor.

Another potential application now being in-
vestigated is dictionary storage for machine trans~
lation. The low cost of the Unifluxor may make
possible random-access memories of a size hitherto
unfeasible economically. If the memory element
itself was the only aspect of this problem, the
Unifluxor would solve it; the cost of the control
circuits, however, remains and must first be re-
duced,
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CHARACTERISTICS OF A MULTIPLE MAGNETIC PLANE THIN FIIM MEMORY DEVICE

Kent D, Broadbent
Hughes Research Laboratories
Culver City, California

Summary

In a previous paper,l a ferromagnetic film
memory was described having a complex structure of
evaporated magnetic, dielectric and conducting
materials, The multiple plane geometry was design-
ed to enhance the characteristics which are desir-
able in practical digital computer memories without
requiring extreme uniformity and control of the
magnetic properties.

This paper describes the electrical char-
acteristics of prototype memory elements, and
discusses their application in computer memory
systems, A short review of the basic magnetic
structure and mode of operation is given first
to provide a common reference for discussion,

Magnetic Structure and Mode of Operation

The structure to accomplish the selection
and storage functions within the matrix is com-
prised of four ferromagnetic films appropriately
interlaced with evaporated drive and read-out
conductors, and insulators, All nineteen layers
(Figure 1) are vacuum deposited, Figure 2 repre—
sents schematically the reference (binary 1) state
of the four magnetic layers, The dimensional
ratios are shown highly exaggerated for clarity,

The four-layer magnetic complex is in a high
or low magnetostatic energy state depending on
the sense of M vectors within the films, The low
energy, statically stable states are those in which
two M vectors point in a direction opposite to the
remaining two, Any other configuration results in
an unstable high energy state which quickly decays
to a stable condition, The difference in film
widths causes this decay to proceed by a path
involving least expenditure of energy. Due to
the difference in the volumes of magnetic material,
this minimum-energy transition occurs by reversal
of the uppermost film available for reversal,
This is illustrated in Figure 8, In going from
the "1." state to either of the "1g" states, the
uppermost film available for reversal is the
third layer, The fourth (read-ou't) film thus
remains in the original direction and no voltage
is induced in the sense conductors, It is seen
that any subsequent pulses applied to either X or
Y merely affects the first two layers; only co-
incident drives on X and Y can establish either
the "Op" or "1p" states,

By

Sei Shohara and George Wolfe, Jr,
Hughes Ground Systems Group
Fullerton, California

Electrical Characteristics

Of primary interest in memory applications
are the switching characteristics and the selec-—
tion ratio of the basic memory cell, Also, in
the case of evaporated memories, RIC parameters
are of added importance because of the extremely
small dimensions attainable, These are now given
for the prototype elements,

Resistances of the conductors of prototype
elements are centered around two ohms per element,
Inductances are in the millimicrohenry range, and
capacitances between conductors range from 80 up
to 200 micromicrofarads per element. The magnitudes
of resistance and capacitance pose some problems
in designing an optimum practical array, as dis-
cussed later,

To obtain the switching characteristics,
pulse sources of variable amplitude and polarity
are applied to the X and Y drive conductors connect-—
ed in series, as shown in Figure 3, The pesk out-
put voltage and switching time (measured between
10 percent points) is plotted against current
pulse amplitude in Figure 4, The "disturbed O"
outputs normally plotted on graphs of this type
are not shown here since it could not be measured
with the existing equipment., This is discussed
further under selection ratio tests, The rise
time of the driving pulse is 20 mus throughout
the entire range of currents, The leveling-off
effect of switching time at high currents can be
ascribed partly to the finite current rise time,
This was checked by using a mercury relay pulser
with 1 mus rise time and a traveling wave scope,
At a maximum current of 3 amperes, the limit of
the pulser, the switching time observed was 10 mus
shorter than shown in the plot of Figure 4, The
switching times below 1,2 amperes are identical
with the values of Figure 4, showing that switch-
ing time is amplitude limited below 1.2 amperes
for 20 mps current rise time, The relay pulser
was not used to plot Figure 4 for the reason
that a high-current transistor driver capable
of rise times below 20 mus do not appear practical
at this time., On the other hand, rise times
significantly greater than 20 mps would begin to
hinder the inherent speed capacity of the device.
The figure of 20 mps was thus chosen as the best
compromise,

In the low current regicn, switching can be
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detected at currents as low as 160 ma, if suf-
ficient pulse width (0.6 us) is used.

To determine the selection ratio, the circuit
of Figure 3 is slightly modified so that the X
and Y windings can be driven separately by adding
another pair of pulse generators, The X winding
is driven by 3 amperes (limit of equipment)
rising in 20 mps in the READ direction and 500 ma,
in the WRITE (reset) direction, The Y winding
is driven with 500 ma, in both directions, The
photograph in Figure 5 shows superimposed traces
of the output voltages, all during READ time,
under three different conditions:

1. Only X is driven in the READ direction
followed by a coincident WRITE drive,

2, WRITE drives are removed,

3. Both X and Y are driven coincidently
in the READ direction followed by
coincident WRITE drives,

The output voltage resulting from the third
condition represents a full select "1" and is
shown for reference, The second output is the
"zero" signal reference since no writing occurs
prior to READ, and the output for condition 1
shows the effect of a 3-ampere half-select pulse,
The difference in output voltages between con-
ditions 1 and 2 is due to the presence of Y drive
during condition 2 but not during condition 1,

The ringing is due to the combined effect of
element capacities and the access leads from the
prototype measuring jig setup, It is seen that
the memory element is not disturbed by half-select
currents which are greater than an order of mag-
nitude times the current amplitude sufficient to
initiate switching (160 ma,) when applied co-
incidently, ZExactly the same results are obtained
when the Y winding is half-selected although its
associated magnetic plane occupies a position
closer to the output magnetic film,

Besides the switching characteristics and
selection ratio, another parameter of interest,
especially in fast memory systems, is the delay
of the output signal in propagating over the
sense conductors, The problem is accentuated
in the thin film element because the extremely
small dimensions result in larger values of
capacity (as well as resistance) than are
encountered in ordinary core systems., The effect
of these were measured as shown in Figure 6 by
introducing a 5 millimicrosecond pulse in a
sense winding passing through several elements,
Two traces are photographically superimposed on
a common baseline, one with only helix A connected
and the other with only helix B comnected, The
time displacement between the two waveforms con-
stitute the total delay, Any possibility of
inequality in electrical line lengths is can-
celled out by repeating the measurements with
A and B helices interchanged. The average delay
per element was observed to be about 0.3 mus,
This is somewhat larger than is desirable for
a memory of large size, so that the elements
currently under development have reduced

capacitance, with some sacrifice in output volt-
age amplitude, resulting in reduction of delay
by an order of magnitude.

Memory Organization

The individual memory cells and interconnect-
ing conductors of prototype matrices are evaporated
in a mammer such that the operation of the memory
is similar to the conventional coincident current
memory plane, That is, the coincidence of a X
and Y drive current select a memory cell, One
important difference is that the X and Y drive
current amplitude can exceed the switching thres-
hold by a factor of 20 or more without affecting
the information state of a memory cell, This is
because of the virtual magnetic decoupling between
the X drive layer or Y drive layer from the sense
layer when either the X or the Y drive line are
selected individually, The switching speed of
the selected memory cell is then a function of
the drive current, Switching time in the order
of 40 to 80 millimicroseconds are obtained with
relatively low amplitude drive currents, We now
consider some of the factors affecting the design
of arrays.

Figure 7 illustrates a possible arrangement
of memory elements and planes, Sense lines are
not shown, for clarity, Assume that suitable
bipolar drivers are tied to the X, Y access lines,
providing READ and WRITE current pulses., It can
now be shown, with the aid of Figure 8, that any
sequence of non-coincident drive currents cannot
alter the stored information although the M-vector
configuration can enter different statically-
stable magnetic states, In Figure 8, the 1y and
Op states are taken as the initial states, and
all possible configurations arising from subsequent
non-coincident drives are shown for both cases.

It is first noted that it is not possible to go
from the 1, state to the O, state or vice versa
with any sequence of disturb pulses, Second,
once a 13 or Oy state is entered, it is not pos-
sible to return to the reference states, In all
cases the fourth layer is magnetically decoupled
from the driven layers, Further, once the dis-—
turbed states are entered, the two bottom layers
are not affected by further disturb pulses, This
"decoupling" feature implies a somewhat more sub-
tle writing technique than core memories using
inhibit currents for digit control,

Memory organizations based on biasing a
winding or adding (or modifying) a conductor
(to obtain economy in the driver count) are
presently under evaluation, One important
consideration in this evaluation is developing
an optimum method of interconnecting the elements
to obtain cancellation of capacitively coupled
noise, analogous to the use of diagonal sense
windings in core arrays to cancel inductively
induced noise, Another consideration is the
effect of the relatively high resistivity of
the conductors, If IR drops are traced in
Figure 7, it can be seen that care must be
exercised to insure that the voltage drops in



access lines do not cause excessive voltage gra-
dients across the extremely thin insulating
layers,

In applications involvjng large numbers of
cells a reduced cell length and reduced magnetic
film thickness is used, One of the virtues of
the cell is that, where desirable, thicker films
and longer lengths may be employed to achieve
substantial outputs, such as with the ,200" cell
in obtaining all the previous data, However, in
large systems the problems of power dissipation
per cell, back e.,n.f, per cell, output signal
delay per cell, and maximum storage density per
surface area dictate the use of a smaller cell,
Smaller size is feasible because of the vacuum
techniques employed, and the use of a reacting
system such as this, where flux may be switched
at any location, becomes practical due to the
minute amounts of magnetic material that can be
employed using vacuum, vapor-phase processes,

3.3

Conclusion

The multi-layer memory elements offer con-
siderable promise in application to high speed
memory systems, A number of problems remain to
be solved in designing peripheral circuitry
compatible with the speed capabilities of the
dévice, and in improving certain characteristics
of the device itself, These are currently under
investigation,
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Introduction

The Convair-Astronautics Time Delay
System is being developed to make pos-
sible the delay of analog functions over
a greater range than is possible with
more conventional means, The system is
designed to handle ten channels of analog
data, delay each for the same time inter-
val, and reproduce the functions within
0.1% of the original corposition for all
frequencies up to 100 cycles per second.
The delay is required to be variable from
0.01 to 10 seconds, +5 milliseconds.

This paper is concerned with the system
design and will not attempt to discuss
applications,

In order to obtain the wide delay
range required, a speclal magnstic tape
system is employed. The delay is
achieved by recording information on the
tape with a recording head, and reading
the information back at the prescribed
time with a separate head. The tape
travels at a uniform rate in a contin-
uous loop. The delay is therefore
directly related to the length of tape
between the write and read heads, This is
controlled by a servo system which con-
tinuously monitors this "delay" loop and
compares it with a value preset directly
in milliseconds., The high degree of ac-
curacy is obtained by converting the ana-
log input voltages to digital form and
recording it. A single analog-to digital
converter is used for this purpose with
the various analog inputs being commuta-
ted to the converter., The read head
retrieves the digital information from the
tape after the desired delay. The infor-
mation is then re-comrmtated to ten
digitel-to-analog converters., The use of
separate digital-to-aaalog convsrters for
each input-output channel eliminates the
need for holding amplifiers and commuta-
tion of the analog output voltagss. Cor-
relation between input and output conmmuta-

tion and delay control is achieved
through a central timing system, The
overall flow of information is shown in
Figure 1.

Tape Transport

The tape transport is designed to
use a 100 foot continuous loop, one inch
magnetic tape. Information is recorded
non-return to zero on the tape by a 1l
channel recording head designed to handle
a forty kilocycle repetition rate as the
tape moves at 100 inches per second. At
the prescribed time later, this informa-
tion 1s retrieved by the read head as the
tape continues in its loop path. Since a
delay of from 0.0l to 10 seconds is re-
quired, the amount of tape between the
recording and the reading heads must be
variable from one to one thousand inches,
This tape is loosely piled in the tape
delay storage compartment. The tape is
pushed over the recording head where air
pressure assures contact with the head.
“his is necessary since, to achieve the
minimum one inch loop, it is impractical
to place the drive capstan between the
recording and reading heads. If the
delay loop exceeds four inches, the tape
is picked up below the recording head by
a vacuum capstan which helps maintain
tension in the tape across the recording
head. With a delay loop of less than
four inches, the tape pulls free of the
vacuum capstan and its own centrifugal
iorce supplies the required tension., The
tape, after passing the read head, moves
through a compartment similiar to the
delay storage compartment where all tape
not used in the delay loopr 1s stored.
Vacuum is used to maintain tension in
the tape wherever it is necessary. The
principle features of the tape unit are
shown in Figure 2.



Timing

As shown in Figure 3, the heart of
the timing system is a 960 kc crystal
clock which generates the fundamental
frequency used by the digitizer for bit
selection, This frequency is divided
by twelve to obtain an 80 k¢ rate used
by the delay servo counter., Dividing
again by two gives the fundamental J0 ke
sampling rate. A ten bit shift register
uses this rate for lnput and output
commutation and channel identification.

Delay Servo

The tape transport uses two three-
phase synchronous motors, one to drive
the write and vacuum capstans and the
other to drive the read capstan. The
first motor is driven directly from the
60 cycle three phase line while the read
motor is driven by a variable frequency
(three-phase) oscillator. The frequency
of this oscillator is controlled by a
voltage level corresponding to the out-
put of a comparator. The recording head
records the O ke clock on the tape and,
at the same time, adds it into a counter.
The read head subtracts this L0 ke signal
out of the same counter so that the bal-
ance in the counter represents the dif-
ference between the counts recorded and
the counts read. This balance is pro-
portional to the delay in the system and
and is continuously compared against a
preset count representing the delay re-
quired, set directly in milliseconds,
The output of the comparator then regu-
lates the speed of the read motor as
discussed., This system is shown in

Figure lj.
Analog-To-Digital Conversion

The analog-~to-digital converter
samples the input analog voltage and con-
verts it to digital form using ten bits
for amplitude representation plus one bit
to indicate polarity (sign). To obtain
the required accuracy, each channel of
input information is sampled at a repeti-
tion rate of four thousand samples per
second. Since a single digitizer is used
for all ten channels of analog inputs,
the overall sampling rate of the digit=
izer is forty thousand samples per second.
A ten bit shift register driven by the
forty kilocycle clock is used to activate
diode bridge switches for sequential input
commutation, The digitizer consists of
eleven flip-flop operated bit switches
which contribute current through cali=-
brated resistors to a summing junction to
which the input signal is also connected,
The polarity of this summing junction is
the normal carrier signal input to a

"ring modulator", The signel input of
the "ring modulator" is the 960 ke clock
frequency. The output is & 960 ke signal
which leads or lags the clock by 90 de-
grees depending on the polarity of the
summing junction., By comparing the phase
of the clock with the modulator output,
the summing Jjunction's polarity is deter-
mined,

The common "ripple-down" method of
digitizing 1s used. Starting with the
most significant bit, the bit switches
are turned on sequentially by an eleven
bit shift register driven by the 960
kilocycle clock. Each bit switch acti-
vates a zener dlode regulated, negative
voltage source which is summed through
a calibrated resister to the summing
junction. The current contributed by
each bit is proportional to the signif-
icance of the bit. If the summing junc-
tion goes negative, the bit reset gates
are activated so that when the next bit
switeh is turned on, the preceeding
switch is turned off., In the event the
input analog voltege 1is negative, the
sign bilt is activated which contributes
a positive current to the summing junc-
tion of a magnitude equal to that con-
tributed by a maximum input voltage. The
effect of the negative 1nput voltage and
the sign bit is a current equal to a
positive input which is the complement of
the absolute value of the input signal.
As & result, the digltizer will always
handle & positive input voltage. When
all ten bits have been sampled a "trans-
fer® pulse is generated by the eleventh
bit of the shift register., This pulse is
"and" gated with each bit switch through
eleven transfer gates so that each trans-
fer gate corresponding to each "on" bit
switeh will pass the pulse, The output of
each transfer gate is coupled to a sym-
metrically driven flip-flop which serves
as a write head driver amplifier. The
eleven channels of digital information are
thus recorded in parallel on eleven of the
fourteen channels of the tape. A change
in direction of saturation of the tape
corresponds to a "one" being recorded,
while no change represents a "zero".
Figure 5 is a block diagram of this sys-
tem, Figure 6 is a time versus sequential
operation chart of the system.

Digital-To-Analog Conversion

This section, shown in Figure 7, in-
cludes fourteen read amplifiers, eleven
of which receive the digital information
from the tape; ten groups of eleven out-
put commutation gates; a ten bit shift
register; and ten digltal-to-analog con-
verters esch consisting of eleven bit
switches, gates, and a summing amplifier
with a low pass filter. The outputs from



the eleven read amplifiers (pulse for a
"one", no pulse for a "zero") are gated
to the proper output switches by the 10
bit shift register., This shift register
is started in the output channel No. 1
position by a pulse from the tape which
indicates that input channel No. 1 1s
being read, and is then advanced by the
recorded forty kilocycle clock as the
other input channels are read. The out=-
put bit switches are flip-flops which
control dlode bridge output gates, These
gates apply & standard reference voltage
through a calibrated resistance to the
summing junction of the output amplifier.
The summation of all the contributions
from the on gates reproduces the analog
equivalent of the digitsl information
received from the tape.

Additional Features

The limits on the delay of 0.01 to
10 seconds have effectively been expanded
by use of a "recirculate" provision, mak-
ing it possible to transfer information
from any output channel back to any input
channel without cumulative errors, This
is done by making available at a patch
panel all bit control flip-flop outputs
which may be gated directly back to the
write head driver amplifiers so that they
are re-recorded without any conversions
in place of the usual input information.
This enables a single channel of contin-
uous information to be delayed up to 100
seconds by recirculating the information
through all ten channels successively.
Many variations are possible which make
the recirculate feature a versatile in-
strument, This system is completely
transistorized., Printed circult bosards
are mounted in slide-out racks making
it possible to check any circuit during
operation. Major system check points
have been brought out to a test jack
panel enabling checkout with a minimum of
effort.
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DAFT--A DIGITAL/ANALOG FUNCTION TABLE

R. M. Beck and J. M. Mitchell
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Abstract

The design of a digital function generator
based on incremental digital computer techniques
is described which is capable of generating both
mathematical functions and arbitrary functions.
The mathematical functions are generated using
parallel Digital Differential Analyzer methods.
The arbitrary functions are cobtained by generat-~
ing interpolating curves through programmed
numerical points. The mathematical functions
can be generated with a high degree of accuracy
and repeatability while the arbitrary functions
can be generated to a high degree of repeat-
ability but an accuracy limited by second order
interpolation methods.

The interpolating eguation generates a
curve made up of a chain of parabolic segments
passing through thirty-two numerical points
which may be unequally spaced along the X axis.
Both second order and first order interpolation
may be performed.

Fourteen bit incremental Analog-to~Digital
and Digital-to-Analog converters are included
which enables the use of the DAFT system in con-
junction with analog computer facilities. A
% megacycle clock rate is used, enabling the
transfer of information at 100,000 increments
per second allowing for very high speed
computation.

Introduction

This paper describes the design for a set
of incremental computer blocks. The basic
blocks of this system are shown in Figure 1.
The incremental inputs and outputs of a number
of these blocks may be interconnected to solve
a large class of research and development
problems. The rate of transfer of information
between such blocks is 100,000 increments per
second which allows for very high speed computa-
tion. The operation of the blocks is numerical
to allow for very high computational accuracy.
This form of computer system should prove
particularly useful for solving those complex
problems in which present analog computers
exhibit prohibitive total errors.

The Integrator, Variable Multiplier,
Constant Multiplier and Servo Units are of the
Digital Differential Analyzer type. The DAFT
Unit is a Digital/Analog Function Table. The

Analog-to-Digital and Digital-to-Analog
Converter Units operate incrementally to convert
between voltage information and digital informa-
tion. These converters provide communication
links between the incremental computer and
either an analog computer or a process control
system. The operation of these interconnected
blocks is controlled by a central Control Unit.
This Control Unit serves to enter problem para-
meters, monitor the operation of the system,

and synchronize the system operation. This
equipment can be used to generate many mathemat-
ical functions such as shown in Figure 2.

When a function cannot be expressed
satisfactorily in an analytic form, the DAFT
unit may be used to generate it as an arbitrary
function as shown in Figure 3. The mathematical
functions czn be generated with a high degree of
accuracy while the arbitrary functions can be
generated to a high degree of repeatability but
an accuracy limited by second order interpolation
methods.

DAFT Function Generator

General

One particular interconnection of incre-
mental units (see Figure 3) will be given
special attention in this report. This system
of units accepts an input voltage, X, generates
a function, f(X), from a numerical function
storage and generates Z = f(X) as an output
voltage. In this way an analog function genera-
tor is obtained with a very high degree of
repeatability.

Z - £(X)
e (Output
X (Input Voltage) Voltage)
AtoD dX [DAFT Hf(X)| D to A
= Converter Unit " | Converter

Fig. 3 Arbitrary Function Generator
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Incremental Technique

It is characteristic of incremental computers
to generate fewer dZ output increments than dX
increments., If the X scale of the graph,

Z = f(X), is divided into 16,384 dX increments
and the Z scale is divided into 16,384 dZ
increments, the Z function cannot generally
extend over this full scale. Figure 4 indicates
the range of Z for several types of functions.

16,384 dX's
/\

— > 16,384 dZ's

Fig. 4 Incrementally Generated Curves

When the curve is Z = X, the curve can
extend over 16,384 dZ's. The maximum excursions
for other curves are given below:

¥% cycle sine curve ----10,420 dZ's
1 cycle sine curve ---- 5,210 dZ2's
2 cycle sine curve ---- 2,605 d2's
L cycle sine curve ---- 1,302 dZ's

8 cycle sine curve ~=-- 651 d2's

This does not mean that the output amplitude
necessarily becomes reduced with higher frequency
curves (the output amplitude can be scaled up at
either the D to A converter or by an output
amplifier), but that the resolution between out-
put values becomes coarser.

The scaling of X at 16,384 dX's is consis-
tent with the resolution of a high precision
converter and is chosen to give a fine resolution
for the output generation.

Numerical Definition of Z = f£(X) Curve

The curve to be defined_is to be divided
ipto 32 AX increments along the X scale. Each
AXi will have (128)(Ni) of dX increments,

where N, is an integer from 1 to 16. The nominal
value for Ni is 4 so that the nominal value of
AXi is 512 dX's. Individual Axi's may be one-

fourth the nominal or four times the nominal,
but the sum of the 32 N,'s should be 128 so as

to span the full scale of 16,384 dX's. The X
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scale may be visualized as divided by 129 grid
lines with a spacing of 128 dX's between lines.
The values of Z at any 31 of these grid lines
may be used to define the curve provided that no
more than 15 grid lines are skipped as a group.
It is assumed that the first and last grid lines
are always used to give 33 values of Z or 32
AX's and 32 AZ's.

The Z values are measured in units of dZ
increments., The values used for Z and X must be
chosen subject to some restrictions.

The first restriction is that Azi/AXi
= ni/128, where n, is an integer from =128 to
+127. This states that slope, AZi/ AXi. is

restricted to one of 256 different values (since
AX, = 128 N., n, =AZ./N.).
i i i i" 71

The second restriction is that one of the
X-Z points that is chosen be the origin. This
requires that curves which do not pass through
the origin be displaced vertically be the con=-
stant, f£(0). This constant can be readily
added back to the generated curve in the analog
computer as well as in the incremental computer.

The third restriction is that the change of
slope between AX increments be such that
n, - n, = m, where m, is an integer from
i+l i i i
-128 to +127.

The fourth restriction is thatlni -t mi,<(
128 which may also be expressed as |3/2 n,

-%n, | 1|<1128. This is necessary to limit

the slope used in parabolic interpolation and
will be mentioned later. Note that if the other
restrictions are satisfied this restriction will
be satisfied whenever |ni|<:64.

Interpolation Method.

The interpolation formula to be used in the
region Xi, is the following:

Figure 5 shows the interpolation curves for
Z in the intervals,lkxl and.AMZ
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Fig., 5 Interpolation Curves

In general, the interpolation formula yields

a curve that is a chain of parabolic sections.
The parabola used in the increment AXi passes

through three points:

1) Xi -1 zi -1
2) X, Z,
N bzg,
3) Xi +AXi, Zi R AXi

i+1
This linearly interpolated third point is

much easier to use than (xi+l’ Zi+l) for the

third point of the parabola.

The interpolation system is indicated by
the block diagram in Figure 6, The dX incre-
ments, of which there are 128 Ni as X varies

through Axi, are scaled down in number by l/Ni
to give 128 increments per AXi. The increments

are scaled down further in number by 1/128 to
give one increment perZXXi. These i increments

are summed in the i counter to control the
selection of m and Ni from the storage.

As X varies throughlﬁxi, mg is added into

the A register 128 times. The A register has
64 in it at the beginning of AXi (this is

1000000 in binary). After m, has been added

into the A register 128 times, the A register
will have overflowed my times and again have 64

in it. The overflows of the A register are
summed in the B register. At ‘the beginning of
eacthXi increment, the B register contains the

value, n, which is increased by m, to n, + 1 at

the end of theAXi increment.

While X varies through the AXi increment,
m, is added into the C register 128 Ni times,

The C register operates much like the A register,
beginning and ending with 64 in it, but overfleow-
ing (Ni)(mi) times. These overflows are scaled

down by =% and summed with the overflows from
the D register to obtain the dZ output increments.

While X varies through the AX, increment,
the arying value in the B Register is added into
the D register 128Ni times. The value added from

the B register into the D register corresponds to
n, +my (x-xi-l/128Ni) dX from the interpolation
formula. The output from the -2 scaler added
into the D register corresponds to —%(mi) dx

from the interpolation formula. By taking the
overflows for the sum of these terms from the
7-bit D register, we obtain a 1/128 factor or

=X

" 1
dZ= 8 Mot T3 Ni ax- 8 1% my ax

The DAFT Unit operates as a numerically
drift-free interpolator which traces out a
smooth curve through the Zi points regardless of

the number of cycles of the X input voltage.
This curve will have a point by point uniformity
for all cycles of X.

When linear interpolation is desired, the
overflow signals from the C register may be used
as the d Z output and the A, B and D registers
not be used. The curve traced in this case will
be a chain of straight line segments joining the
Zi points. The values of n; will be taken from
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Fig. 7 Patchboard Storage Circuit
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storage rather than m . Only the first two

restrictions on the X-Z points will apply in this
case.

Method of Operation

The design of the system is arranged for
ease of operation and testing. To set the
function generator system into operation, the
function patchboard is inserted into the DAFT
Unit and the Control Unit Reset button pressed.
Pressing this button does the following:

1) Clears the X and Z counters in
the converters to zero.

2) Transfers the origin values of
n and i from the patchboard in-
to the B register and i counter
of the interpolator.

3) Sets 64 into the A, C and D
registers and clears the Scalers
of the interpolator.

When the Control Unit is switched into
computation, the function generator system pro-
ceeds to generate the curve Z = f(X) from the
origin to the current value of the X input
voltage in 0.082 seconds or less. The function
generator will then track on the variations in
X until the Control Unit is switched out of
computation. When the system is switched out of
computation, the values of X and Z are locked on
the last computed roint of the curve. When
computation is restarted, the generator will slew
at the rate of 100,000 dX's per second to the
current value of X.

To perform a quick test for errors in the
operation of the generator, the push button to
set the X input to zero may be pressed. The X
and Z indicators should both slew to a zero read-
ing when this button is pressed and back to the
current (X,2Z) point when this button is released.

To verify the operation of a new function
patchboard, the manually controlled X input
voltage may be used to obtain the (Xi, Zi) read-

ings on the indicator lamps that are prescribed
for the function. When the readings are in-
correct, the patchboard can be corrected and the
revised data verified directly.

Circuits

All circuits are designed using germanium
transistors and diodes. No tubes or mechanical
choppers are used. All components are used at a
conservative power and tolerance rating. The
design goal is to achieve very reliable operation
at low power consumption,

The converter units use the circuits
developed for the Packard Bell Computer Corpora-
tion MULTIVERTER equipment.

The circuits used for the DAFT interpolator
are the circuits used in the Packard Bell
Computer Corporation TRICE computer. These
circuits consist of transistor flip flops, diode

gates, and distributed delay line storage
elements,

Figure 7 shows the gating circuit designed
for the Patchboard Storage Unit. This circuit
has the moderate speed requirement of obtaining
a new set of values on its 12 output lines with~-
in five microseconds after the i counter changes.
One of 32 diode-and-gates transmits a DC signal
depending on the state of the i counter. This
signal is sent through an emitter follower at an
8-volt level to a 12-contact common of the patch-
board. The signal is connected or disconnected
with patchboard jumper to twelve diode-Or-gates.
The twelve Or-gate lines present the interpodator
with the m, and n, values in parallel.

When the Reset Signal comes from the Control
Unit, it is used to block the reading of m, and

ni values and introduce the value for n at the

origin on the Or-gate lines. This signal is also
used to transfer the value for i at the origin to
the i counter flip flops.

X Frequency Response and Accuracy

The DAFT Unit has a maximum operation rate
of 100,000 dX increments per second. This rate
is chosen to be compatible with the other units
of the system. When the X scale is divided into
16,384 dX increments, the value of X for a
sinusoidal input of frequency, f, is given by

X = (16,384/2) sin 21Tt
and the maximum rate of change of X is

(dX/dt%axz 16,3841 £,

Therefore, the system will track if the maximum
full scale input frequency is

f = 100,000/16,3841 = 1.95 cps.

When the tracking frequency of 1.95 cps is
exceeded by a signal of, say, 3 cps, the Analog-
to-Digital Converter fails to follow closely the
steep portions of the input curve. Figure 11
indicates the discrepancy that will occur in this
case. The result is approximately a triangular
wave with 5% amplitude reduction, a maximum
error of 21% of full scale and a phase shift of
20°. The function generator continues to function
properly but for the distorted input curve.

The described system units can be used at



higher frequencies by reducing the number of dX's
per full scale of X. For example, the X input
resistor of the Analog-to-Digital Converter can
be changed to give 8,192 dX's per full scale of
X and the sum of the N, values reduces to 64,

The maximum full scale input frequency can then
be 3.9 cps. The number of dX's for full scale
can be further reduced to 4096 ard all 32 Ni

values restricted to 1's. This will accomodate
a full scale input frequency of 7.8 cps.

In general, the following relationship
exists between frequency and the number of dX's:

(number of dX's/full scale of X) = 100,000/ f

When the curve, Z = f(X), is characterized
as a sine curve of C cycles, "

(number of dZ's/full scale of Z)
= (l/TYC) (number of dX's/full scale of X)
Therefore,

(number of dZ's/full scale of Z)

= 100,000/72 Cf = 10,132/Ct

Where the output is expressed as a binary
number with p binary stages used, the formula
may be written as

2P = 10,132/C¢

This last equation essentially defines the
frequency-accuracy product of the DAFT function
generator system.

As an example, if the input frequency is
3 cps and the Z = f(X) curve resembles 2 cycles
of a sine curve, the generator can be set up to
give an output curve that is smooth to one part
10
in 277,

MNo. of dX's = 100,000/ (3) T 10,496 = (82)(128) |

ZNi = 82

No. of dZ's = 10,496/t (2) ¥ 2%°

for C = 2 cycles and f = 3 cps

For another example, if the input frequency

is 30 cps and the Z = f(X) curve resembles one
cycle of a sine curve, the generator can be set

un to give an output curve that is smooth to

one part in 2 . Only eight AX increments may be
used for this input frequency.

No. of dX's = 100,000/1r (30) T 1024 = 8(128)

>N =8
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No. of dZ's = 1024/ (1) = 28

for C, = 1 cycle and f = 30 cps

In order to obtain more AX& increments for

high frequency inputs, the DAFT Unit will have
one other scaling arrangement:

1) The 1/128 Scaler will be changed to a
1/16 Scaler

2) The B register will be shortened to
4 bits plus sign.

%) The number of dX's/ Axi = (Ni)(16)

L) n, will be an integer from -16 to +15

5) m will be an integer from =16 to +15
-

6) Ini /zmi|< 16

The last example may then have all 32 X
increments used

No. of dX's = 100,000/41(30) = 1024 = 64(16)
> N, =6k
1

No. of dZ's = 102L4/m (1) = 28

for C = 1 cycle and f = 30 cps

Summar:;

The set of units described provide a flex-
ible, high performance system with which arbi-
trary functions and mathematical functions can
be obtained at high speed and high accuracy. The
arbitrary functions are set up in numerical form
on a patchboard and generated with first or
second order interpolation. The mathematical
functions are generated in their analytic form
with interconnected Digital Differential Analyzer
units. The performance of the system in
generating both types of functions is approxi-
mated by the formula

2P = 10,132/ct
where

p = number of binary bits precision
(including sign) in the output,

C = The complexity of the function
measured in terms of the number
of sine curve cycles it contains,

f = the full amplitude input frequency
of the independent variable input.

The independent variable may be followed
to a precision of one part in 16,384 and the
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output variable may be generated up to a preci-

sion of one part in 10,000. The system operates
at the rate of 100,000 cps so that in the worst

case, the delay between a variation in the input
and a corresponding variation in the output will
be much less than 50 microseconds.

Another type of function not treated
explicitly in the body of this report is that of
generating an analytic function of time such as

Z = sin 2T ft

This function can be generated with a
performance formula of

2P = 100,000/ f,

where p is the number of bits precision (includ-
ing sign) in the output. The value of p is
limited to 1% or less by the output converter.
For f of 64 cps the sine can be generated to 8
bits plus sign and for f of 200 cps the sine
can be generated to 6 bits plus sign. These
curves can be generated for an unlimited number
of cycles without amplitude drift.

Tracking curve based on 16,384 dX's per full scale
of X and a dX rate of 100,000 per second

Time

3 cps
full amplitude input
signal

Fig. 8 Slope - Limited Tracking Curve
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MATHEMATICAL APPLICATIONS OF THE
DYNAMIC STORAGE ANALOG COMPUTER

Jack M, Andrews
Computer Systems, Inc,
611 Broadway
New York 12, N. Y.

Many recent developments in analog
computers have substantially increased their
versatility and speed. Probably the two
most important of these innovations is the
automatic repetitive operation at frequen=-
cies of 60 cps and the development of high
speed memory with a tracking error of less
than 10 microseconds. With repetitive op-
eration and the simultaneous solution of
large matrices of ordinary differential
equations at speeds of 60 cps, the analog
is much faster in operation than the digital.
However, an inherent disadvantage is the
size of computer required for a complex
problem. In general, the more complex or
larger a problem, the more conventional
analog computer equipment that has been
required for its solution, The digital com-
puter, on the other hand, has, from its
earliest inception, employed memory to allow
time sharing of components, In this manner,
a large complex problem could be solved by
time sharing the digital computer equipment
and using the same equipment repeatedly to
solve the larger scale problems. Therefore,
large problems required longer solution
times rather than larger computers. The
disadvantage of larger sizes in the analog
computer has been overcome by the develop=~
ment of high speed memory which is employed
in a manner similar to that utilized in the
digital computer for time sharing to in-
crease the time of solution rather than
increasing the size of the computer for the
more complex problems. However, the order
of magnitude increase in solution time is
much less severe with the analog computer
employing memory than it is with the conven-
tional digital computer, since the analog
simul taneously solves systems of equations,
while the digital computer must use reitera~
tive procedures for such a system,

SUMMARY
The development of the high-speed

analog memory has made possible sequential
calculations through time sharing of the

computer components, One of the most striking
comparisons Is found in the process industry,
where distillation is a critical test of the
computing capabilities of both the analog and
digital machines. Prior to the development of
high-speed repetitive operations and dynamic
storage analog computers, a four component
distillation problem with overhead, sidestream,
and bottoms products would require in excess of
1100 amplifiers for the simultaneous solution
of a 30 plate column, or conversely, a solu=-
tion time of several hours. With the modern
DYSTAC Analog Computer in repetitive opera-
tion, such a solution can be obtained with
only 43 amplifiers in approximately 1 minute
of operating time, This is a very favorable
comparison with the more expensive digital
computers.,

Memory can also be employed through
high speed sequential calculations to obtain
definite integrals for automated, self-solu-
tion of various problems, One of the most
important of these in industry is the opti~
mization of a definite integral with respect
to one or more independent variables. Pro-
bably the most common example is the reali=-
zation of an economic optimization for an
operating process, However, other criteria
can be employed for optimization such as the
least mean squares fit of data in correlation
schemes or the minimization of transients
with respect to design parameters in an
instrument control system.

Furthermore, many partials can be
reduced to multiple definite integrations,
Under these conditions a combination of
repetitive operations and non-repetitive
operations (real-time) is employed together
with the continuous or point memories to
provide a simple, accurate, and rapid solu-
tion for multiple integration.

The variables are not generally separ-
ated in partial differential equations.
Where they can be separated mathematically,
a multiple integration technique, similar to
that just discussed, is readily employed to
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obtain a solution to the proboem. Where the
partials cannot be separated mathematically,
the difficulty generally lies in a resolu-
tion of the initial conditions or boundary
conditions., In the latter circumstance, a
forced balance solution which is readily
incorporated into the analog computer may

be of assistance in arriving at a solution
of the problem,

The development of memory for the
analog computer has made it possible to
incorporate many digital techniques into
the current analog procedures, Continuous
memory for the analog computer is an adapta-
tion of digital techniques employing New-
ton'!s Divided Difference Interpolation
Formula, The employment of continuous
memory immediately provides solutions for
various types of transient operations and
difference-differential equations problems.
The ordinary solution time of even the most
complex problems in this category is about
20 seconds,

Other applications which have stemmed
directly from the repetitive operations and
memory include an all electronic transport
delay which is derived from standard com-
puter components and differentiation with~
out the noise that has heretofore been
associated with such an operation on analog
computers,

DISCUSS ION
DYNAMIC MEMORY

In order to develop the theory of
dynamic memory, the performance of a stand=-

ard integrator in both non-repetitive oper-
ation or real time will be discussed first.
The circuitry of such an integrator is
generally similar to that presented in
Figure 1,

In Figure 1, the high gain amplifier
is shown with the feedback capacitor (C)
and input resistor (Ry) which constitute
a standard non-repetitive operating integra~
tor. In order to reset the integrator to
the applied initial condition voltage,
both relays A and B are required. During
the reset period of non~repetitive opera-
tion, relay A is open and relay B is closed,
During this period, the capacitor is
biased to produce at the output of the
integrator a value of Eg, which is the
negative value of the initial condition
imposed on the initial condition resistor
network., When the operate cycle is initi-
ated, relay B is opened and relay A closes,
so that the value of the voltage input E
can be integrated, The time-integrated
value of E; from the appropriate initial
condition is then available as the output
voltage EO‘

If the integrated value of E} is a
function of an independent variable, x,
then Ey may be expressed as F(x). Figure
2 shows the variation in the output volt-
age E, for a decaying function during
the operate and reset cycles,
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At the beginning of the operate cycle,
the value of E, is equal to the initial con~
dition. During this subsequent integration,
the value of E, follows the time integral
of x which corresponds to F(x). At the
termination of the operate cycle, the
computer is returned to the reset period
where the value E, changes to correspond
to the initial conditions.

If another integrator is in reset
(relay B closed) and has no input other
than F(x) through the initial condition
channel, it will track F(x} and have for
an output voltage the value -F(x) as shown
in Figure 3. If the B relay is caused to
open at any value (x;) of the variable x,
then the output will subsequently remain
constant at Fy(x) for all values of x
greater than x,. During the reset period,
if x Is less than x;, the memory will track
the resetting of F(x).

In this manner, by eliminating the
normal input voltages and using only the
initial condition input, memory may be
incorporated into a standard integrator.

While this procedure might be followed with
any high-precision analog computer, the long
RC time constant of the reset circuit and
the slow operating speed of the B relay
(one millisecond or greater) would limit
its application to non-repetitive solutions
with long time constants, It will be

shown that practical applications of this
technique require repetitive operation at
frequencies of from one to two hundred
cycles per second, preferably 50 cycles

per second or greater, Utilization of this
procedure in repetitive operation is pos~
sible only when the reset relay B is re~
placed by an electronic equalizing gate

or switch which operates at a speed of
approximately 5 microseconds and resets

the amplifier independent of the RC time
constant of the initial condition circuit.

Four types of memory mode are ordinari-
ly employed in the circuits necessary for
complex problem solutions. Shorthand
symbols for these memory circuits are
presented in Figure L,
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DYSTAC MEMORY SYMBOLS

The letter M is utilized to indicate
that each of the four amplifiers is employed
in the memory application and is a reminder
that the normal input channels to these amp-
lifiers should not be used; the only inputs
should be through the initial condition
channel, The standard integrator, termed a
forward memory and shown in Figure 4, (a),
"tracks!" the function present at the initial
condition Input during the computer reset
period, ""learns' it at the start of the
operate period and ''stores' or holds it
during the operate cycle.

In Figure &, (b) a reverse memory is
shown, In this application the polarity of
the control signal is reversed so that the
electronic reset switch operation is re~
versed, and the output voltage tracks the
i.c. voltage during the operate period.
During the reset period, the output voltage
is stored at the value last available through
the initial condition input at the termina-
tion of the operate cycle, Both of the
memories in Figures 4, (a) and 4. (b) are
controlled by the repetitive, automatic
reset pulses generated by the computer, In
the last two Figures, 4, (c) and 4, (d),
the electronic reset switches or equalizer
gates are actuated by external voltage
comparators rather than by the repetitive,
automatic reset pulses. Figure 4. (c)

shows an amplifier whose electronic switch
is normally closed until the external com-
parator is actuated by an independent or
dependent variable whose value exceeds that
of an arbitrary voltage x;. Figure 4. (d)
shows an integrator memory whose reset
electronic switch is normally open until
the comparator is actuated. In the case
of Figure 4., (c) the output voltage tracks
the value available at the initial condi-
tion input until the comparator is actu-
ated, at which time the output voltage is
locked or stored at the instantaneous
initial condition value., In Figure 4, (d)
the output voltage is stored and constant
until the comparator is actuated. At this
time the output voltage tracks the initial
condition input.

SEQUENT IAL CALCULATIONS

In order to perform high~speed sequen~
tial operations which are automatically con-
trolled by the computer, it is necessary to
have an accounting circuit which records
the number of steps that have been performed
and whose output voltage can serve as an
indication for relay amplifiers and compara~-
tive circuits through which the type and
complexity of the sequential calculations
can be regulated. An accounting circuit



which provides these features is presented

in Figure 5, This circuitry is composed of
reverse and forward memory together with an
inverter, summer, relay, and relay amplifier.
If, for the purposes of discussion, it is
assumed that M_ has a value of 30 and &

has a value of"1, a constant value of one
volt will be added to Py through a summer.

learned and stored a value of zero which
will appear as its output, During this
cycle when Py has a value of zero, the relay
will return to its normally closed position
and the value of Py plus one volt will ap-
pear at the initial condition input of the
reverse memory, Therefore, during the next
operate cycle the value Py,] appearing at

Myx/100 1
+100 X/f\ o i g -
\RELAY ale] - v
AMPL, “I"RELAY
+ X| o P
N+1
A/100 _p
+100 O +Py N

ACCOUNTING CIRCUIT
FIGURE 5

The relay amplifier will compare +P
with a value of 30 and operate the relay,
driving it from the normally closed (x) to
the normally open (0) position when Py has
attained an equivalent of 30 volts. Let us
assume that Py has reached a value of 30
volts. This value will be maintained at
the output of the forward memory during the
remainder of the current operate cycle since
the forward memory will be in ''store', With
the arm of the relay at the normally open
position, a ground will be imposed through
the initial condition channel of the reverse
memory which will track this value and ''leard’
it at the end of the current cycle. During
this reset period the reverse memory will
store the output value of zero and the for-
ward memory will track and learn it since
its electronic equalizer gate is closed
during the reset cycle., In the next opera-
ting cycle the forward memory will have

the output of the reverse memory will be
one volt, This value is in turn stored
at the output during the reset cycle,

and the forward memory will learn a value
of 1 volt which it will maintain during
the following operate cycle. In this
manner, Py will have voltage values vary-
ing in incremental steps of 1 volt from

0 to the maximum value of My. During the
corresponding cycle the value appearing
as Py4] at the output of the reverse
memory will always be 1 volt greater
until Py is equal to the maximum voltage
M, at which time Pyyq will be zero.
Either Py or Py,y may be used as control
voltages to actuate either relay ampli=-
fiers or electronic switches to control
the various sequential calculations which
are incorporated in the cycle from

PN = Oto Py = M,. The cycle thus
effected by this control will be
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reiterative and will cycle through the
various sequential calculations until the
repetition is halted by the operator. This
feature provides a very efficient means

for conducting sequential algebraic cal~-
culations such as are encountered in dis-
tillation, difference differential equations,
partial differential equations and in control
problems where the control variables are
cycled through a series of operating con=-
ditions or boundary conditions.

The ratchet circuit shown in Figure
6 is another example of a highly effective
memory circuit which finds its most gen-
eral application in the memorization of
values from one cycle to be used in the
succeeding cycle,

However, as discussed in a technical data
sheet by Computer Systems, Inc. entitled
"Application of DYSTAC to a Multi=-Compo=
nent Distillation'' this new analog develop-
ment provides a rapid and economic solu-
tion of multi-component distillation prob-
lems by employing both the ratchet and
accounting circuits for time sharing of
computer components., The size of the
computer is independent of the number of
plates and is dependent only on the num=
ber of components to be distilled and the
number of product withdrawal points, Since
the procedure is perfectly general, any
desired specifications can be selected for
a given case within the prescribed degrees
of freedom, The solution is based on a
trial and error procedure with a continuous

<
=

RATCHET CIRCUIT

FIGURE 6

The forward memory will produce a
value of xy which will be utilized through-
out an entire cycle to calculate the value
of xy+1 that is necessary for the follow-
ing cycle, This value, xN+1, is derived
from the associated problem circuitry, and
will be memorized during the reset period
to provide xy, for the calculation of

XN+2, etc.

Distillation is one of the most
severe tests of the capabilities of either
a digital or analog computer to solve
sequential calculations. Before the
development of DYSTAC, the typical distil~
lation problem was either too expensive or
too tedious to solve on the analog com-
puter, and the digital computer was em=
ployed almost entirely in the distillation
calculations of the process industries,

solution frequency of 60 plates per second,
A solution with an accuracy of 0.1% can be
obtained for a given case in about 1 minute
after the basic data has been set in the
computer,

Only 43 operational amplifiers are
required for a four component distillation
with overhead, sidestream, and bottoms
withdrawal products. This contrasts with
a requirement in excess of 1100 amplifiers
for conventional analog computer equipment
wherein the entire column Is solved simul~-
taneously. If more than 30 plates are
required, the amplifier requirement is
proportionately increased, In the current
application, the number of amplifiers is
independent of the number of plates be-
cause the various electronic components
are time hhared so that from cycle to cycle
each component is used repeatedly in suc-
cessive solutions for the various plates,



THE DEFINITE INTEGRAL

In many problems it is desirable to
evaluate in repetitive operations at defi~
nite and sometimes changing limits the
integral of various quantities. Typical
examples include economic optimization,
the minimization of transients through
design parameters in a control system, and
the evaluation on a ‘least mean squares
basis of the proper correlation coeffici=
ents.

The evaluation of a definite integral
by the employment of X and 0 memories in

repetitive operation is illustrated in
Figure 7.

yOﬂOO

+f(x,y)
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indefinite integral as it is produced in
repetitive operation mode until x is equal
to a. At this point, the X memory locks
and the O memory begins to track with the
result that the O memory has as its output
the previous evaluation of the definite
integral from zero to a from each preceding
cycle. It is quite feasible to vary the
limit of integration a from one cycle to
another. In this case it would be provided
by some other portion of the circuitry in
accordance with the desired problem solution,

When it is desired to obtain the eco=-
nomic optimum operating conditions for a
process it is generally necessary to evalu-
ate dffinite integrations, A general out=-
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FIGURE 7

In this figure, it is desired to
determine the definite integral of f(x,y)
with respect to the variable x, The
desired function is the drive for inte-
grator 1, wherein the proper initial
conditionye,is also available, and the
output of integrator 1 is the indefinite
integral with respect to x. In this ap~-
plication, integrator | will be operated
in the repetitive mode, Integrator 2 will
also be operated in repetitive mode, and
its purpose is to generate a ramp function
for the evaluation of the independent
variable, x. x is compared with a value
a from reference voltage to establish the
upper timit of the desired definite in-
tegral, The X memory will track the

a
f(x’y)dx
I+ - I
8/
X tap J00 400
o/

line of the procedure for optimization
follows.

First, the equation for economic
evaluation of the products and cost of
operating variables under investigation
is derfved., This will probably contain
definite integrals as in the case of the
products from a fixed bed catalytic
reactor, wherein the amount of catalyst
is fixed, although the operating condi=-
tions such as temperature, pressure,
and feed may be varied for optimization
purposes. Second, the economic equation
is differentiated with respect to the
variables under investigation. Each
derivation will provide a new and
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Independent optimization equation which will
contain derivatives of the original definite
integrals, The desired optimum is realized
when the value of each derived equation in
the matrix has a value of 0, The deriva-
tives containing definite integrals from
the second step are to be evaluated in
repetitive operation by the use of X and

0 memories as indicated in the analysis of
Figure 7. Once the successive derivatives
have been evaluated by repetitive operation,
they are employed with the necessary alge-
braic signs derived from the maximum or
minimum nature of the calculations to drive
NRO integrators whose outputs are arbi=-
trarily equated to the respective operating
conditions. The operating variables as
produced from the NRO integrators are em-
ployed in feed=back loops for both the
REPOP calculation and the simultaneous
evaluation of the optimization derivatives.
When the desired optima are reached, the
NRO integrator drives will be zero, and

the operating conditions will remain con-
stant at their respective values, It is
also quite feasible to place restrictions
on the operating conditions by the employ-
ment of X and O memories, If any of the
variables become restricted before their
respective optima are attained, the remain-
ing variables will still be optimized em-
ploying the restricted values for the
pertinent variables,

A similar technique can be employed with
repetitive operation evaluation of definite
integrals and feed-back loops from non=-
repetitive operation to evaluate the design
variables which minimize the transients in
an instrumentation problem. Another example
is the evaluation of the correlation coef=-
ficients which provide the best least mean
squares fit of observed data.

MULTIPLE INTEGRATION

There are many instances where
multiple integration requiring successive
evaluations of a definite integral is a
very complex procedure that necessitates
analog computer techniques more advanced
than those heretofore available., The fixed
bed converter with axial and radial tem-
perature gradients, as proposed by Wilhelm,
is a classic example of a problem which
can be solved by the multiple integration
technique, Although this problem is too
complex to detail in the current presen-
tation, the philosophy involved in such
a calculation can be summarized with a
trivial case, The multiple integration
to be described is presented in Figure 8,
where it is desired to determine the volume
of a cylinder with varying radius, This
volume is the double integration of the

MULTIPLE INTEGRATION
FIGURE 8
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radius and the length., The radius at the
wall for any particular point along the
axis is obtained from a diode function
generator, The radial integrators operate
in repetitive mode while the axial integra~
tors operate in non-repetitive mode, The
value of x is obtained from integrator 1}
(non-repetitive) and fed to the DFG from
which the instantaneous value of the radius
at the wall, Ty, is obtained. r is obtained
from the repetitive operating integrator 2
and is fed through a pot set of Zl@rto
repetitive integrator 3 which gives the
cross-sectional area at any point in a
cycle. The upper limit of this integra-
tion is fixed by X & O memories, The X
memory tracks until r is equal to the
radius of the wall, at which point it locks,
The 0 memory starts tracking when the com-
parator shows that the wall has been
reached, and its output is always the pre-
vious value of the cross sectional area at
the wall, This, in turn, is directed to
integrator 4 operating non-repetitively.
The output of this last integrator is the
volume of the cylinder at any axial loca-
tion, X.

While the previously described
multiple integration is trivial, the same
sequence is followed in developing the
temperature gradients in a fixed bed
chemical reactor operating under steady
state conditions, Vaporized reactants
are introduced at the inlet to the reactor,
and the total reaction in the first incre-
ment of the reactor is integrated radially,
The total heat released in the first incre-
ment is also calculated so that both the
concentration of the reactants and their
temperature can be calculated for the
input to the second increment. As in the
previous illustration, the radial incre-
ments of the fixed bed reactor are calcu-
lated in repetitive mode while the axial
variation Is again summed with non~-
repetitive integrators, The radial
variation of both temperature and concen-
tration of the individual reactants and
products is presented continuously in
the oscilloscope and can be plotted for
any desired radial point as a function of
x, or axial length, on an X-Y plotter.

The increment in reactor length can be
reduced for each cycle until further

reductions, do not change the problem
solution, Under these conditions the

maximum computer accuracy has been achieved
and the minimum solution time can be deter-
mined, In this case, a reactor solution
time of 20 seconds with a frequency of

60 cps will provide 1200 increments, or
slices, through the reactor bed and should
be sufficient,

The solution procedure outlined can~
not be obtained from conventional analog
computers because the known radial bound-
ary conditions are split and the radial
function R must be solved automatically
by the computer in repetitive operations.
In this particular problem, the value of
r (a function of radius, r) is known at
the wall while R' is known at the center
of the tube where the radius, r, is zero.
This solution is readily accomplished in
repetitive operations with the DYSTAC
memories as shown in Figure 9. The
solution technique reduces the split
boundary value problem in R to an initial
condition problem.



where: R'"=
R = RO-!-ARW;
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FIGURE 9
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In Figure 9, integrators 1, 2 and 3 are all
in the repetitive operations mode., Integra~
tor 3 produges r, the independent variable
which is djvided into R' to furnish one of
the feedback loops, The other feedback
loop is provided by =R from summer 1.
If Ry were known the solution in the
repetitive operating mode would be com-
plete, An automated solution is obtained
by observing that the value for at the
wall is equal to the initial condition
value plus the integrated change in R at
the wall, ARy . In order to determine R,
AR is continuously added to the appro-
priate value of fn summer 2, The out-
put of this summer is not the required
value of Ry, because there is no subscript
w on the AR increment, This subscript
is realized by the employment of X and 0
memory, The X memory tracks until the
wall of the cylinder is reached, as deter-
mined by a comparison of on a pot with
the independent variable r. When this
comparison is realized the X memory stops
tracking, and is locked on the value which
is then a trial value for Rg, The O mem-
ory is locked until a comparison is
realized, at which time it tracks or
learns the value in the X memory. In this
manner, the previously determined trial

-10
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value for R, Is always available as the
output of tge 0 memory. In the trial

and error solution sequence, some value
for Ry will be maintained as the initial
condition throughout a cycle, From this
value AR, can be calculated at the wall,
and a new value for Ry will be assumed,
The sequential assumpgions will be fol-
lowed until there is no further change
with the value for R, being precisely
equal to the required value. The solu=-
tion sequence is very rapid,

In the previously discussed appli-
cation the independent variables in the
problem have been separated by the as-
sumptions on which the problem was
hypothesized., In the more general case,
the variables must be separated mathema-
tically and frequently they cannot be
separated at all, However, there are
procedures where both of the latter cases
can be generally handled satisfactorily
with the DYSTAC Computer, In the first
case, the variables are separated mathema-
tically, and the multiple integration
technique can be employed, In the other
case a form of forced balance can be
used for continuous self-solution of
the problem!s boundary conditions.



Variables can frequently be separated
by a conventional substitution for the
dependent variable of a product of two
new dependent variables which are res-
pectively functions only of the individ=
ual independent variables. Another means
of seperation is the employment of
Laplace transformations when one of the
variables has been transformed, an ordi=-
nary differential in terms of the trans-
formed variable is obtained. A solution
of this ordinary equation will In turn
yield an explicit evaluation of the
transformed variable in terms of the
transform s and the remaining independent
variable, The final explicit equation
can be solved using standard instrumen-
tation techniques to evaluate the trans-
formation operator in repetitive opera-
tion while employing values of the
remaining independent variable generated
from non-repetitive components,

CONT INUOUS_MEMORY

Point memory and the ratchet circuits
will solve many problems involving ordi-
nary and partial differential equations;
however, there is frequently a require~-
ment for continuous memory of a varying
dependent or independent function. Al-
though there are several variations of
the proposed contihuous memory circuit,
a simple illustration will serve to
demonstrate its potentijal applications.
The memory circuitry to be investigated
is shown in Figure 10,

The most common requirement of con-
tinuous memory is illustrated by the
variation of f(x) with the solution
curves 1, 2, and 3. In this case the
function F1 for f(x) is required as
input to the computer circuit to predict
F2, Solution F1 will be required for
one full cycle of the repetitive opera-
tion during which the values of F2 for
the subsequent operating cycle will be
produced, In the subsequent operating
cycle the values from F2 will be required
to calculate another curve F3. The
memory circuit is based upon Newton's
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Forward Interpolation Formula. This
relationship states that if for equal
increments of the dependent or indepen-
dent variable x the values of f(x) are
known, these values may be used to
express f(x) as a function of x as
shown in the polynomial equation, The
values of the coefficients, A, B, C

and D, for this equation are derived
from the differences as shown in the
example of a difference tabulation,
Thus, If the values of f(xg), f(xp),
and f{xc), and f(x4) are known, they
may be directed to a summing network
from which the coefficients, A, B, C
and D, can be derived, Simultaneously,
the value of x may be sent to a function
network which produces the required
products of x, x~-1, and x-2, that are
necessary for Newton's Formula,

One simple scheme whereby the re-
quired values of f(x) for curve 1 may
be retained in memory while new values
for curve 2 are learned for the subse~-
quent cycle is shown in the four pairs of
X and O memories. During the first cycle
the values of f(x;), f(xp), f(xc) and
f(xq) for curve FO are present at the
outputs of the respective 0 memories;
these values are then fed to the required
summing network that produces the coeffi-
cients, A, B, C and D, which are used in
the development of the curve Fl as x
varies. At the same time the respective
X memories have relay comparators which
open the first memory when x is equal to
a, the second memory when x is equal to
b, the third memory when x is equal to
c, and the fourth memory when x is equal
to d. Since the X memories are fed by
the computer with the newly calculated
durve F1, at the end of the cycle the
values of f(x5), flxp), Fx.), and f(xy)
for curve Fl are locked in the respec-
tive X memories, It is necessary to
translate these values into the 0 mem-
ories for the subsequent cycle, and this
is done at the end of the current cycle,
This is accomplished by one common
comparator circuit that switches all
four O memories when the value of x is
equal to u which is a value greater than
x4« This comparator operates the
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f(x)

f(x) = A+ B(x) +

C{x)(x-1 +

b (x)(x=1)(x-2)
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CONT INUOUS MEMORY CIRCUITRY

FIGURE 10



electronic reset switches and allows each
one of the 0 memories to learn the new
value of the corresponding X memory, Then
the values of the desired coefficients for
the Fl curve are available to produce
curve F1 through Newton's Formula during
the subsequent cycle from which the solu-
tion F2 can be obtained, In a similar
manner, solution F3 is obtained from F2,
etc,

In general, where three increments
or four points are utilized in the Dif-
ference Formula, a third degree approxi-
mation of the desired function can be
derived. |If more accurate approximations
are required, fourth, fifth, sixth, and
higher degree polynomials can be evalu-
ated by the inclusion of more memories
and higher order differences.

When continuous memory as previously
discussed is incorporated in a calcula-
tion, the parameter for the curves Fo, F],
Fas F3 and F) may be a time increment

which leads directly to transient problem
solution., The increment might also be a
theoretical stage in a stagewise operation
and in this manner difference~differential
equations can be solved, Many other appli-
cations can be visualized for continuous
memory,

OTHER APPLICATIONS

Although the details will not be
discussed at the present time, an all
electronic transport delay can be de-
veloped from the DYSTAC memories., This
delay uses memories in a bucket brigade
circuit with any desired accuracy of
interpolation based on Newton's Divided
Difference Formula or any other inter=~
polation technique that is desired, Any
degree of accuracy may be obtained with
this transport delay by balancing the
number of sample points and the inter-
polation, Its accuracy is far in excess
of that available from the Pade
approximation,

The infinitesimal delays which
can be incorporated into X and 0 memories
can also be employed to differentiate and

these differentiations are relatively
noise free. In this manner, many

problems which have not been practical
heretofore because they required dif-

" ferentiation can now be successfully

analyzed with an analog computer,

It may be concluded that the DYSTAC
Computer has provided rapid economic
solutions to problems which have hereto-
fore been so tedious or expensive to
resolve that either gross approximations
have been incorporated into the solution
or else the problem has been neglected.

(022460 s)
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RECOGNITION OF SLOPPY, HAND-PRINTED CHARACTERS

Worthie Doyle

Staff Member
Lincoln Laboratory
Massachusetts Institute of Technology
Lexington, Massachusetts

Summary

This report describes a pattern recognition
scheme particularly intended to handle noisy and
highly distorted data. The sample is subjected to a
set of tests at the conclusion of which a single deci-
sion is made. The decision is made on the basis of
experience obtained from prior processing of label-
led samples. The method has been applied to hand-
printed English capitals but is evidently general.
Results are given for some trials made on the IBM
709.

1. Introduction

In any recognition scheme the raw data are
transformed or tested and from the results decisions
are made. Usually(l’ the process consists of a
sequence of tests together with rules for branching
after each test, the final branch furnishing the de-
cision. Any recognition method employing such a
sequence of decisions to reach an ultimate verdict
is evidently limited by the weakness of its worst
tests, Tests which one might off hand think infal -
lible are easily beaten by malevolent nature. For
example, in the course of devising tests for charac-
ter recognition a good datum to consider seemed to
be the maximum number of intersections of the char-
acter by a horizontal straight line. Most M's were
expected to have four; of the 46 samples at hand 11
did. Our noisy data also included two each of R and
T and one each of A and N having four. Unless the
tests are good indeed or the samples to be recogniz-
ed quite free of noise and distortion a parallel pro-
cessing technique seems preferable.

With parallel processing all tests are made
before any decision is undertaken. -Though the in-
dividual tests may be poar a reliable decision can
be available provided there are enough tests, each
contributing some different fractional bit of informa-
tion. Such a set of tests may be considered a code

* The work reported in this paper was performed by
Lincoln Laboratory, a center for research operated
by Massachusetts Institute of Technology with the
joint support of the U.S. Army, Navy and Air Force.

with redundancy, an appropriate counter to noise
and distortion. The method here used to combine
the test results resembles correlation detection
of electrical signals and is an elementary realiza-
tion of Pandemonium!>},

Another point sometimes overlooked in ap-
plying tests to data from nature, as opposed to
ideal representatives, is that the results, while
still significant, are not what consideration of the
ideal representatives might have led one to expect.
Thus the action to be taken following a particular
test should be determined by observing the results
of testing real known samples from the population
of characters one eventually hopes to be able to
recognize rather than by applying preconceived
rules. Such a " learning" process seems to be
present in only two schemes so far reported(‘L 5).
Some preconception is unavoidable but is here
present only in the choice of the data reduction
mechanism and not in the decision making process
itself.

The scheme to be described incorporates
both these notions -- decision reserved until all
test results are in, and discrimination based on
"learning " from real data.

2. General Description of Character

Recognition Scheme

This section describes what has been pro-
grammed and tried. Some reasons for these choices
and against certain others are given in section 5,
where some planned improvements are also noted.

The present organization is depicted in fig-
ure 1. The box " Process " first does ;some minor
filling and deleting on the original pattern (details
in Appendix A), hopefully a noise-reduction meas-
ure, and then produces a sequence of symbols
representing the outcomes of various tests applied

*
The tests used for trials on hand-printed English
are listed in Appendix B.
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to each sample. For example, one already mention-
ed test on characters produces as outcome the max-
imum number of intersections of the character by a
horizontal straight line. Thus for most O's this test
produces the symbol 2. The results of this data re-
duction are collected in a table, the first census,
which contains a tally of the number of occurrences
of each test outcome for each pattern. A section of
this census corresponding to application of the test
just mentioned to ten characters looks like figure 2.
(This census is for about half the population). Inthe
learning phase such data are collected for each test
and are organized in the hierarchy - Test, Charac-
ter, Outcome, Number. After all the labelled sam-
ples have been processed the census is re-organiz-
ed in the order - Test, Qutcome, Character, Num-
ber; finally the observed incidences of outcomes are
combined with assumed a priori probabilities of oc-
currence for each character to calculate the inverse
probabilities for each character given test and out-
come. Effectively these probabilities form the block
labelled " Census " .

In the working phase the block " Process " is
identical to the corresponding one in the learning
phase and does exactly the same data reduction job.
" Compare with experience amounts to using the
observed outcomes of the tests on unknowns to look
up and extract pertinent portions of the second cen-
sus for use by the next block.

The block " Decide " forms weighted aver-
ages of the inverse probabilities corresponding to
the observed outcomes from the separate tests and
indicates which character corresponds to the highest
of these averages of a posteriori probabilities. This
is our guess.

3. Hand-Printed English (Problem)

The particular restrictions which distinguish
the example tried were chiefly determined by cost
and convenience. Herb Sherman, for work reported
in (1), had already collected several hundred sam-
ples by having visitors to Lincoln Lab print their
names and addresses in a series of quarter inch
squares. Some of these samples had been quantized
in a 32 x 32 array of bits and these characters, to-
talling 329 samples, were kindly supplied on IBM
cards by Mrs. Betty Howell. Later a further 600
were made available on flexowriter tape preparedon
TX -2 by Phil Peterson. * Since the trials were tobe
made on the IBM 709 this 32 x 32 array was augment-
ed by a double row of zeros all around, it being con-
venient to store the raw bit patterns as 36 consecu-
tive machine words. This choice of format means
that fine detail will be lost, which in turn imposes a
restriction on the size of characters to be processed
-~ they should not be so small that quantizing into a

* The messy job of providing these last with identi-
fying labels was cheerfully done by Martha Evens
and Connie McElwain, while Barbara Lucy progrm-
med the transformation from tape format to 36 word
bit-matrices .

32 x 32 array destroys essential information.

Aside from this, distortion and some tilt are allow-
ed as well as noise in the form of stray bits and
holes. The characters may be anywhere in the
field. To appreciate the nature of the data used
consult figures 3 and 4 which reproduce most of

the A's and R's involved in our trials.

Finally because of the general paucity of
data only the letters AEI LM NCRS T were
used for the trials, those letters accounting for
about two thirds of the total samples. This cir-
cumstance makes recognition easier, of course,
so that fewer and cruder tests could be used in
the trials, Very little thought was given to the
exact nature of the tests except that they were re-
quired to be easily programmed and fast running,
a supposed advantage of Pandemonium being its
ability to get along with relatively poor tests.

4. Hand-Printed English (Results)

For a trial of the scheme on the 10 char-
acters the stock was shuffled and split into two
parts, each of which contained about half of the
samples for each character. One half of the sam-
ples were fed to the learning phase and the other
half used as unknowns. The roles of the two halves
were then interchanged for a second trial, so that
each half was recognized using the experience de-
rived from testing the other half. The results of
such a pair of trials appear in figure 5. The diag-
onal terms are observed frequencies of correct
recognition, while an off-diagonal term is the fre-
quency with which a character labelled as at left
was incorrectly guessed to be the character at
top. The "fraction correct" is the average of the
diagonals.

In addition, several sets of weights were
tried for the tests used, including omission of sets
of similar tests. With some omissions the error
rate increased as much as 5 /o, though generally
the process seems insensitive to the adjustment
of test weights, indicating a fair degree of inform-
ation overlap.

5. Discussion

Most of the visible defects of the process
just described are due to the manner of laying up
the experience derived during the learning phase
and of referring to it when identifying an unknown.
Ideally, when testing a sample the results of all
the separate tests should be retained in combina-
tion and the experience stored as if there were a
single grand test whose outcome is a vector com-
posed of the outcomes of the several elementary
tests. However, such a procedure would require
a considerably greater amount of storage space for
experience if any reasonably large sample of a

* Unpublished note of Les Wilson.



population were presented for learning. This con-
sideration was responsible for the original decision
to throw away the information provided by the joint
occurrence of test results. If it were possible to
impose a measure of sameness on the space of test
results then the storage capacity required for ex-
perience would be vastly reduced. Without some
means of deciding degree of likeness between liter-
ally different test outcomes it is necessary to store
a complete test outcome vector for each different
combination of outcomes that occurs. The proce-~
dure described in section 2 stores the separate out-
comes in isolation, so that storage requirements
grow proportionately to the number of outcomes for
each of t tests rather than as the t-th power of the
number of outcomes.

Some intelligent compromises should per-
mit retaining most of the information inherent in
the joint outcomes without undue increase in storage
requirements and two such compromises are going
to be tested.

First of all, it is possible simply to combine
a small number of the ofiginal tests into a single
larger test whose outcome is the sequence of sym-
bols resulting from mere stringing together, inpre-
assigned positions, of the outcorme symbols from
the separate tests. If the groups thus combinedcon-
sist of blocks of tests which, as blocks, are roughly
independent of each other then most of the informa-
tion of a single grand test will still be retained. This
approach is almost ready for trial with one reason-
able grouping of our present 28 tests into 10 com -
binations and will be reported on later.

Second, certain of the tests, for example

those for cavities, may be so designed as to have a
natural measure of distance between results. For
these the experience may be stored in a more com-
pact form and a mixed look-up procedure used in
the block " compare with experience" . This would
produce not only savings in data storage, but also
an ability to make decisions even when test results
on unknowns differ from all the results obtained on
the labelled samples during the learning phase.

Appendix A

The Filtered Image in Storage

The bit matrix originally presented is slight-
ly modified to fill small holes and eliminate isolated
bits and pieces. Both the filling and eliminationrules
used are rudimentary and depend upon examination
of the 3 x 3 array whose center bit is under consid-
eration. Rules are given in figure 6, the deletion
rule being strictly from Unger'4), The fill rule has
been applied first since our data appeared to suffer
more from gaps than extra spots,

The modified image is then supplementedby
three rotated replicas, each of 36 machine words,
which represent views from the other three sides.
Thus most of the basic tests yield four separate pieces
of information (sometimes two). It is these modified
images which are actually tested. They are referred
to as the North, West, South, and East views in ap-
pendix B, where the tests used are listed.
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Appendix B

Tests Used in Trial

Each test was given a six character name
and the tests are here listed under these names.
The outcome of each test is a string of at most
12 digits from the range 0 to 7 inclusive. There
is no necessity for these choices; they happen to
be convenient when trials are to be made on a
general purpose binary calculating machine like
the IBM 709. The description of each test states
the rule for determining this sequence of symbols,
starting from the filled and deleted bit pattern. To
help this description a typical character is repro-
duced in figure 7. The result given under each
test is for this A,

RHCSEQ 1212

The sequence composed of the numbers of
intersections of the character by ahorizontal line,
scanning from top to bottom, after adjacent rep-
etitions have been eliminated.

RVCSEQ 1212321
As above, but going cross-wise.
VERUNS 1212

The sequence composed of the relative
lengths of the runs of each section of RHCSEQ.
Let H, W be height and width of the character and
[n] denote greatest integer not exceeding n. Then
each digit is given by [ 4 x RUN/H] + 1.

HORUNS 1111122
As above, but for the runs leading to RVCSEQ.
HOMXSC 2
The biggest digit in RHCSEQ.
VEMXSC 3
The biggest digit in RVCSEQ.
VERSTR 2 HORSTR 2

Take the number of blocks of bits in each
horizontal (vertical) slice of the array. Addthese
numbers and normalize by height (width).

The next block of tests contains four of each
type, corresponding to views from north, east,
south, and west. The results from the sample are
given in that order, following the test's rootname.

BOTSG 1 2 2 1

That number of intersections which first
occurs for a significant (now 1/5 H or W) number
of slices as one moves in from the side inquestion.

BEN 11 10 11 21

Work in from a side until you encounter a
slice with more than one block of ones. Starting
with this slice, OR together with it each succeed-
ing slice. After each new slice is OR-ed incount
the number of blocks of ones. When the count de-
creases stop. Output of the test is a pair of digits
A, B. The first, A, is the last count of blocks.
The second, B, is 4 times the number of steps be-
fore stopping divided by the height or width, which-
ever is appropriate.

EDGE 1 3 1 3
Moving in from an edge, the first three non-
empty slices are OR-ed together and the number
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of bits in the rightmost block of ones of this word
is compared with the height or width. Output is
[4x BITS/H (or W) + .5].

BOT 121 220 220 121
Work in from a side and at each slice 1)
count the number of blocks of ones in this slice,
2) OR this slice into a word consisting of the union
of all previously processed slices and 3) keep count
of the number of slices processed. When the re-
sult of 1) exceeds 1 (or you run out of slices)stop.
Output of this test is three digits A, B, C:
A. count of the number of blocks of ones
in the union of slices
B. number of blocks of ones in the slice
where you stopped
C. the count in 3) normalized to heightor
width:
[4x COUNT/H (or W)+ .5].

CAV 1 1 2 1

Work in from a side and form union of first
non-empty slice and its successor. Then alternate-
ly adjoin to this union successive slices and count
the blocks of ones in the union. Stop when this block
count decreases or you are halfway through the char-
acter. Output is the penultimate block count.

The following two tests form useful combin-
ations of theEDGE test results, recovering some
previously discarded information.

NO/SOU 3

Form the ratio of the outputs of NEDGE and
SEDGE. Consult a list of thresholds to derive a
digit from 1 to 5 as test output. 5 means " verybig®",
3 " about the same " and so on.

EA/WES 3
Same as above, but for EEDGE and WEDGE.
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Figure 1
ORGANIZATION OF PATTERN RECOGNITION SCHEME
Qutcome A E 1 L M N O R S T
1 3 24 8 11
2 29 34 1 14 1 2 28 21 26 24
3 9 9 1 12 26 6 10 1 8
4 1 10 1 2 2
5 1
Figure 2
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A 1281

A Si

A 90

A 89
T

A 1164 ‘

A 1S4

A 1124

A 1223
A 1549
A 84

A 1568

A 1293

A 1081

A 1460

A 1430
A 86

A 1392

A 1350

A 1336

A 1320

A 1017

LABELS AT UPPER LEFT ARE THE ERRONEOUS IDENTIFICATIONS

A 1480 A 92

A 1483 A 1528

A 1487 A 1304

A 1508 A 94

A 1512 A 78

A 75 A 1181
A 77 A 1206
Figure 3
SOME Ats

A 1526

A 117¢

A 1196

A 121y

A 1290

A 1036

A 1560

A 1566

A 1309

A 1227

A lodo

A o048
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R 38 R 281 R 291 R 1070 R 1197 R 1286

R luo4
| A, -
R 58 ;R 282 R 292 R 1106 R 1200 R 1312 ~R 1410
R 274 R 283 R 293 R 1131 ;z 1210 R 1315 R 412
N
R 275 R 284 R l0l3 R 113/ R 1224 R 1317 R 1419
A | E
R 276 R 285 R 1024 R 1139 R 1245 R 1321 R luz4
| A
R 277 R 286 R 1029 R 1143 R 1262 R 1328 R 1428

R 278 R 287 R 1045 R 1146 R 1263 R 1339 o R 1439

R 279 R 289 R 1053 R 1152 R 1271 R 1343 - R 1486

R 280 R 290 R 1063 R (159 R 1282 R 1371 R 1509

Figure L
SOME R's
LABELS AT UPPER LEFT ARE THE ERRONEOUS IDENTIFICATIONS



1
i A E 1 M N O R T
A 72 .03 .06 .03 .17
E .95 .02 .02
I .96 .05
L .18 .82
M .96 .05
N .08 .89
@) .03 .07 .87 .03
R .03 .03 .03 .90
S .03 .20 .74 .03
T .05 .95
about .875 right
A E I L M N O R S T
.74 .03 .03 .13 .08
.94 .02 .02 .02

I .92 .04 .04
L .13 .79 .08
M .04 .83 .13
N .18 .79 .04
@] 1.00
R .09 .06 .03 .79 .03
S .03 .95 .03
T .03 .97

CONFUSION MATRICES (ABOUT ".875 RIGHT® AND ABOUT ".872 RIGHT")

about .872 right

Figure S5



Fill: e' =e+ a-i+b-h+c.g+d-f

Delete: e!' =e.-(b+c+f).(d+g+h)+e-(d+a+Db).-(f+i+h)

Figure 6
RULES USED FOR IMAGE FILTERING

ji4!



X
XXX
X
XX
XXX X
XX X
XX X
X XXX
XX XX
XX XX
XX X
XX XXXXKXX XX
XXXXXXXXXX X
XXX X
X XX
X XX
XX XX
XX
XX
XX XX
XX X X
XX XXX
XX XXX
Original
NO/SOU 3
HOMXSC 2
VERUNS 1212
VERSTR 2
SBOTSG 2
NBOTSG 1
EA/WES 3
VEMXSC 3
HORUNS 1111122
RHCSEQ 1212

X
XXX
XX
XXX
). & ¢
XX
XX XX
XX XX
XX XXX
XX XX
XX XX
XXX X
XX X XXX
. 6.6.6.6.6.66.6.64
X XXXX
X XX
X XX
4 XX
XXX XX
XXX XX
XXX XX
XXX XX
XXXX XXX
XXX XXX

After Filling

HORSTR 2

WBOTSG 1

XX
XX
X
XXXXX
XXX
XX XX
XX XX
XX XXX
XX XX
XX XX
XXX XXXX
XXX XXX {X
P 0.0.0.0.0.0.0.6.6.0.6.4
XXX X
XXXX XX
XXXX XX
XXX XX
XXX XX
XXX XX
XXX XX
XXX XX
XXX XXX
XXX XX

After Deleting

EBOTSG
SOUBEN
WESBEN
NORBEN
EASBEN
SOUBOT
WESBOT

RVCSEQ

Figure 7

11
21
11
10
220
121

1212321

SAMPLE CHARACTER WITH TEST OUTCOMES

NORBOT 121
EASBOT 220
S EDGE 1

W EDGE 3

N EDGE 1
E EDGE 3
SO CAV 2

WE CAV 1
NO CAV 1

EA CAV 1
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EMPIRICAL EXPLORATIONS OF THE GEOMETRY THEOREM MACHINE *

H. Gelernter, J. R. Hansen, and D. W. Loveland
IBM Research Center
Yorktown Heights, New York

Introduction

In early spring, 1959, an IBM 704 com-
puter, with the assistance of a program com-
prising some 20 000 individual instructions,
proved its first theorem in elementary Eucli-
dean plane geometry 1 since that time, the
geometry theorem-proving machine (a partic-
ular state configuration of the IBM 704 spec-
ified by the afore-mentioned machine code)
has found solutions to a large number of prob-
lems? taken from high school textbooks and
final examinations in plane geometry. Some of
these problems would be considered quite diffi-
cult by the average high school student. In
fact, it is doubtful whether any but the brightest
students could have produced a solution for any
of the latter group when granted the same
amount of prior 'training' afforded the geom-
etry machine (i.e., the same vocabulary of
geometric concepts and the same stock of pre-
viously proved theorems).

The research project which had as its
consequence the geometry theorem-proving
machine was motivated by the desire to learn
ways to use modern high-speed digital compu-
ters for the solution of a new and difficult class
of problems; a class heretofore considered to
be beyond the capabilities of a finite state auto-
maton. In particular, we wished to make our
computer perform tasks which are generally
considered to require the intervention of human
intelligence and ingenuity for their successful
completion:. The reasons behind our choice of
theorem-proving in geometry as a representa-
tive task are set forth in detail in an earlier
paper3. We only remark here that problem-
solving in geometry satisfies our definition of
an intellectual activity, while being at the same
time especially well suited to the approach we
wished to explore. The fact that geometry is
decideable is irrelevant for the purpose of our
investigation. The methods employed by the
machine are suitable as well for the proof of
theorems in systems for which no decision al-
gorithm can exist.

*This report is a summary of the full paper to
be submitted for publication in an appropriate
journal,

We shall not labor the question as to
whether our machine is indeed behaving intelli-
gently in performing a task for which humans
are credited with intelligence. The psycholo-
gists offer us neither aid nor comfort here; they
have yet to satisfactorily characterize such be-
havior in humans, and have rarely considered
the abstract concept of intelligence independent
of its agent. In the final analysis, people are
occasionally observed to do things that may best
be described as intelligent, however vague the
connotations of the word. These are, in general,
tasks involving highly complex decision proces-
ses in a potentially infinite and uncontrollable
environment. We should be most happy to have
our machine duplicate this kind of behavior,
whatever label is affixed to it.

Heuristic Programming and the Geometry Machine

The geometry machine is able to discover
proofs for a significant number of interesting
theorems within the domain of its ad hoc formal
system (comprising theorems on parallel lines,
congruence, and equality and inequality of seg-
ments and angles) without resorting to a decision
algorithm or exhaustive enumeration of possible
proof sequences. Instead, the theorem-proving
program relies upon heuristic methods to re-
strain it from generating proof sequences that
do not have a high a priori probability of leading
to a proof for the theorem in question.

The general problem of heuristic pro-
gramming has been discussed by Minsky4 and
Newell, Shaw, and Simon®. The particular ap-
proach pursued by the authors has been des-
cribed at length in the papers to which we have
already referred 1,3 | We shall therefore defer
to the presentation of the machine's detailed re-
sults in the full paper summarized here for a
description of how these results were achieved.
It should be recorded here, however, that the
geometry machine operates principally in the
analytic mode (reasoning backwards ). At each
stage of the search for a proof, a goal exists
which must be ''connected' with the premises for
the problem by a bridge of axioms and previously
established theorems or lemmas. If the connec-
tion cannot be made directly, then a set of ''sub-
goals' is generated and the process is repeated



144
5.2

for one of the subgoals. Heuristic rules are
used to reject subgoals that are not likely to
prove useful, to select one from those remain-
ing to work on, and to choose particular axioms
and theorems to use in generating new subgoals.
The machine does depart from this procedure
in a number of circumstances (in setting up an
indirect proof, for example), but these cases
account for only a small fraction of the total
search time.

The computer program itself was writ-
ten within the framework of the so-called
Newell-Shaw-Simon list memory~. In order to
ease the task of writing so massive and complex
a machine code, a convenient special-purpose
list-processing language was designed to be
compiled by the already available 7F ORTRAN
system for the IBM 704 computer . The au-
thors feel that had they not made free use of an
intermediate programming language, it is like-
ly that the geometry program could not have
been completed.

Summary of Results

Since its initial solo performance, the
geometry machine has existed in several dif-
ferent configurations. In its earliest and most
primitive form, the system was eguipped with
a single major semantic heuristic . That first
system was, however, able to prove a large
number of interesting, though admittedly simple
theorems in elementary plane geometry’. The
heuristic rule in question, which is independent
of the particular formal system under consider-
ation, may be described in the following way.
All subgoal formulae that are generated at a
given stage of the proof-search are interpreted
in a model of the formal system; in our case,
the model is a diagram, a formal semantic in-
terpretation. If the interpreted subgoal is valid
in the diagram, it is accepted as a possible step
in the proof, provided that it is non-circular-".
Otherwise, it is rejected.

As an experiment, a number of attem-
pts were made to prove extremely simple
theorems with the latter heuristic ''disconnec-
ted'" from the system (i.e., all non-circular
subgoals generated were accepted). In each
case, the computer's entire stock of available
storage space was quickly exhausted by the
initial several hundreds of first level subgoals
generated, and, in fact, the machine never
finished generating a complete set of first
level subgoals. We estimate conservatively
that on the average, a number of the order of
1 000 subgoals are generated per stage by the
decoupled system. If one compares the latter
figure with the average of 5 subgoals per stage

accepted when the diagram is consulted by the
machine, it is easy to see that the use of a dia-
gram is crucial for our system, (Note that the
total number of subgoals appearing on the prob-
lem-solving graph grows exponentially with the
number accepted per stage.)

Since the procedure described above is
a heuristic one, errors are occasionally made
in the selection or rejection of formulae as sub-
goals. The diagram is made available to the
machine in coordinate representation to finite
precision. Formulae are interpreted by trans-
forming them into an appropriate calculation on
the numerical coordinates representing the point
variables. For example, to check the validity
of a statement concerning the equality of two
segments, the length of each segment in the
figure is calculated, and they are then compared
to a certain preassigned number of decimal
places. 1If, instead, the statement concerned
parallel segments, the slopes would be calcula-
ted and compared. In a small number of cases,
roundoff error has propagated beyond the al-
lowed value, so that valid subgoals were reject-
ed, or invalid ones accepted. It is important to
point out, however, that in no case could this
effect result in a false proof. Where valid sub-
goals were rejected, the machine found alter-
nate paths to the solution. Where invalid ones
were accepted, the machine failed, of course,
to establish them within the formal system. In
the worse possible case, the interpretation error
could prevent the computer from finding any
solution at all, but never could it lead to an in-
valid proof.

It should be clear at this point that the
diagram is used only to guide the search for a
proof by supplying yes or no answers to ques-
tions of the form: 'Is segment AB equal to seg-
ment CD in the figure?', or '"Is angle ABC a
right angle in the figure?'. There is no direct
link between the diagram and the formal system
in the geometry machine. The behavior of the
machine would not be changed if the coordinate
representation were replaced by a device that
could draw figures on paper and scan them.

In the basic theorem-proving system
described above, after a set of subgoals has
been generated, each member of the set is ex-
plored in order. The next subgoal in line is not
examined until the one preceding it has been
followed down to a dead end. Too, in generating
the next level for a given subgoal, every applic-
able theorem available is pressed into service.

This system was soon extended by the
introduction of selection heuristics for both sub-
goals and subgoal-generating theorems. The
subgoal selection heuristic assigns a ''distance"
between each subgoal string and the set of



premises in a vaguely-defined ad hoc formula
space. At each stage, the next subgoal selec-
ted is that which is ''closest' to the premises
in formula space. The generator selection
routine recognizes certain classes of subgoals
that are usually established in one step. For
such '"urgent'' subgoals, the appropriate gener-
ator is withdrawn immediately, and an attempt
is made for a one-step proof (of that particular
subgoal) before generating the full set for that
formula.

The extended system is able to prove a
number of somewhat more difficult theorems
that are beyond the capacity of the basic
machine ! For those problems within the
range of both systems, the former is, on the
average, about three times faster, and gener-
ates about two-thirds the total number of sub-
goals in half as many subgoal generation cycles
as required by the basic system. The average
depth of the problem-solving graph for the re-
fined system, about seven to nine levels, is
two-thirds the average depth for the basic sys-
tem.

By the addition of a simple construction
routine, the theorem-proving power of the
machine is expanded to include an entirely new
class of problem, hitherto logically unattain-
able. The routine, called upon only when all
other attempts have failed, allows the machine
to join two previously unconnected points in the
diagram, and extends the newly-created seg-
ment to its intersections with all other segments
in the figure. The new segment, when it inter-
sects previously given ones, introduces new
points into the problem which are named by the
machine and become part of the problem system.

At this stage in its development, the
geometry machine was capable of producing |
proofs that were quite impressive (Appendix I)."‘
Its performance, however, fell off rapidly as
the number of points in the diagram increased.
This effect was due largely to the fact that un-
like humans, who generally identify angles vis-
ually by their vertices and rays, the computer
specifies an angle by a predicate on three vari-
ables, the vertex and a point on each ray. Con-
sequently, the equality of angles 1 and 2 in
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figure 1 below may be represented in thirty-
six different ways, since each angle has six
different names. Formal rigor demands, too,
that the equality of angles ADH and EDG, for
example, be proved rather than taken for
granted. It should be clear that where the con-
dition above exists, the search for a proof
quickly bogs down in a mass of uninteresting
detail.

Figure 1

In the current system, the angle prob-
lem is solved by allowing the machine to use
the diagram to identify a given angle with its
full set of names, and to assume the equality
relationship between different names for the
same angle, as does its human counterpart.
The geometry machine in its present configur-
ation is able to find proofs for theorems of the
order of difficulty represented by the following:

THEOREM: If the segment join-
ing the midpoints of the diagonals
of a trapezoid is extended to in-
tersect a side of the trapezoid, it
bisects that side (Appendix II).

Limitations of the System

It will be immediately evident to those
familiar with the properties of formal logistic
systems that unless a construction which gen-
erates a new point is introduced by the machine,
all problems are solved within the framework

*In the proofs appended to this paper, the non-obvious predicates have the following interpretations:

OPP-SIDE XYUV
SAME-SIDE XYUV
PRECEDES XYZ
COLLINEAR XYZ

Points X and Y are on opposite sides of the line through points U and V.
Points X and Y are on the same side of the line through points U and V.
Points, X,Y, and Z are collinear in that order

Points X, Y, and Z are collinear.



of a propositional calculus, however complex
its structure. Although the machine's present
construction routine can and does generate new
points, we could not expect our results to be of
great interest to logicians until a full set of
possible constructions (corresponding to a com-
plete set of existentially quantified axioms) is
made available to the system to abet its search
for a proof,

An equally serious limitation on the
formal generality of the theorem-proving
machine is imposed by our method for determ-
ining the well-formedness of strings within the
logical system. In order to attain the neces-
sary speed and efficiency in processing, well-
formed formulae are defined by schema rather
than recursively. The kind of statement that
can be made in the system is then determined
by the schema available to the machine. The
practical effect of this loss in generality is to
restrict rather severely the freedom with which
algebraic statements in geometry may be man-
ipulated.

In addition to the above, there are a num-
ber of non-essential bounds on the theorem-
proving ability of the machine. These are a
consequence of the limited speed and memory
capacity of the computer for problems of such
highly combinatorial character. Improvements
in either of the above will be immediately effec-
tive in extending the class of machine-solvable
problems in both quantity and difficulty.

Conclusion

The initial goal of our research program
in machine intelligence has been attained. If
the interrogator were to restrict his probing to
the area of theorem-proving in elementary Euc-
lidean plane geometry, our machine could be
expected to give an excellent account of itself in
competition with a human in Turing's well-known
"imitation game" 12 Of course there are many
other problem areas (solving arithmetic prob-
lems, for example) where computers have al-
ways been able to compete successfully with
humans. The significant point is that a know-
ledgeable interrogator would certainly avoid
such areas in his questioning, while he might
well (until now, at any rate) introduce a plane
geometry problem in a calculated attempt to
separate the men from the machines!3 Al-
though the stage is now set for the argument that
any distinct area of human intellectual activity
will in the same way succumb to the inexor-
able logic of electrons, switches, and gates,
we defer to our philosopher colleagues for de-
bate on the implications of that contention, at

least until the time that computers have been
programmed to consider such issues.

There are a number of consequences
of our work that are, fortunately, more con-
crete than that alluded to above. Perhaps the
most important are those relating to inferential
analysis, a new branch of applied logic first
characterized by Wang 14 Inferential analysis
'treats proofs as numerical analysis does cal-
culations'', and is expected to ''lead to mechan-
ical checks of new mathematical results' and,
more important, 'lead to proofs of difficult new
theorems by machine'. It is expected that our
techniques for the manipulation and efficient
search of problem solving trees and our results
concerning syntactic symmetry ~ will prove to
be useful tools in pursuing the goals of inferen-
tial analysis.

Contributions have been made, too, in
the area of techniques for computer implemen-
tation of complex information processes, Re-
sults pertaining to the design and use of inter-
mediate languages for the specification of list
manipulation processes have been reported else-
where’'. The latter work indicates clearly the
requirements of a digital computer system de-
signed for optimum execution of such list proces-
ses. In brief, a list-processing computer
should possess hardware facilities for:

1) Generalized indirect addres-
sing; specified in the indirectly
addressed instruction to arbitrary
depth and in arbitrary order from
either the left or the right field of
a two-address register,

2) Effective address recovery;
making available the terminal
content of the address register
(the final address in a long and
complex indirect address chain,
for example) as the address field
for a subsequent operation,

3) Field logic; a greatly expan-
ded set of interfield operations
within a full register sectioned
according to some previously es-
tablished convention, and

4) List search operations; a list
equivalent of the conventional
table look-up instruction.

The bulk storage input-output requirements for
a list-processing computer are severe, and are
not included in the enumeration above. The sys-
tem design of a digital computer for the manip-
ulation of list structures will be described in
detail in a subsequent paper.



Finally, we consider the implications
of our work for the basic problem of machine
intelligence. The geometry machine, we feel,
offers convincing evidence of the power and
fruitfulness of heuristic programming for the
solution of problems of a certain class by com-
puter. In our experience, the theorem-proving
power of the'machine has often been extended by
the addition of a single heuristic to a degree
equivalent to a three to fivefold increase in the
speed or storage capacity of the computer.

Our program has proved to be disap-
pointing as a tool for the study of the more
elementary trial-and-error types of machine
learning, largely because of the rather low rate
at which it accumulates experience. It is
reasonable to expect, however, that the geom-
etry machine might yet be pressed into service
in an investigation of the higher, conceptual
types of machine learning, providing that one
will someday know how to forrulate the prob-
lem.

If nothing else, our work offers some
qualitative indication of the order of magnitude
of difficulty for problems that could be expec-
ted to yield to contemporary computer tech-
nology. Three years ago, the dominant opin-
ion was that the geometry machine would not
exist today. And today, hardly an expert will
contest the assertion that machines will be
proving interesting theorems in number theory
three years hence.
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Appendix I

PREMISES
ES XTI T 22 T XYL TS
QUAD-LATERAL ABCD c
POINT E MIDPOINT SEGMENT AB
POINT F MIDPOINT SEGMENT AC
POINT G MIDPOINT SEGMENT CD
POINT H MIDPOINT SEGMENT BD

TO PROVE
FREEREEEERERRR B G

PARALELOGRAM EFGH

SYNTACTIC SYMMETRIES
(2222222 222X 2T 2T 2T 2L T L L E
BAs ABs DCs CDs EEs HFs GGs FH,
CAs DBs ACs BDs GEs FFs EGs HH»
DAs CBs BCy ADs GEs HF s EGs FHy

PROOF
L2222 T 222 22
SEGMENT DG EQUALS SEGMENT GC
DEFINITION OF MIDPOINT
SEGMENT CF EQUALS SEGMENT FA
DEFINITION OF MIDPOINT
TRIANGLE DCA
ASSUMPTION BASED ON DIAGRAM
PRECEDES DGC
DEFINITION OF MIDPOINT
PRECEDES CFA
DEFINITION OF MIDPOINT
SEGMENT GF PARALLEL SEGMENT AD
SEGMENT JOINING MIDPOINTS OF SIDES OF TRIANGLE IS PARALLEL TO BASE
SEGMENT HE PARALLEL SEGMENT AD
SYNTACTIC CONJUGATE
SEGMENT GF PARALLEL SEGMENT EH
SEGMENTS PARALLEL TO THE SAME SEGMENT ARE PARALLEL
SEGMENT HG PARALLEL SEGMENT FE
SYNTACTIC CONJUGATE
QUAD-LATERAL HGFE
ASSUMPTION BASED ON DIAGRAM
PARALELOGRAM EFGH
QUADRILATERAL WITH OPPOSITE SIDES PARALLEL IS A PARALLELOGRAM

TOTAL ELAPSED TIME 1403 MINUTES
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Appendix II

PREMISES
R HIINRE RN
QUAD-LATERAL ABCD
SEGMENT BC PARALLEL SEGMENT AD
POINT E MIDPOINT SEGMENT AC
POINT F MIDPOINT SEGMENT BD
PRECEDES MEF
PRECEDES AMB M

TO PROVE
HRREEERERRR KR

SEGMENT MB EQUALS SEGMENT MA

NO SYNTACTIC SYMMETRIES A
R e s s s

S
AM STUCKs ELAPSED TIME 8.12 MINUTE
R s e Y Y L N st

SEGMENT CF
EXTEND SEGMENT CF TO INTERSECT SEGMENT AD IN POINT K

ADD TO PREMISES THE FOLLOWING STATEMENTS
L e e e T2 e ]
PRECEDES CFK
COLLINEAR AKD

PROOF
RIS 22y
SEGMENT BC PARALLEL SEGMENT AD

PREMISE
COLLINEAR AKD

PREMISE
SEGMENT KD PARALLEL SEGMENT BC

SEGMENTS COLLINEAR WITH PARALLEL SEGMENTS ARE PARALLEL
OPP~SIDE KCDB

ASSUMPTION BASED ON DIAGRAM
SEGMENT DB

ASSUMPTION BASED ON DIAGRAM
ANGLE KDB EQUALS ANGLE CBD

ALTERNATE-INTERIOR ANGLES OF PARALLEL LINES ARE EQUAL
PRECEDES CFK

PREMISE
PRECEDES DFB

DEFINITION OF MIDPOINT
ANGLE KFD EQUALS ANGLE CFB

VERTICAL ANGLES ARE EQUAL
SEGMENT DF EQUALS SEGMENT FB

DEFINITION OF MIDPOINT
TRIANGLE FDK

ASSUMPTION BASED ON DIAGRAM
TRIANGLE FBC

ASSUMPTION BASED ON DIAGRAM
TRIANGLE FDK CONGRUENT TRIANGLE FBC

TWO TRIANGLES ARE CONGRUENT IF ANGLE~SIDE-ANGLE EQUALS ANGLE-SIDE-ANGLE
SEGMENT KF EQUALS SEGMENT CF

CORRESPONDING SEGMENTS OF CONGRUENT TRIANGLES ARE EQUAL
SEGMENT CE EQUALS SEGMENT EA

DEFINITION OF MIDPOINT
TRIANGLE AKC

ASSUMPTION BASED ON DIAGRAM
PRECEDES CEA

DEFINITION OF MIDPOINT
SEGMENT EF PARALLEL SEGMENT AK

SEGMENT JOINING MIDPOINTS OF SIDES OF TRIANGLE IS PARALLEL TO BASE
SEGMENT EF PARALLEL SEGMENT KD

SEGMENTS COLLINEAR WITH PARALLEL SEGMENTS ARE PARALLEL
SEGMENT FE PARALLEL SEGMENT BC

SEGMENTS PARALLEL TO THE SAME SEGMENT ARE PARALLEL
PRECEDES MEF

PREMISE
COLLINEAR MEF

ORDERED COLLINEAR POINTS ARE COLLINEAR
SEGMENT FM PARALLEL SEGMENT BC

SEGMENTS COLLINEAR WITH PARALLEL SEGMENTS ARE PARALLEL
SEGMENT FM PARALLEL SEGMENT DA

SEGMENTS PARALLEL TO THE SAME SEGMENT ARE PARALLEL
TRIANGLE DBA

ASSUMPTION BASED ON DIAGRAM
PRECEDES AMB

PREMISE
SEGMENT MB EQUALS SEGMENT MA

LINE PARALLEL TO BASE OF TRIANGLE BISECTING ONE SIDE BISECTS OTHER SIDE

TOTAL ELAPSED TIME 30468 MINUTES






A SUGGESTED MODEL FOR INFORMATION REPRESENTATION
IN A COMPUTER THAT PERCEIVES, LEARNS, AND REASONS

Peter H. Greene
Committee on Mathematical Biology
The University of Chicago
Chicago, Illinois

Summwary. This paper investigates how compu-
ters might represent enough of the structure of
the percepts and concepts they handle so that they
mey sensibly be said to deal with the meaning of
these things, rather than just to sort and recom-
bine mere labels for the operator's percepts and
concepts. One of the main requirements is that
each element of information contain partial repre-
sentations of many other elements and schemata for
their intercomnection. Some of these requirements
may be met if it proves feasible to represent in-
formation in the form of vectors (such as modes of
oscillation of a complicated network or resonator)
which may be resolved into components in various
coordinate systems. These systems represent vari-
ous points of view from which the information may
be regarded, and some of the information in each
syster is elicited by a probabilistic mechanism
for use by a conventional computer.

This paper forms part of a prog:r‘am:L of inves-
tigating mechanisms whereby computers can repre-—
sent enough of the structure of the percepts and
concepts they handle so that they, rather than the
humen operator, can be said to deal with the
meaning of these things, The earlier paper stated
some of the main goals; this paper proposes a
model which may achieve some of these goals. We
sawl that present-day computers deal primarily
with external relations among concepts which are
given in a form that does not represent their
inner structure. Thus the concepts may be sorted
and conbined, but their meaning resides in the
mind of the operator. We saw that an important
task which precedes comparison and aebstraction is
the formation of impressions into representations
adequate to sustain abstraction., Moreover, this
primary challenge of forming impressions into
logical elements is inseparsably connected with the
formation of a rule which gives the ordering and
interdependence of the logical elements. Each
element mist contain partial representations of
many other elements and schemata for their inter—
connection. We explained that if we regard the
concepts of the computer as copies of a definite
world of facts, we are doing the computer's job
of carving out significent units. The particular
units constructed by the computer would depend up-
on the generative principles of connection we have
mentioned, and we were led to expect clusters of
related thought precursors formed around indivi-
dual generative principles built into the computen
. We spoke of the need for analyses of meaningful

units richer than their description in terms of
conjunctions of atomic parts or their negations.
Finally, we discussed problems involved in the
important task of becoming acquainted with causal
relations and the potentialities of things and
actions—what would happen in situations not
actually existing. The bibliography cited impor-
tant studies of psychological behavior exemplify-
ing all the preceding considerations. These
studies, together with the philosophical studies
there cited and with comments on the relevance of
these ideas to computers, are reviewed in a pre-
vious paper.

This paper proposes a new model for the
representation of information in a computer which,
if it proves feasible to realize, would lead to
all the features of behavior that we have called
for in the preceding summary, including certain
structural properties of behavior resembling many
of the psychological properties of perception,
learning, and higher mental functions. A problem
which will remain to be solved before such a
model can become useful is to specify the precise
vay in which the properties will appear and get
those situations to be just the ones we are in-
terested in for practical reasons. Some of the
motivation for part of the mode% was presented in
an earlier paper by the asuthor.” The present
paper explains the model itself in a more sys-
tematic way and introduces features with numerous
consequences not then known. Table 1 summarizes
the various parts of the argument and indicates
their interdependence.

Initially the model was intended to similate
important features of Gestalt perception, with
the understanding that a more adequate theory
could not arbitrarily separate perception and
thinking. It was therefore very gratifying to
discover that upon the introduction of a missing
part of the model required for the understanding
of Gestalt perception, the model without further
extension predicted a type of behavior resembling
theoretically inferred mechanisms of learning,
thought processes, and certain integrated action
patterns performed by animsls.

In a crude pattern recognizer capable of
recognizing a class of patterns such as the front
door lock of an apartment building, the discrimi-
nating features, or "perceptual units," are
rigidly built into the objects to be discrimi-
nated. But we know that more sophisticated
recognizers cannot be provided with such ready-
made units, and it is our job to understand how
the task preceding discrimination, namely the

*This research was supported by the Office of Naval Research under Contract No. Nonr 2121(17)
%Ix?e{n%/ 9-1/8. Reproduction in whole or in part is permitted for any purpose of the United States Govern-
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formation of gtable units to be recognized and dis- ddea of the kind of thing which is being at-

criminated, may be accomplished. A machine (or
person) lacking this process would combine all
gsorts of stimli into meaningless groups. The
model presented here is intended for that part of
a machine which produces the stable, meaningful
unitsyand is thus intended not to replace but to
supplement other types of perceiving or reasoning
devices.

Now let us state the kind of mechanisms which
will be used, although only the subsequent discus-
sion will reveal what connection they have with
the problems that we have outlined. Information
is to be coded as patterns of oscillation of com—
plicated resonators or networks of oscillators.

In particular, these patterns may be resolved into
superpositions of normel modes of various kinds,
and these normal modes serve as the symbols for
certain stable percepts or concepts—e.g., for
"good" Gestalten. The same pattern may be re-
solved into superpositions of any one of a number
of complete sets of normal modes. Such transfor-
mations are carried out reversibly, and the modes
of any such set will be thought of as representing
possible outcomes of the elicitation of informa-
tion regarding one particular aspect of the total
pattern. The above processes are intended to
simulate human processes which are normally never
at the level of awareness. Elicitation of this
information for responses and simulated percep-
tion at the level of awareness will require the
following mechanisms (for reasons which cannot be
guessed before the explanations which follow):
First, the total pattern must be split into one of
the possible sets of normal modes. Second, each
such mode must be multiplied and averaged with the
same shot noise, and the mode thus yielding the
largest result selected to produce the percept or
response and then returned to the population of
total patterns. Subject to slight elaboration
later, these are all the mechanisms we shall need:
coding as modes of oscillation, together with a
mechanism for elicitation involving random selec-
tion and recombination. For concreteness, I like
to think of microwave modes in some sort of com—
plicated resonator, but I do not know whether such
a realization might be feasible. Even though no
realizastion is known, it still seems worthwhile to
derive unexpected psychological properties of
mechanical processes.

The argument will be presented by indicating
the new perceptual features introduced as the
properties of the model are incorporated, one by
one. At each stage of the argument appropriate
behavioral desiderata, chosen from the topics of
the first paragraph, will be shown to motivate
the incorporation of the next mathematical proper-
ty of the model. Thus the specific mathematical
model just eutlined is derived from such topics,
which will form the bulk of this paper, and must
not be regarded merely as philosophical back-
ground. Once these arguments are understood, and
not before, the similated psychological aspects
of the behavior of the model may be pointed out
rather simply.,

Since this paper will propose a new means of
information representation in computers, it is
important first to have for a guide an intuitive

tempted. .We wish to build a machine that per-
forms the necessary steps prior to discrimination
and abstraction, and we are particularly inter-
ested in the versatility displayed in the pro-
cesses of pattern formation and stabilization.
Perception automatically adjusts itself to varia-
tions of the stimli in a multitude of integrated
ways, and it continually leads to the formation
of new meaningful perceptual elements. Thus we
seek a model which offers the possibility for
such flexibility. Heuristically speaking, we
shall not seek numerous models in each of which
some class of response patterns is "built in,"
but rather a model which may be conceived of in-
tuitively as a sort of arena in which complicated
patterns cam spring up, interact, and evolve "by
themselves." We camnot hope to specify perceptual
processes in all their complexity, but must allow
them to arise in an evolutionary process of ela-
boration in which what is given consists of cer-
tain primordial elements, certain laws of trans-
formation, and the opportunity to carry out these
transformations. This is in accord with many
mechanisms which are believed to operate in human
perception and thought.

In the previous presentation of motivation
for part of the model,” reasons were explained
for wishing to represent Ygood" Gestalten by
normal modes which had mathematical properties
similar to those of eigenstates and transforma-
tion amplitudes in quantum mechanics (although
the physical realization has nothing whatever to
do with quantum mechanics). This is because
these mathematical structures lead to theorems
specifying behavior depending upon relational
agpects of complex configurations and resembling
perceptual phenomena. The first part of this
paper will add further psychological features to
the model and will be self-contained with no
essential reference to quantum mechanics,

In accord with the program of studying the
initial stages of perception which provide stable
perceptual units for discrimination, we assume
the existence of a device that can recognize per-
ceptual units which we have transformed into suf-
ficiently stable and stendard form. Thus we
gtart with the existing level of technology of
pattern recognition. What might we add by
developing the idea of coding as modes of oscil-
lation of complicated and changeable networks or
resonators?

First of all, we have the obvious fact that
our perceptual units will be very complicated.
They might be sorted and conbined in the same
ways as conventional symbols, but in addition
they possess elaborate internal structure which
maey be used as a vehicle for the expression of
relationships with other symbols and an agent or
object of transformations induced by interactions
with other symbols. Next, we have the equally
obvious fact that complicated modes of oscilla-
tion "spring up by themselves" in the sense of
our intuitive requirement, specified perhaps
only by some frequencies or simple symmetries of
the impressed energy. These patterns are more
complicated than any we could build directly,
and this phenonmenon of a complicated pattern



springing up from a much simpler one might allow
for richness of perception and thought without
meking unreasoneble demands upon the complexity of
the coding and memory. Evidence for the storage
of ideas in the form of thought precursors is
cited in a previous bibliograp and reviewved,
and such a method might provide a logical exten—
sion of the procedure of Shaw, Newell, Simon, and
Fllig¥ in constructing their Information Process-
ing Language. In this language the data are not
inert and structureless but are provided in the
form of data programs, and the data are obtained
by executing these programs. A list of data may
be specified by a list of processes that determine
the data. These authors explain that their ap-
proach leads to a computer that contains at any
given moment a large nunber of parallel active
programs frozen in the midst of operation and
waiting until called upon to produce the next
operation or piece of data. Development of our
model might provide feasible ways of "freezing"
extremely complicated programs.

Two topics vhich immediately come to mind
in connection with modes of oscillation are the
superposition of patterns into complicated struc-
tures and the resolution of complicated patterns
into linear combinations of basic oscillations.
Although there is no more information in a linear
superposition than in the components, we shall
deliberately be working with a language in which,
as befits perception, some information will be in
the focus of attention while other information
will temporarily be relegated to the background.
Otherwise, only chaos would be perceived. Ve
shall see later how our symbols will contain the
latter kind of information in a latent form and
how this information can be brought into the
awareness of the recognizing.part of the machine
by a process which consigns other information to
latent status. Thus the availsble information in
superpogition may be different from the available
information in the components.

The preceding paragraph suggests that we are
interested in observing the same pattern from dif-
ferent points of view in order to bring out dif-
ferent pieces of information. It seems natural to
investigate the simplest possibility consistent
with our concern for the superposition and
resolution of modes, namely that the various
points of view are represented by the components
of the complicated symbol in various coordinate
systems. That is to say, we resolve our symbol
into combinations of various kinds of modes.
What new perceptual features would this introduce?
Since the components of the symbol in various
coordinate representations are related by linear
transformations, we shall have, once the observa-
tion procedure is explained, a schema for the
connection and interdependence of observations
called for in the first paragraph. This rule of
connection will not be as rigid as it may seem at
first because flexibility and variety will be
introduced by the "latent" information in each
representation which shows up only in other
representations, so that from the point of view
of the recognizing system, one representation

does not tell all sbout the others. Second, the
process of utilization of information will itself
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introduce probabilities and possibilities for re-
combination and variation of symbols, and this
process can lead to the evolution of more complex
forms.

In accord with the first paragraph, we see
that any perceptual element in one coordinate sys-
tem will contain partisl representations of many
other elements in that system or other systems.
Moreover, linear transformations between repre-
sentations do not coordinate particular parts of
patterns in one representation with particular
parts in another but are of a holistic nature, in
accord with the first paragraph and with element-
ary facts of Gestalt perception.

Let us introduce more: structure by consider-
ing the mathematical properties of the coordinate
systems. The natural kind of coordinate system
is provided by normal modes of oscillation, or
more precisely, eigenfunctions of linear operators
which characterize the system, that is, functions
which are merely mltiplied by a constant when
the operators are applied to them. Later on we
shall explain how these normal modes will provide
precisely defined patterns which we shall identify
with "good" Gestalten. What new perceptual
characteristics are thus introduced? First of ally
we have the general feature that steble perceptual
units would have to appear in certain discrete,
reproducible, integrated forms, which may change
discontinuously from one to another with nothing
in between. This is such a characteristic fea-
ture of humen perception that we often tend to
forget those instances in which we do see indefi-
nite and merging forms. Evidence that stable
percepts rest upon a basis of merging, streaming,
scintillating, and reduplicating forms is adduced
by Schilder.” This is the kind of thing our model
tries to do; that is, to base stable perceptual
units upon wave-like functions which permit super-
position, decomposition, and transformation.

Specifying the operators of our system deter-
mines these normal modes which will constitute the
stable perceptual units. Thus the system actively
Ycarves out' units, in the terminology of the
first paragraph, by means of operators built into
the system or attained through a process of learn-
ing. When we discuss the process of elicitation
and utilization of these perceptusl elements, we
shall see the interrelations among clusters of
elements belonging to the same operators, and we
shall derive behavior related to the clusters of
thought precursors formed around individual
generative principles mentioned in the first para-
graph. We shall also derive a certain inter-
changeability in the early stages of perception
among the modes belonging to a single operator.

Our last observation at this stage pertains
to the linearity of the system. Characteristics
of the system will be represented by operators,
and perceptual units by combinations of their
eigenfunctions. As a consequence, we have the
fact that although the operators may be related
by complicated nonlinear relations, the percept-
ual units will be linearly related. This results
from the general mathematical fact that the eigen-
functions of any of the operators we shall con-
sider can be linearly superposed to produce any
function we shall require.
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Our observations so far have been very gen-
eral. Nonetheless, they are essential both to the
derivation of the model and to the comprehension
of the purpose of the model once derived. Our
method so far has been to assume that a useful
model can be constructed and to examine what the
various parts will do. Only when we know this can
we know how to put them together. Our conclusions
so far, supplemented by the equally general com-—
ments upon selective awareness and group proper-
ties of perceptual transformations, will, as
indicated in Table 1, lead to conclusions with a
great deal of content.

Our next stage will be to see what the opera-
tors and eigenfunctions mean. We shall frequently
be interested in the results of a nuber of dif-
ferent types of observation of the perceptual unit
forming system by the recognizing system. Let us
suppose that an observation of some type, which we
shall label A, might reveal any one of the states
ay, ap, etc., an observation of type B one of the
states by, b2, etc., and similarly for observation
C, and so on. In describing events at a percept-
ual or mental level of organization, we custom-
arily use a form of language in which we are able
to formilate laws governing the influence of past
events upon the present without considering the
details of trace structures which exist at all
intermediate times. We therefore seek a formaliam
which connects behavior at a single earlier obser—
vation with that at a single later observation,
rather than providing a continuous description of
observations. In particular, we shall often be
interested in the conditional probabilities
P(aj)aj), P(ajlbj), etc. that an observation of 4
will reveael the state aj, given that a previous
observation has revealed a particular state. In
situations where an A observation must yield some
a state, we have the equality gP(ailbj) =1
for an arbitrary state bi.

We characteristica.liy do not see all aspects
of an object simltaneously but typically find
one aspect at the focus of attention, while other
aspects remain indefinite until some effort is
made to perceive them clearly. If the perceptual
experience depends in some statistical fashion
upon a set of "observations," i.e., elicitations
of coded information by the recognizing part of
the machine, we might expect that observations of
the first type all yield the same result, while
results for the second type of observation will
be less coherent. If we interpret our P's sbove
to apply to two observations in this observed
set, we might then have a situation in which
P(eylay) =84 (d.e., 1 if k = 1 and O otherwise),
while P(bj Jag) might take on various values.

This statement is intended to cover a number of
situations. Tor instance, we may suppose that
two observations are performed in immediate suc-
cession, the second being applied to the infor-
mation elicited as the result of the first. Then
the requirement states that if an observation of
type A applied to the original information has
revealed the information aj, then further obser-
vations of type A applied to the elicited infor-.
mation aj can only continue to reveal aj, while
an observation of a different type B applied to
aj might reveal any of the bj. According to a

second interpretation, elicited information fumc-
tions slightly differently. Suppose that a par-
ticular perception or action of type A is not
correlated with a single element aj, but rather
with a particular distribution of weights among
all the elements of the set {a1, ag, ««..}.
natural way of assigning weights is to perform a
munber of independent A observations upon the

same information, thus obtaining a population of
a's, and to let the weight of aj be the proportion
of a;'s in that population. Then the probability
P(aylaj) mey be interpreted as the probability
that a randomly chosen member of the population is
ax, given that a previously randomly chosen member
was aj. The condition P(axlaj) =34 then states
that all the members of the population are the
same, so that the percept or act has only one
nonvanishing component, and thus the condition
allows for the existence of such "elementary"
acts. A weaker requirement might ellow for the
existence of several, but not all components.

This requirement, general as it may be in isola-
tion, will in comnection with our other general
requirements shortly turn out to impose very
specific requirements on the mathematical struc~
ture of the model.

The next stage in the development of the
model is to try to combine this statistical for-
malism with the system of linear transformations
which we have previously discussed. In order to
simlate iwmportant features of mman perception,
we wish to find ways of relating the conditional
probabilities between pairs of sets so that
transformations may be compounded, or so that they
may be decomposed into transformations involving
intermediate sets, as for example by expressing
P(cla) in terms of P(cJb) and P(bla). These
transformations mist preserve the sums of proba-
bilities, so that they add up to one as before.
Our first thought is to let the previously dis-
cussed linear transformation scheme be identical
with the well-known matrix mltiplication of
probebilities, P(cla) = T P(clby)P(bjla).

J

However, if we now refer back to the discussion of
selective awareness in the preceding paragraph,
we see that we shall in general be unable to ob-
tain the situation there described, in which
P(exlaj) = 0 if k # 1. The reason is that if the
same matrix combination is to hold for all kinds
of observations, we find by replacing c by ay and
a by aj in the mltiplication rule that P(ax|aj)
will be the sum of several positive terms, and
this contradicts the requirement that it equal
zero, That is to say, we can get from aj to ag
via some of the b's, contrary to our desire,
unless we can define a transformation according to
which many gf tgese paths cancel each other.
Land€,%>7>% in works which gave me my first
notions of what to do about my conviction that
something useful might come of analogies between
quantum mechanics and perception, points out that
there is just one known system of transformations
which will do. If we restrict ourselves to the
case of symmetrical probabilities, P(bla) =
P(alb), (a restriction for which certain heuristic
justifications msy be offered), then the transfor-
mations may be defined by complex valued matrices



W5l = W (alby)ll, such that the squared
modulus (W ij1* of the element Wy equals the cor-
responding probability P(axlbj). “Then it can im-
mediately be seen that the requirements that the
probabilities add up to one and that they satisfy
the condition for selective awareness are equiva-
lent to the condition that the matrices just de~
fined be unitary matrices (the’complex analogue
of orthogonal matrices). We shall call the Y's
by the name which analogous quantities have in
physics, probebility amplitudes, to distinguish
them from the probabilities P.

Of course, we are not denying the validity of
the well-known law of matrix miltiplication of
probabilities in favor of the matrix mmltiplica-
tion of probability amplitudes. The two rules
apply to different situations, the former deter-
mining, as it must, the probability that c¢ is
elicited given that b and a have been elicited,
and the latter determining the probability that ¢
is elicited if only a has been elicited, express—
ing this probability in terms of two conditional
probabilities that refer to observations not
actually performed. This difference of course
requires that we introduce a suitable precisely
defined way in which the elicitation of b modifies
the information.

Now we may connect this discussion of proba-
bility amplitudes with the previous groundwork
concerning transformations between coordinate
systems by remembering that the unitary matrices
are precisely the matrices which transform between
coordinate systems defined by sets of orthogonal
and normalized vectors. And now we may turn the
argument around and say: given a coding of infor-
mation as complex oscillations, with components in
various coordinate systems, we wish to define a
process which will elicit the information corres-
ponding to a particular component with a probsbili-
ty proportional to the squared modulus of the
amplitude of that component. As emphasized in
Table 1, we are led to this result only by combin-
ing the above desiderata at the behavioral level,
and with this result we begin to collect the
promised fruit of all the discussion that has gone
before. Once we define a sulteble mechanism for
elicitation of information, we shall be able to
use the discussions of qualitative properties of
mathematical structures to show how the model will
simlate certain important structural character-
istics of thought. Then, when we add a suitable
mechanism for the change of the W in time (or
with respect to some other parameter), we shall be
able to derive some typical properties of Gestalt
perception.

We shall shortly define a mechanism for the
elicitation of information with a probability
equal to the sguared modulus of its amplitude.
Accepting for the moment the assertion thet this
can be done, we may immediately derive operator
and eigenfunction equations and thereby specify
the eigenfunctions which will be the coordinate
vectors. We may expect the ‘observable properties
of the oscillatory states to depend upon numerical
functions which take different values in different
states, because the input of the recognizing part
of the machine can always be expressed in such a
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form. These values will be precisely defined
without any statisticel spread (we shall say
"sharp") in the set of states for which some
perceptual aspect is definite. In such a set of
observations of type A, lel us denote the pre-
cisely defined numerical value in state ap by
the same symbol ap. Then for the mean value of
a over all states corresponding to observation A,
ve clearly have & = JjakP(ak)s) = g‘?* akls)

R

a.k\l/(akl s), by definition of the relation between

¥ and P, where s denotes the state of the system
in an arbitrary coordinate system. What will be
the mean value of a in terms of the B coordinate

system? If in the expression for a we perform
the linear transformation to the B representation,

we find that & = Q\F (bpls)A¥(by 8), where A

is the linear operator represented in the B sys-
tem by the matrix having elements Ap, = ¥\

(ay )bp)a Wy |by) .« According to this £otmalism,
the operator A is represented in the A system by
the diagonal matrix Ayt =8yj1a;. This standard
kind of computation shows the origin of the
operators mentioned in our discussion of stable
configurations.

Now all one has to do to obtain eigenfunc-
tion equations defining the coordinate systems is
to multiply both sides of the defining equation
for Amn by Wi(bplag) and sum over n, meking use
of the unitary nature of the W's. The result is
the eigenfunction equation A¥(bylai) = a4 -
(bp)ei). Given the matrix representing A , one
may solve this equation to obtain the various a3
and corresponding W (bplaj). This equation
states that the transformation amplitude matrix
from any set of states to the set in which a
particular type of observation is sharp must be
an eigenfunction of the operator corresponding to
that observation in the former set of states, and
the numerical velue aj identifying the state must
be the associated eigenvalue. We began by merely
requiring a; to be some number associated with
the state. The present conclusion follows en-
tirely from the requirement that probabilities
be the squared megnitudes of the W's, and we
were led to this requirement by considering gen-
eral behavioral desiderata.

Examination of the mathematical meaning of
the W's reveals that the eigenfunction P(bp|ai)
is simply the set of coordinate values repre-
senting an a vector in the B system, so that we
may alternatively consider basic coordinate vec—
tors to be eigenvectors of operators, or the
transformation amplitudes to be eigenfunctions of
operators. It is easy to showg: 7,8 that our
assumptions have implied that the operators must
be Hermitian, and their eigenvectors will thus be
orthogonal and provide sultable coordinate sys-
tems.

In a previous paper3 T discussed a mechanism
for the successive transformations of a set of
inputs to a network, which produced a group of
transformations depending upon a parameter T.
This parameter was the analogue of time in quan-
tum mechanics, although in the case of the net-
work it denoted spatial distance across a network



156
5.3 -

from an input mosaic to an output mosaic. It was
briefly noted that if we had a network containing
a large number of alternate paths for the signals,
each path being specified by distributed phase
lags, we would obtain transformations of coordi-
nate systems described by equations analogous to
the Schrddinger equation, namely 3W/dT = jHVY,
vhere H is a Hermitian operator defined in terms
of the phase lags. Such a formalism provides one
interpretation for the earlier statement that nor-
mal modes will be stable, for the T dependence of
eigenfunctions of W will be entirely exponential
with an imaginary exponent and will cancel out of
the observation probabilities when we take the
squared magnitudes in the elicitation process.
We must ultimately be more specific about the de-
tailed nature of W and other operators which
determine the behavior of the system, because we
will not be satisfied merely with quasi-percephusl
behavior in unspecified situations. However, we
shall be able to draw a large number of conclusims
which follow from the formalism alone and which
will thus be true independently of the precise
nature of the operators. These sometimes enable
us to work backwards from behavioral desiderata
and thereby eliminate whole classes of possible
operators. However, since this paper will be con-
fined to conclusions which follow from the gen-
eral formalism alone, we shall not discuss the
problems of further specification of operators.
We shall explicitly refer to the transformation
equation of this paragraph only in connection
with certain so-called "Gestalt constancies.”

The last mechanism we shall have to intro-
duce is the one which selects normal modes with
a probability proportional to their amplitudes.
The problem is gs follows: Suppose the oscilla-
tory pattern representing,for instance,all possi-
ble ways of looking at a complicated stimulus is
a function VY of a number of variables, which we
shall not specify in detail. For illustrative
purposes we may consider the excitation at some
point to be a function of time, W (t). We have
supposed all along that W may be resolved into
superpositions of various kinds of normal modes,
or eigenfunctions. Thus, alternatively, Y (t) =

g an®,(t) or Y(t) = E":bntn(t), etc., depend-
ing upon the point of view from which the total
configuration is being observed. Suppose the
point of view is such that W is split into the

® . The coefficients a, will be complex numbers.
We want to specify a mechanism which will pick
out one of the normal modes and discard the rest,
in such a way that the probab%.‘l_ity of picking the
kth mode @y is equal to |axl®, or actually to
laklz/ b |a.n|2 in case W is not normalized. How
does one pick something with a probability propor-
tional to the square of a complex number?
Wiener?,10 has considered this question in connec—
tion with the identical situation in quantum
mechanics, and his conclusion is that he can think
of only one non-quantum mechanical process vhich
could do that. Therefore I decided to examine

the consequences of incorporating such a process
in the present model, and it was at this point
that the model turned out automatically to pos—
sess many interesting structural properties of

thought, together with the ability to learn by
being "rewarded" in a simple way.

This selection process is quite simple and
will now be described. Wiener gives two variants,
of which only one will be consjdered here. Let
Y(t) be the integrated complex-valued output of a
shot noise generator. Then dY, if it existed,
would be the instantaneous output. Actually, this
is a physically unrealizable idealization of a
Gaussian random process. What one actually meas-
ures is the increment AY for a small increment of
time. But the intuitive notation can be given a
precise sense. It turns out that the integrals

f ¢, (t)d¥(t) are all random varisbles with

Gaussian distributions, and in case the ¢ , are
all normalized the distributions will all be the
same. Moreover, if the ¢, are orthogenal to
ea.:zh other, that is, [@n(t) m(t)dt = 0 for

n # m, then the Gaussian distributions will be
mutually independent. Our general considerations
led us to consider Hermitian operators, which have
orthogonal eigenfunctions, so that this condition
is satisfied. Now let us calculate the time
averages of the normal components of ¥ multiplied
by the shot noise: Ay = f[a@®n(t)d¥(t). This is
accomplished by a physical device which finds the
statistical correlation of two inputs. Finally,
let these numbers Ap control a gate which lets
through the mode having the largest A, . Since
the A's are random varisbles, this process picks
the modes statistically, and the probability of
picking the kth mode turns out, as shown by
Wiener, to be just what we want, namely

la 12/ L lapl?. Ve shall not go into detailed
consideration of the suitability and 1lications
of different ways of comparing the A's,10 except
to say that if comparisons are made in pairs, the
order in which the pairs are picked makes little
difference, and that it is also possible to com-
pare pairs of superpositions of several modes
and then split these up further. This latter
point will have a useful interpretation. A pos-
sible way of performing the process is indicated
in Figure 1. This general type of process turns
out to have numerous interesting consequences,
which we are finally ready to understand, all the
groundwork having been prepared.

Restrictions on thelength of this paper pre-
clude all but the briefest discussion of these
consequences. Further information, especially in
connection with an attempt to understand the
representation of information in the brain, will
be published elsewhere. Hovever, meking use of
the background of information which we have
developed about the properties of the mathematical
structures, we may derive most of the interesting
features in a few sentences. Here ig a list of
them.

We begin with the ways in which information
coded as modes of oscillation is modified in the
process of elicitation by the recognizing part of
the machine. The information exists in a popula-
tion of "wave functions" ¥, which are split up
in various ways into superpositions of components
¢, or §4,, etc. The process of elicitation
operates upon one of these resolutions and selects



one or more components, ignoring the rest. The se-
lected components will then be identified or pro-
duce some action or be subjected to further trans-
formations, and they may or may not subsequently
be returned to the population of wave functions,
depending upon the purposes to be served., Observ-
ing the same information from a different point of
view is interpreted as splitting the wave function
into a different set of components and then select-
ing some of these components. The various compo-
nents in any particular resolution correspond to
various ways the pattern could appear when looked
at from the corresponding point of view, or to
various activities in a particular mode of behav-
jor.

If there is just one VY (instead of a popula-
tion of them), then an observation from one point
of view might elicit any one of the @'s, but sub-
sequent observations from the same point of view
will continue to elicit the same component. This
is one way in which an ambiguous "percept" becomes
clarified in the process of bringing it to the
“awareness" of the recognizer. Another, and pos—
sibly more significant, way will be explained
when we come to the effect of the shot noise on
the latent information.

If the information selected by the elicita—
tion process is returned to the population of
wave functions, an interesting phenomenon results.
There will be a repeated process of splitting the
wave function into components of some type, dis—
carding some of the components, returning the
remeining randomly selected components to the
population, splitting them into other types of
components, and so on. This process brings about
the reappearance of components which have pre-
viously been discarded. For instance, if only the
¢1 component is retained, and it is split into a
superposition of several § components, and only
one of the §'s is retained, this § will in gen-
eral vhen resolved in the ¢ system contain many
of the @ 's, and thus contain #'s which had pre-
viously been discarded. This is a perfectly ele-
mentary fact in any vector space, which has two
immediate consequences for us. The first is that
if an input excites one mode, then the result of
the resolution and selection process is to excite
other modes in the same coordinate system. In
other words, the model exhibits a form of associa-
tion. It is a standard problem in probabilities
to calculate the association strength as a func—
tion of such things as the number of iterations
of the resolving-selecting process, and the prob-
lem is being investigated. The second consequence
will be explained in connection with learning.

The probability of finding a particular value
for the numerical function which identifies the
possible results of some type of observation is
determined by the squared magnitude of the corres—
ponding ampIlitude and is thus independent of any
factor of the form eJ®, This means that an arbi-
trarily large amount of information may be included
in the phases of complex exponential factors of
the amplitudes of modes belonging to some type of
observation without meking any difference in the
results of that observation. However, this infor-
mation will affect the results of a different kind
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of observation, For example, suppose that Y=
ayed®lg) + aped®2@,, and that @3 = W(ali)§q +
W (2]i)§ 5» Then in an observation which reveals
¢$'s, the probability of finding ¢ and its
associated numerical value will be |a1|2 indepen-
dent of oy and ®,. However, in the § system

Y= [\Y(lll)alejdl + W(I\Z)a2e'ju2]§l +
[¥(2l1)a e’ + W (212)a,00%2] B, so the
probability of observing §4 will be |¥(111)|?-

l2712 + |W@l2)?ap)? + W )W (@)2)4] oy

SO W(111)W*(1]2)ayaked (R1-%) | ynicn
depends very much upono; and &5. This is what
was meant by the statement that in any representa-
tion there would be latent information which did
not show up in that representation but only in
others. We first introduced the idea of select-—
ive awareness by requiring that the states in the
focus of attention be clearly distinguisheble,
while the others are uncertain. The present con-
sequence shows that each point of view will
reveal information which will not be revealed by
other types of observation. We may look at this
fact in two ways. One way is to say that a per-
ceiver mst at any time disregard many things in
the stimulus pattern in order to have any intelli-
gible perception. The converse way is to say
that knovledge of one aspect or even several will
not include all the information needed to under-
stand other aspects and their interrelations.
The additional information required is the rule
for the ordering and intercomnection of impres—
sions! ‘mentioned in the first paragraph. This
and several other interpretations of the meaning
of the mathematical formalism are well known in
the analogous situations in quantum mechanics,
and.credit has previously been given3 to the
sources of some of these formulations.

The next three consequences concern Gestalt
perception. If a clear perception or an inte-
grated action depends upon the coherent behavior
elicited from a population of wave functions V¥,
then we might have a situation in which the
clarity depends upon all the Y/'s being the same.
This is called a pure case of an assembly in
quantum mechanics; otherwise the assembly is a
mixture. In connection with the preceding con-
sequence, we may note that an observation from
one point of view will turn a pure case into a
misture with the same response probabilities in
that point of wview, but will disrupt the coher-
ence of responses from other points of view. It
is a simple mathematical fact that a composite
system may be pure while its subsystems are not.
Moreover, an observation of one subsystem may
produce a change in the pureness of another sub-
system. This fact has been discussed3 in rela-
tion to the well-known facts of Gestalt percep-
tion that (a) a stable perceptual unit, or "good
Gestalt," may become unstable and hard to see if
embedded in a larger patitern, and (b) what was
originally a single Gestalt may be broken up in
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various ways by the addition of new lines in the
visual stimulus pattern, so that the new Gestalten
will not coincide completely with any of the old
ones. Illustrations were given in that paper.
This is of great importance in a perceptual
machine, because we might wish to scan a pattern
to find a meaningful pattern hidden it it, while
at the same time we do not wish every chance
grouping of lines in a stimilus to be perceived
as a meaningful pattern.

The next Gestalt property rests upon the
previously considered assumption that the trans-
formation given by an equation like 3¥/9T= jHY,
the solution of which is some function Y=
% 2,9,. In this case the following situation

is well known in quantum mechanics. Suppose that

conditions are changed in such a way that

becomes a function of a parameter M. Then the

solution of the equation will likewise become a

function of M which we mey write W (p) = ey
n

(r»)@n, where a.n(o) = a,. The new response
probabilities will be |a.n(,t)|2. Now one might
expect the change in a, to be roughly of the same
order as the change in M . It turns out instead
that the change in a, is of the same order as the
rate of change of p , that is, dwde . Thus,
provided that M changes very gradually, it can
become quite large without inducing a significant
change in the response probabilities. Examples
were given3 of very important analogous phenomena
in perception, the Gestalt constancies. In order
to perceive objects as meaningful units, one must
ignore certain inhomogeneities, and it is well
known, for example, that large spatial variations
of luminance are not perceived, provided that
they are gradual; but they become prominent when
any discontinuity is introduced. An illustration
has been explained in detail.3
The third Gestalt property likewise requires

a wave equation. There is some reason to believe
that while the constancy phenomena would occur
with a wide class of wave equations, these equa~
tions mst be first order in T, as written above.
In this case the time dependence of a wave func-
tion which is an eigenfunction of Hwill be
exponential with an imaginary exponent, and thus
will cancel out of the response probability.
Probabilities arising from a superposition of
such steady state solutions will, however, be
time dependent, so that one source of change is
derived from the interference of such steady
state solutions for different states associated
withH, It is possible to make the interpreta-
tion that certain perceptual changes, inexplic-
able when only one point of view is considered,
come from the information, not available to
awareness in that point of view, about the range
of possibilities of other aspects. Moreover, one
can calculate the frequencies at which the per-
ceptual transitions will occur. Because of the
determinate form and possible discreteness of the
normal modes, a change might be as abrupt as in
the perception of the well-known picture of a
staircase vwhich can look as though it is being
viewed either from above or from below. In gen—
eral, the resolutions of ¥ into ¢ 's and into

's given in connection with latent information

may be used to predict a possible interference
effect of a second stimulus introduced into the
field. The situation is analogous to the inter-
ference effects observed when an electron has the
opportunity to go through two holes.

Next we shall consider a general feature of
the model which resembles the mode of organiza-
tion of certain highly integrated action patterns
in animsl behavior. Reference to Figure 1 reveals
that the information is elicited by a process
which has two stages: first, splitting the wave
function into normal modes, and second, selecting
a mode by a mechanism utilizing shot noise. The
first stage requires either very specific filters
vhich separate the modes, or else (as shown)
precise coples of the modes which can be used to
obtain the various components in the same way one
finds terms in a Fourier expansion. The second
stage requires that the noise level be high
enough so that the results of the integrations
may exceed any thresholds which exist in the
component which compares them. There is evidence
from the study of instinctive behavior in ani-
mals (previously citedl and reviewed?) that com-
plicated action patterns are broken down into a
sequence of acts, each one released under the two
conditions that a very specific stimlus be
present and that a drive level be high enough.
People are trying to build machines that do
remarkable things, and it seems wise to see how
those things actually are accomplished in nature.
Even if the detailed mechanisms of instinctive
behavior are not the same as those of the present
model, it may be of interest that they can be
described by the same flow charts at some level
of abstraction.

Next we shall examine some ways in which the
behavior of the model resembles structural
characteristics of thinking. We have mentioned
the importance of the fact that the wave function
is split into many modes and some are selected
randomly. The random selection, aided by sys-
tematic biases, of which we shall later give one
example in connection with learning, can lead to
the evolution of complex forms. It seems to be
typical of thought and action processes that many
alternatives are proposed out of which some are
selected. In perception we have, for instance,
the previously mentioned evidence that stable per-
cepts emerge from a conglomeration of wavelike
images. In instinctive behavior there is evidence
that the animal behaves in a searching or random
way until the two previously mentioned conditions
release the block to action and allow selection
of a particular action pattern. In thought
pathology there is some evidence that a large
variety of symbolically related ideas can emerge
as the final thought product, which would be sup-
pressed precursors of normal thought processes.
In the development of thought in an infant,
according to hypotheses of Freud, various rudimen-
tary images become associated with drives. In
the absence of the thing which will satisfy the
drive and reduce its level, these images become
activated in some way which raises them to
hallucinatory vividness (like the images in
dreams). If the activation level is below
threshold, the necessary concentration may be



achieved by utilizing energy from another image,
or by fusing several images related to the same
drive so as to pool their activation energy. Any
such image may stand for the drive in this form of
thought, termed the primary process by Freud.
Ideas may stand for their opposites, because at
this stage there is no mechanism to distinguish
between evoking an image to affirm it or to deny
it. Thus ideas are associated by their relevance
to the same drive, not because of formal logical
relationships. Moreover, mutually contradictory
ideas can exist side by side, for there is no
mechanism for comparing them and rejecting one or
both. We can find familiar examples of such
thinking in the substitutions and fusions of
images in dreams and in slips of the tongue, but
it is the aim of the argumentsl cited in the first
paragraph of the present paper to meke clear the
fact that any organized and independent thought
processes, however logical their outcome, must
employ such a process. While such thinking is
indispensable, it mmst be supplemented by a
secondary process which enables the infant to get
along in the world. Under the influence of
learning by checking his ideas with the real en-—
vironment, he must voluntarily delay the drive
induced discharge of images so they are in accord
with reality, and he must make comnections, not
between ideas which are related merely to the same
wish, put between ideas which are related by
virtue of having the same relation to actual ex-
perience. The absence of this unlimited fusion of
ideas results in less pooling of the activation
energy, and the representations become less vivid,
taking the form of thoughts instead of images of a
hallucinatory nature. These thoughts are now mani-
pulated logically so that they may lead to actions
producing gratifying changes in the environment
rather than merely the hallucinations of grati-
fication. In logic itself it appears,l that not
only on the lowest levels of the synthesis of mean-
ing but at the highest propositional levels, too,
reasonable statements may be produced only by a
process of rejection of a multitude of lawfully
produced but unreasonable statements.

If these hypotheses are true, thought, while
remarkable, does not appear inconceivable, and it
seems worthwhile to see whether such processes may
be built into machines. An example of a machine
program which has some features of this generation
of clusters of ideas around individual goals fol-
lowed by selection of some of them by means of an
evaluative process is described by Newell, Shaw,
and Simon--- in a discussion of chess playing
machines. Their program contains a subprogram
built around a set of about a dozen goals, each
corresponding to some feature of the chess situa-
tion. Each goal has associated with it a move
generator and an analysis and evaluation procedure,
The move generator associated with a goal proposes
alternative moves associated with that goal, re-
gardless of suitability, on the basis of any con-~
nection with that goal. The evaluation and
analysis procedures determine the value of the
move from the point of view of that goal alone.
The analysis procedure is concerned only with the
acceptability of a move once it has been generated
by the move generator. The consequences of the
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moves generated by all the goals are explored by
evaluating possible game continuations generated
by a different generator from the one which pro-
poses moves. An execubive routine makes the
final choice of an acceptable move from the fifty
or so proposed moves.

The present approach is to try to get things
like this to happen by themselves without heving
to specify precise programs in advance, in order
to allow the spontaneous elaboration of symbolic
complexity. Let us examine the way information
is elicited in the present model. There are two
stages in this process. In the first stage the
wave function ¥, from which all points of view
may potentially be extracted, and which may even
represent a large number of ideas in some inte-
grated portion of the machine's "mind," is split
into components in one or another coordinate sys-
tem. Two possible resolutions of the wave func-
tion are represented by the hexagons and squares
in Figure 1B. As we have proved mathematically,
each of the components contains some latent
information, represented by the shading, which
is not available to the "awareness" of the
recognizing part of the machine, but which be-
comes transformed in other resolutions into infor-
mation which can be elicited. This latent infor-
mation is thus necessary to the reversible trans-
formations between different points of view. At
this stage of merging and splitting all informa-
tion is present only in the form of potentiali-
ties. Suppose that ¥ is resolved into @ com-
ponents and the shot noise generator is turned
on. One of the ¢ 's will then be elicited, pro-
vided that the noise level is high enough so that
the threshold of the comparing component is ex-
ceeded. The expansion coefficients give the
probabilities for elicitation of the various ] s,
but there is no way of knowing precisely which
one will be elicited in a given case. Thus the
noise level acts in a way similar to the drive
level which elicits images. Now suppose that the
noise begins at a very low level, too low for the
elicitation of one of the ¢ 's. The threshold
may be exceeded, however, by the result of the
combination of the noise with a superposition of
two or more of the @ 's, since this result will
be f(ak¢k +a4 eees)dY instead of merely

Jak¢ k9Y, and the corresponding elicitation
probability will be proportional to |ay ©+ la1|2
+ ... instead of merely layl<. Thus superposi-
tions of images will be elicited, in analogy to
the condensations of dream imeges. In general,
at this stage there is no way to refer to a mode
except by exciting it, and the association be-
tween modes comes from belonging to the same
resolution of the wave function, i.e., in our
interpretation, belonging to the same point of
view.

Now let us examine the second stage, that is,
the transformations which the symbols may undergo
after having been elicited by the random process.
Let us suppose that the elicited output does not
come directly from the resolving apparatus
(dotted line in Figure 1A) but comes instead via
the multiplication component which receives its
input from the resolving apparatus (solid line).
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Let BY(t) be the instantaneous output of the
noise generator, which would have no well-defined
meaning if the noise were ideal shot noise, but
in practice will be Y(t + At) — Y(t) over some
short interval of time A+t. Then AY(t) will be
a random variable with a Gaussian distribution
which is independent of the distribution of
AY(t') if It ~ ¢ > At. “Under these assump-
tions, the output will no longer be ak¢k(t)’ but
will be ap P (t)AY(t). Let us suppose that
and o have been elicited with their respective
probabilities, so that we now have a new popula—
tion of wave functions $1(t) AYL(4 - 1) and
$a(t) AY(t - t2). The AY's will be at differemt
times because the modes in the population are
separated out at different times. The two modes
will be present in the relative proportions |aj| 2
leol?. This population, as we shall see in a
moment, may be described by the wave function
a1 P71 (t) AY(t - t1) + axPa(t) AY(t - t3), which
gives the right probabilities of elicitation, pro-
vided that the comparing element averages a popu—
lation of inputs, because the average of | AY(t)}?
is always the same constant for all t. Now let us
return to our previous discussion of the meaning
of the latent information, which represents
potentialities in other modes of observation. In
the expressions for ¥ in the ¢ and sygtems,
let us replace the exponentials ed¥l and V42 by
DI(t + t7) and AY(t + ), respectively.
Averaging over the population and making use of
the independence of AY(t + t1) and AY(t + t2),
we find that only the first two terms of the ex-
pression in the § system remain, the interference
terms having disappeared. The elicitation proba-
bility for ¥, will thus be |W(1|1)]*]g}* <+
|W(112)F jas] 2, which is the same probability we
would have predicted by considering the actual
population of wave functions ¢ 18Y(4 + 1) and
$oAT(t + tp) in the relative proportionlafsad
rather than the combined wave function P AY,+
PoAY, This justifies our use of the combined
wave function. However, before the wave function
has interacted with the eliciting apparatus, ©1 +
¢ 2 will not give the result as a population of
@1's and $o's because of the interaction terms.
It may also be seen that the probability
which has just been given for &7 is precisel
that which would have been obtained by using the
matrix combination of p;‘obab%l%t%ei instiag gﬁ the
PR e {tudes.
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promise made in the beginming of this paper that
an elicitation mechanism would be designed which
would make the group properties of transformatioms
between coordinate systems consistent with the
necessarily valid rule of composition of response
probabilities. This argument is, of course, fa-
miliar in quentum mechanics, the only difference
being that in quantum mechanics the random mmlti-
pliers are slightly different (o is a random
varieble in the factor ed® ), and that we are
using an ordinary mechanical device to do the
miltiplication., What is new about the argument
is that the resulting model is being proposed for
a concrete device which has many features of
thinking, so we shall now examine the behavioral
implications of the above formal mathematical
property.

Prior to the interaction with the eliciting
device, the modes of any resolution contain all
the information needed for their recombination
and subsequent resolution in another coordinate
system. The original wave function could have
been subjected to any kind of observation and thus
could have exhibited any one of a number of prop-
erties. These properties may be mutually incom-
patible, so that no individual elicited wave func-
tion could exhibit more than one, although they
might all be found in a population of responses.
An individual wave function elicited by one of
the kinds of observation may no longer contain the
information which tells about the other kinds of
observation, so that awareness of one aspect may
preclude simltaneous awareness of other aspects.
But all these matually incompatible properties
may simltaneously exist in the form of incom~
pletely developed potentialities in the original
wave function. This is another respect in which
the first stage of the present model resembles
primary process thinking.

We may look at this amother way. The origi-
nal wave function was potentially describable by
& wide variety of predicates applicable to the
ideas represented by the elicited modes. But
interaction with the eliciting apparatus has re-
vealed some potentialities and at the same time
has in a precise mathematical way destroyed the
information needed to put the modes together again
and resolve them in a new way which can reveal
other potentialities. Thus the wave function
after such interaction can reveal a smaeller set of
potentialities. It may not yet have been recog-
nized by the recognizing part of the machine, so
that from the standpoint of the "awareness" of the
machine it may still be unknown, but it will now
be an unknown @ or else an unknown § , rather
than an unknown something which could reveal @
aspects or § aspects, or any mumber of other
potential aspects. Even if the properties coded
as ¢ 1,¢2, etc. exhaust all logical possibilities
with respect to that aspect of the total pattern,
so that in one sense saying that it is a ¢1 or

2, ete. is a tautology, this information none-
theless has important behavioral consequences for
the machine even before it is recognized by the
machine. We saw mathematically that this will
make a difference in any subsequent elicitation
of information from another point of view. In
addition, lkmowing which aspect is relevant has
important behavioral consequences because it en-
tails using the_ appropriate rule of ordering and
in'berdependencel’ mentioned in the first para-
graph of this paper. This is a necessary stage
of concept formation which precedes abstraction,
and it is important because it tells the
machine, in a sense, along what dimension to
think. We may summarize this paragraph by saying
that the elicitation process, even before its
results are "noticed," has partially crystallized
the information by limiting the set of potential
predicates. If, in our example, (ﬁ 1 and Qo each
represented a superposition of many modes, this
crystallization would have been only partial, for
while the ¢ 7 and P, have been miltiplied by
independent AY's so that the interaction terms
between them have been destroyed, all the modes



within & 1 or d) o have been miltiplied by the
same AY, which mekes no difference withi e
subspace of their superpositions (since lAYI< =
constant). Thus within these subspaces poten-
tialities exist which may be destroyed by further
specification. A1l the above corresponds both to
theoretical interpretations of underlying thought
mechanisms and to common sense observations about
gradual articulation of concepts which are not
clear to begin with.

Our final observation about the second stage
of information elicitation concerns logic, In
distinction to the mode of representation of in-
formation in the first stage, which permits the
same wave function to contain mutually incom-
patible potentialities, and which permits merging
and resplitting, the information is now in a form
in which only one of the potentialities has been
realized. If the information in this form is
utilized by the recognizing part of the machine,
it will be displayed in a form which follows the
usual rules of probability, as we have seen, and
which may be manipulated by the usual logical
procedures employed in computers. In fact, it is
well known in quantum mechanics that the mathe~
matical formelism used to describe the analogous
features of observation—namely the projectiqns
of wave functions on particular coordinate axes—
can be partially described in terms of the Boolem
algebra of propos:i.tions.12 Thus we may summarize
this discussion by saying that information is
changed in the process of elicitation into a form
more amenable to logic, but at the expense of
richness of interconnections. Thus the machine
may use this modified form to explore the logical
consequences of some concept, but in order to do
something more creative it may have to return to
the original form and start again.

So far we have seen how the model behaves in
ways resembling some aspects of perception and
thought. Now I shall very briefly indicate one
of the ways in which it can learn. We shall as-
sume that in some part of the machine information
is elicited from some pool of wave functions,
used for some purpose, and then returned to the
pool of wave functions. This process is shown in
Figure 2, vhich in addition summarizes some of the
preceding discussion. Suppose that the contents
of the pool consists of N coples of the wave
function Y, and that at the moment they are
split by the ¢ filters, so that ¢ = n ai¢i’

t

where the ¢ 's are symbols for certain responses.
Suppose that the shot noise generator is operat-
ing so that one of the ) 's will be elicited, and
let us suppose that we are interested in teaching
the machine to perform one of the responses, say
1, rather than any of the other h's. For the
first eliciftation the probability of obtaining
$7 is la3|l*. In case this occurs, the operator
(or some other part of the machines "rewards" the
mechine by turning off the noise generator.
heanwhile, the ¢1 has returned to the pool,
which now containg N - 1 of the ()'s and one P;.
The Brobabﬂity of eliciting ¢; has now become
la71<(N - 1)/N 4 1/, vhich is larger than before.
The wave functions will be recombined and re-
solved again in a number of ways, but since the
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noise generator has been turned off, no informa-
tion will travel around the cycle, so that no
information will be discarded, and there will be
no further change in the probability of finding

¢ 1. Now suppose instead that the first trial
resulted in the response represented by one of
the other ¢'s, say ¢2. This time the operator
leaves the noise generator on for a while. The

¢ o returns to the pool, so that now there are

N -1 of the P's and one $2. These wave func-
tions become resolved in other coordinate systems,
just as in the preceding case, but this time,
since the noise generator is operating, informa-
tion will go around the cycle and some of the
components will be lost. Now let us split the
resulting wave function into ¢ components for the
next trial, and let us see what the new response
probabilities will be. Referring back to the dis-
cussion of association, we observe that in the
process of splitting and recombination the dis-
carded component P; will have returned to some
extent. Thus the probability for ¢ 2 on the next
trial will have increased somewhat, but not as
mich as that of @1, had the latter occurred on
the first trial, The probability of any one of
the ¢ s, say ¢j': will become (l/N){l + (N - 1)

e s TG 2 [ 2. ) g 3
in vwhich the subscripts n, m,...k stand for the
various states in the intermediate coordinate sys-
tems. The probabilities are not so easy to com-
pute on subsequent trials and depend upon details
of how wave functions in the pool become acces—
sible to elicitation,so that further discussion
will be postponed until a time when it can be
done in a thorough and systematic way. However,
it appears that some reinforcement learning is
possible, reinforcement acting directly only upon
the noise generator and not directly upon the
wave functions themselves. The general idea is
that the desired function remains, while the
others are chopped up. The fact that the proba-
bility of elicitation of one of the @ 's depends
upon both the amplitude of the ¢ and the level
of the noise, with reinforcement acting only upon
the noise, resembles parts of certain theories of
learning in animals, but this topic too will be
reserved for more systematic discussion when that
is possible.

This paper will conclude with a few brief
remarks of a more general nature. First of all,
the mathematical language employed is well suited
to describe both the fluidity of the initial
stages of perception and thought, in which ideas
have the potentiality of being examined on the
basis of a large number of cross—cutting systems,
and the final stages in which definite and stable
relations may be perceived. The language is also
suited to describe a system in which structures
are not always defined in advance. As in the
illustrative example of microwave modes, a source
of excitation which is only moderately complex
can interact with a structure which is only
moderately complex to produce modes which are tre-
mendously complex, and which could not feasibly
be constructed in any other way. In addition,
these structures themselves are given the oppor-
tunity to become still more highly developed by
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an evolutionary process of selection and recombi-
nation, In this sense the model resembles the
desired arene in which patterns spring up and
develop by themselves. In such a system the in-
formetion is stored in the form of incompletely
defined potentialities, which are realized only
in interaction with the eliciting and recognizing
parts of the system. The percepts, for instance,
are in the combination of stages, not in either
alone; for in the first stage by itself they con-
tain all points of view at once and none alone,
while in the second stage by itself they are in
the form of the conventional computer representa-
tion of information, which is no more perceptual
and subjective than the image on a television
screen, The full computer might have to contain
a conventional component for reception and useful
transformations of the input, followed by the
present model, followed by a more or less conven~
tional component to discriminate among the sta-
bilized images or ideas and produce an output. Of
course if we were trying to design a machine which
could have a knack for skilled actions, the same
problems of fluidity of transformations would
recur, as we may be convinced by noting that our
signature comes out the same even if we hold the
pen in the mouth or between the toes.

Since the information exists only in the com-
bined input, wave function system, and recognizer,
one might wonder where the boundaries are between
the observed system, the observing mechanism, and
the observer. Von Neumann has shownl? in the pre-
cisely similar mathematical situation in quantum
mechanics; that even though the transformations
are different in the three subsystems, the com-
bined result is independent of where the boun-
daries are drawn. Thus although in this system,
as well as in the workings of the brain, it is
impossible to draw sharp boundaries, perhaps that
is not necessary for understanding the processes
involved.

Finally, we have seen that this model makes
a distinction between items of information which
can merge and then exert interacting effects in
nevw coordinate systems, and items which may be
sorted and combined but remain: separate and have
independent effects in any new coordinate systems.
It is conceivable that the evolutionary process
of selection and recombination could lead to the
elaboration of a complicated wave function which
contained a large body of information which had
become integrated in a way which is necessary
for complex behavior. Whether or not such a
situation could occur depends upon how clever we
are in designing the proper rules of evolution,
but the point to be made here is that the
mathematical language we are using is (as is
known in quentum mechanics) a good language in
which to describe such a situation should it
occur, or for the purpose of trying to make it
occur.
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Table 1. Interdependence of the Arguments

Symbols as modes of oscillation
Much internal structure.
uSpring up," so easy storage.

Superposition and resolution

Components in various coordinate
systems represent various points
of view.

Gives rule of interconnection and
dependence,

Holistic nature of transformations.

Normal modes provide coordinate systems.
Will be identified with stable percepts.
Reproducible, integrated, often discrete.
Units "ecarved out" by system.

Relation between two systems always linear.

Elicitation of information: Split into
one of the coordinate sets of eigen—
functions and correlate with shot noise.

Destroys the latent information.

Representations now amenable to logic at
expense of richness of interconnections.

Allows learning by reinforcement which acts

by stopping the shot noise source.

Simlates some properties of thoughts
(primary process) and integrated action
patterns (instinctive acts).

Random selection and recombination can lead
to elaboration of more complicated syumbol
gtructures.

Existence of many possible systems of cate-
gorizations cutting across one another, so
that what is definite in one is incompletely
defined in others.

One cannot and need not draw a definite line
between environment and observer.

Observations of various types
Conditional probabilities relating

pairs of cbservations provide a
useful description. \

Transformations
should form a

Selective awareness

P(ak'ai) = Ski

£roup.
P(ak|bj) has various
values.
The P's cannot be the entities related b

the group of transformations, but mmust be their
squared moduli.
The ¥ 's will be the transformation coefficients

between coordinate systems specified by dif-
ferent sets of normal modes.

Each set of coordinates will contain latent infor-
mation in the form of phases, which will be
elicited only in other coordinate systems and
thus represents potentialities.

Operator and eigenfunction equations.
Sharply defined numerical values elicited mmst

be eigenvalues.

v
Kinds of system which give wave equation for

change in W's with time (or other parameter).
E.g., mltiple paths, specified by phase lags.

Abilities for Gestalt perception.

Pure states or normal modes analogous to "good"
configurations.

Whether part of a pattern is seen as a Gestalt
will often depend upon other parts of the pat-
tern. Problem of seeing parts in a larger
pattern.

Gestalt constancies, such as brightness constancy.
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Figure 1
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Figure 2
Pictorial representation of the functions of the
various parts of the model, illustrating rein-
forcement learning,

Flow Chart of the Model

A population of wave functions in the pool
(depicted by the large objects circulating in the
tank at the left) are split into components of
some type (the small circular objects) by the
appropriate separating mechanism (the grate with
round holes), although they could have been separ-
ated into different sorts of components (by the
other grates). The components contain information
which enables them to combine again (the fringe on
the circular objects)., The noise which acts as
the eliciting mechanism is depicted by the pump at
a height representing the threshold., There is only
room for one component at a time to pass into the
pipe leading back to the information pool, so that
all but the first component to reach that pipe will
drop down ard be discarded, In passing through the
pump the latent information allowing recombination
has been destroyed (the circles are now smooth).
The man represents the operator of the machine or
another part of the machine which can observe the
action represented by the component which has been
elicited, To reinforce that response the man turns
off the pump: if another component has come through
instead, he merely leaves the pump on for a while,
He acts only on the pump; the elicited component
returns to the pool in either case.
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Summary

Two methods of plotting Bode and Nyquist dia-
grams with an analog computer are presented. Both
methods have the advantage of being able to give
the open loop response from a closed loop simula-
tion on the computer, which makes them applicable
to systems with open loop poles in the right hand
plane. Neither method requires any adjustment by
the operator, other than to change the frequency
of the input signal.

The first method makes use of some trigono-
metric identities, which yield functions which
identically equal the real and imaginary parts of
points in the Nyquist diagram. It makes rather
extensive use of multiplying equipment, but no
other non-linear equipment is required.

The second method makes use of diode and re-
lay switching techniques to measure phase, and
peak value readers to measure amplitude. One di-
vider and no multipliers are used, but diodes and
relays are necessary.

Nyquist and Bode plots are presented, as com-
puted by both methods.

Introduction

In the study of linear feedback control sys-
tems by means of analog computers it is frequently
important to examine the frequency response of the
simulated system. Commercially available equip-
ment can be used to obtain amplitude ratio and
phase as a function of frequency for an open loop
system. Unfortunately, many practical control
systems are either unstable open loop, or they
contain a number of integrations which result in
considerable drift unless the loop is closed. The
techniques presented in this paper resulted from
an investigation of methods for obtaining the open
loop phase and gain characteristics of the control
system from its closed loop simulation on the ana-
log computer. The information can be plotted
either in Nyquist or Bode form.

Two alternative methods are presented in the
paper. One of these makes use of trigonometric
relations and obtains the coordinates of a point
on the Nyquist diagram directly. The other uses
filtering and switching schemes to obtain the co-
ordinates of a point on a Bode diagram. Both of
these methods are capable of obtaining the infor-
mation from a closed loop simulstion and make use
of standard analog computer components.

Statement of the Problem

I. Open Loop Measurement

Consider the simple control system illustrated
in Figure 1 where the forward transfer function is
indicated by G(s). If the system is stable open
loop, and has no poles at the origin, it is possi-
ble to apply signal of known phese, amplitude, and
frequency to the system represented by the transfer
function G(s). Thus, if we let

e(t) = E sin at (1)
we obtain
c(t) = C sin (wt + @) (2)

and the open loop gain K is given by

k(o) = 22 —|o(so) (3)
while the phase is given by the angle @, where
B(w) = arg G (o) (%)

The Bode diagram consists of the gquantities
K(w) and @(w) plotted vs. log w. The amplitude
ratio or gain is generally expressed in db. The
Nyquist diagram is the complex plot of the function

z(w) = K(ow) cos B(w) + J K(w) sin d(w) (5)

Most commercially available "control system
enalyzers" (Fuchsl) make use of these relations,
and thus assume that the block G(s) is available
and that it can be supplied with a controllable in-
put signal. Various analog techniques are possible
for measuring the phase-gain characteristics in
this case. OSome typical techniques are the follow
ing:

() The in-phase and out-of-phase components
can be evaluated by nulling the in-phase and out-
of-phase components of the output with manually at-
tentuated sine and cosine voltages. This technique
is described by Larrowe?,

(b) The in-phase and out-of-phase components
of the output can be obtained from calculation of
the respective Fourier coefficients of the output.

(¢) A variable phase shifter and a filtering
technique can be used, as described by Cowley3.
This method relies on careful control of phase and
amplitude of the input signal to the network in
question.

(d) Perhaps the most commonly used, and crud-

INumbered superscripts refer to references at the end of the paper
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est method possible, is the comparison of input
and output waves on adjacent traces of a strip
chart recorder. Clearly, the measurements obtain-
ed by this method are approximate at best. The
phase measurement can be refined through the use
of Lissajous figures with either an oscilloscope
or an x-y plotter.

In the literature, these methods are describ-
ed for open loop operation only, and some require
extensive modification for closed loop operation.

II. Closed Loop Measurement

Consider the block diagram of Figure 1 once
again. It is desired to obtain the phase and gain
characteristics of the transfer function G(s) from
a closed loop simulation on the analog computer.
The requirements for a satisfactory frequency re-
sponse measuring scheme are taken to be the follow
ing:

(a) It must be capable of obtaining the open
loop phase and gain characteristics of the system
without breaking the loop.

(b) It must be capable of mechanization with
standard computer components. If

r(t) = R sin at (6)

then we can write the following steady-state rela-
tions:

e(t) = E sin (ot - ©) (7
and

c(t) = C sin (wt - 0 + @) (8)

The desired amplitude ratio is given by

K(o) = %(("w—’% = G(ja))l - (9)

and the phase shift by the angle G(w) = arg G(Jjo).

There are several possible approaches to this
problem. Two approaches will be described in this
paper while a third one is described in Reference

Trigonometriec Method

The method described below yields a Nyquist
plot by making use of some simple trigonometric
relations.

I. Open Loop Computation

Let the input to a network be sin wt, and let
its steady-state output be y(t) = K sin (wt + 9).
Let us assume that all the poles of G(s) have neg-
ative real parts. Then in the steady state

y(t) = A sin wt + B cos wt (10)

Z%%l = A cos wt - B sin wt (11)
where

A=Kcos @ (12)
and

B =K sin @ (13)
From (10) and (11), we have

A= y(t) sin wt + Z%El cos wt (1k)

B = y(t) cos wt - X%Fl sin wt (15)

The Nyquist plot is given by z(w) = A(w) + J Blw).

Figure 2 illustrates the set-up which was
used. A network with transfer function

2

Do
sz + Zétqos + Uy
was simulated. The output was plotted on an x-y
plotter for discrete values of w, and these points
are shown on Figure 3, with the theoretical curve
given for comparison. For each frequency the
value of ® was set into the servo to position the
three pots, and after the transient died out the
values of A and B were recorded. Although elec-
tronic multipliers were used, servo multipliers
could have been used just as well, if A and B had
been evaluated in the "hold" mode (Relations (1L)
and (15) are identities).

Note that §(t) is easily available whenever
the denominator of G(s) is of higher order than
the numerator. If numerator and denominator have
the same order, z(t) may be obtained from a "90°

o
phase shifter", e.g. a network whose transfer
function is s-w .

S+

G(s) =

, (with ag = 1,£= 0.2)

II. Closed Loop Computation

If G(s), the open loop transfer function, has
poles on the imaginary axis or in the right hand
plane, there is no steady state and the open loop
response must be computed with the loop closed.

We have the following closed loop relations
(assuming the input is sin wt, the output is c(t),
and the transient is zero):

e(t) = sin wt - c(t) = E sin (wt - 6) (16)

éé}l = cos wt - ééél = E cos (awt - 8) (17)

c(t) = KE sin (wt - 6 + @) (18)

= AE sin (wt - 6 )+ BE cos (wt - ©)

where

A=Kcos @ (19)

B=Ksin @ (20)

é(af) = AE cos (at - €) - BE sin (wt - €)(21)
By combining the above relations we obtain

A < o(t) e(t) + £08) &) (22)

BE? = c(t) -e—g-f—) - ég‘) e(t) (23)

B - le(w)]? + (8" (24)

Again the Nyquist plot is given by
z(w) = Alw) + § B(w). A computer diagram for
solving equations (16), (17), (22), (23), and (2k)
is given by Figure 4. The solution for discrete
values of w is shown in Figure 5, together with
the theoretical Nyquist plot. The transfer func-
tion G(s) was chosen as (1 + 7s)/s® with 7 = 0.55.

The same comments relative to electronic
multipliers vs. servos, and computation of é(t)
explicitly apply to the closed loop and open loop
simulations.



Although this method appeared suited for
drawing continuous Nyquist plots, by letting
vary continuously in the sine wave generator, at-
tempts at this were not successful.

The advantages of this method are the follow-
ing: Standard elementary analog circuits are used.
No "peak value' readers, sampling circuits, or re-
lay logic circuits are required, since the values
A and B are computed for all values of t. With
further investigation this method may therefore be
adaptable to a continuous plot. ©No resolver is
necessary since instead of amplitude and phase,
the real and imaginary parts are computed. Fur-
thermore, no adjustment by the operator, other
than variation of frequency, is required. The
main disadvantage lies in the amount of multiply-
ing equipment required - particularly in the
closed loop calculation.

Switching and Sampling Method

The method described below yields phase and
gain information directly, for plotting a Bode
diagram. The computation of gain and phase are
done separately. The method is described only for
closed loop computation. It can be applied to
open loop calculations with obvious simplifica-
tions.

I. Amplitude Ratio Computation

The gain is obtained by measuring the ampli-
tude of the input and output signals and dividing.
The measurement can be done in a number of ways,
twc of which are shown in Figures 6a and 6b, re-
spectively:

(a) The two signals are full-wave rectified
and filtered. The resulting dc voltages are di-
vided. (See Figure 6a)

(b) "Peak reading” circuits can be used to
read the positive or negative peaks of the two
signals. The gain is then given by the ratio of
the peak values. (See Figure 6b)

For Bode diagram purposes, the resulting sig-
nal can be expressed in db, as shown in Figure 6
with a function generator.

I1T. Phase Measurement

The phase shift is measured by using diode
and relay switching technigues. Consider the
waveforms shown in Figure 7. Typical waveforms
for e(t) and c(t) for a lagging phase shift are
shown in Ta and 7b. If these two sine waves are
converted into equal amplitude square waves, we
obtain Figures 7c and 7d. The phase shift can be
measured by evaluating the shaded area indicated
in 74, as a fraction of the total area for one-
half period. The area measurement is done with an
integrator, as shown schematically in Figure 8.
The following comments refer to Figure 8:

(a) The error signal e(t) is used to control
a switch selector system. When e(t) becomes posi-
tive the output signal c(t), converted to a square
wave c'(t) of known amplitude, is applied to inte-
grator 1. When e(t) becomes negative, the output
signal is disconnected from the integrator.
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Thus, the integrator input is given by:
(i(t) = e'(t) for e(t) >0
]\i(t) 0 for e(t) <0

This wave form is shown in Figure Te.
(o) A 90° phase shifter is employed to ob-
tain a control signal p(t) equal in amplitude to

(25)

n

e(t). The phase shifter is the same used in the
previous method, i.e.
s - W
Gps(s) T s+ w

(c) When e(t) becomes negative, the inte-
grator output is sampled for the following quarter
cycle, while the second control signal p(t) remains
positive.

(@) When p(t) becomes negative, it provides
a control signal to reset integrator 1 to zero. A
quarter-cycle is provided for the reset operation.

(e) As soon as e(t) becomes positive, the
series of operations is repeated.

The waveforms appearing at the output of the
integrator are given in Figure 7f. Since the sam-
ple-and-hold circuit only samples the final value
of the integration, its output remains constant
after steady-state is attained. From an examina-
tion of Figures 74 and Te, it can be seen that the
integrator output reaches a value proportional to
the area b minus the area a. Now, if the integra-
tor input has unity amplitude, it can be seen that

a-f (26)
b=ijﬂ (27)

The final value of the integration is then

I =b-ag=%-28 (28)

[éV)

and thus, the phase angle ¢ is obtained from the
relation

T -
p=- = (29)

This computation,is performed by means of the
circuitry shown in the block diagram of Figure 8.

Similar reasoning applies to the leading phase
shift situation, in which case the area a in Figure
Te is positive instead of negative. This polarity
change can be used with additional logic to indi-
cate lead or lag.

III. Advantages and Disadvantages

This sampling method has the clear advantage
of requiring no complex equipment such as multi-
pliers for phase determination. The computer does
not need to be reset to observe changes resulting
from variation of frequency or system parameters.
Since relays and diodes are relatively inexpensive,
a special purpose computer for this purpose could
be constructed. Theoretically, the method can be
extended to continuous variation of frequency.

The application of this method to the computa-
tion of phase and gain for a simple system, with
transfer function G(s) = (1 + 7s8)/s2, resulted in
the curves of Figure 9 and Figure 10. In these two
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curves the experimental data are given by plotted
points and the theoretical curves are drawn for
comparison.

Conclusion

The two methods described above show that it
is practical to obtain Bode and Nyquist informa-
tion on the analog computer from closed loop simu-
lations.
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ON THE REDUCTION OF ERROR IN CERTAIN ANALOG COMPUTER
CALCULATIONS BY THE USE OF CONSTRAINT EQUATIONS

Robert M. Turner
Iockheed Aircraft Corporation - Missiles and Space Division
1123 North Mathilda Avenue, Sunnyvale, California

This paper describes & method of reducing
the error in certain anglog computer calculations
by the negative gradient technique where one has
additional informstion about system performance
in the form of comstraint equations. In general,

the technique leads to correction terms which are
introduced into the system differential equations.

In some cases, however, simulation is obtained by
operating directly with the constraint relations
themselves.

The theory is developed and seversl ex-
amples discussed gt some length in order to show
both the manner in which the corrections msay be
introduced, and the character of the corrected
solutions.

Theory

Let the equation set I represent the system under
investigation; i.e., it is the basic differential
equation set describing the physics of the situa-
tion. BSince any nth order differential equation
nay be written in the form of n first order equa-
tions no generality is lost and considerable con-
venience gained by adopting this presentation.
The X, sre independent or driving functions.

yl = fl(xl’x2’ .. ‘xp; Y1)Y2l .. 'yn)

Tp = (X sXps e e X 3YysTps e Fy)

.

¥y = fn(xl,xe, X3V .yn)
Let the equation set II describe the constraints
in (or to be imposed upon) the physical system I.

'el = el(xl)xal . .xp':yl’g’Q’ s '?n"yl’yz’ .. 'yn)

|
€q = CqlXysXns e X 5T 5Tps e T3V sy e Ty)

The set II is written such that ¢, equals zero
for all j. Now since the X, are donsidered to

be independent variables or driving functions,
any deviation of the ¢, from zero mugt be due to
incorrect values obtaiﬂed from the y, in the sol-
ution of set I, (vhere u = O for ¥y, &nd 1 for ¥y)-

Since we wish to consider all the e, simultaneous-
ly, we take as our optimization cri’éeria the min-
imization of a non-negative function E of ej

where q

E= > (ej>2 (1)

=1

Now for any given value of x, and yu wg may find
the change required in each Of the =~ y, meking up
E by considering E as a surface in Euclidean N
space. The vector giving the direction of great-
est change in E is the gradient vector, VE.

Since we are interested in the direction of great-
est decrease of the function, we turn our atten-
tion to the negative gradient, which has the
components

q
o
-VE = 2 Z ej——j_s for
oy

Then we may assign to each Ayu, where Ayu is
defined as the correction term to be added to the
¥y obtained from the solution of I, the value

q d¢. =
3 u=0, 1
Ayl_,: = - Z K.¢ for (3)
i=1,2,...n

i=1,2,...n

That is, we add to each y‘; 8 value proportional
to the component of -VE in the yu direction. K.
1s a weighting factor determinediby the importaﬂce
attached to the particular ¢.. Depending upon the
process of gradient determin#éition and subsequent
correction insertion one has either a true grad-
ient method or &teepest descent method. For the
applications in this paper, the gradient is de-
termined and the corrections added continuously.
Thus no sequential series of steps is ta.kenla%ong
one gradient before the next is determined.™’

If we add these corrections directly and contin-
uously to the positional values of the y,, each
member of the corrected differential equation set
becomes

oy _ . .

¥ = fi[xl’XE’"'Xp’yl’ya"”yn] + AV
o1

vy =fyidt + Ay

where ifi 1s the corrected rate term.

()

Note that Ayy is not the integral of Ai'i as each
arises indepéndently from (3). We call this the
EP correction of I.

Thls method 1s in general quite difficult to im-
plement on an analog computer due to the formetion
of slgebraic loops in the generation of the error
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terms. We may, however, takﬁ 8 different point
of view and consider each Ayi toua.rise from a
change in the defining rate of vy il.e., we put

a u Zq e u= 0,1 (5)
W(Avi) = - Kje,j W%- for

,j=l ixl,z,...n

This also will give to each yu a correction in the
desired direction but in quité a different manner
due to the integration process. Thus each member
of the corrected differential equation set becomes

¥y = fi(xl,xe,u-xp;yl,yeyu-yn) + Ay -f&'i (6)

since when u = 1 in (5) a second derivetive term
in Ay, arises which cannpt be Inserted in ¥y, with-
out increasing the order of the system. We call
(6) the Eg correction of I.

For certain algebraic applications (see Example 1)
the system order 1s indeed increased, but in gen-
eral, this is not desirsble. Direct positional
insertion may be used, however, so that both

and E§ corrections are applied in the same system.
In this case, (6) becomes

¥y = fi(xl,xe,...xp;yl,ye,...yn) + Ay + AF (7

Example (4) considers this in some detall.

8imply stated, equatlion (3) shows that corrections
may arise for all functions and their derivatives
which occur explicitly in the constraint equations.
Equations (4), (5), (6) and (7) show how the cor-
rections can be added to the system I.

We shall next illustrate and corrections as

applied to certain probl of a general nature
arising in analog simulations. The similation
is usually quite easy to obtain from the original

system mechanization, since in general it only
involves adding the correction terms into the
several integrators. This, of course, enasbles
one to compare corrected and uncorrected perform-
ance quite readily. E_ correction on the other
hand is not so straighg forward, and as previcusly
noted, generally gives rise to stability problems
on analog equipment.

Examples
Example 1
Consider the desired calculation
v, =2 (1.1)
*

Utilizing the zero order constraint, form

VX Xy = € (1.2)
Taking

yl = yl(o) + Ayl (1°3)
Differentiating and applying (5)

a dey

Thus for quasi-static X1, X,

¥, = T:x% + [yl(o) - ;Q-J e'leit (1.5)

1

For x. >0 we note the possibility of incorpora-
ting %t into the constent This saves one
multiplication; i.e., put

‘%*E (Ayl) = -Ke, for x >0 (1.6)
Teble I shows the type of convergence to the cor-
rect solution for several cases where x, = x..
Only the exponents are shown since the %olut}on
form is the seme as (1.5). Note that for the
case X, = = gin wt (1.4) will not give correc-
tion until T becomes large enough to offset

sin 2 wt |,
2w

Further investigation of the (non-linear) equa-
tions {1.4) and (1.6) is required to estsblish
convergence criteria for arbitrary Xy and x..
Equation (1.4) is mechanized in FiguTe (1.27 with
the aid of the symbols in Figure (1.1).

TABLE I
Using (1.4) Using (1.6)
% and X, constant: -lelt
K
¥ =X =t 2
-Kltj /3 -Klt /2

X =X, = sin wt: Not applicable

since x. is not

Kl(t— E_iielz’.@__”g) alvays 3 0
2

X.= X, = A + sin wt:

1 72 For A> 1

K [A% + t/2 + 2A/w

- L (1-cos wt)]
-2A/w coswt-1/khw sinEwt] Kl[At+ w—( o8 )

In Figure 1.2 G is to be as large as possible
since it effectively increases K, .x., ,Nl and Ne

are to be taken as quasi-static WheTre and N2
are errors which exist at the points indicated.

The instantaneous differential equation is

ypo= K (e +F)x) + T,
which yields the instantaneous solution form

X2 N K.%°t
¥, = 7,(0)e ’&ﬁt,u[.x"% 71' + K_lll% H1-eE%Y (18

Attenuation of the error throuih the first
multiplication_ channel is as b and through the
second by .

o5

Because of this noise sttenuation it becomes
practical to use division in forming special

(1.7



functions; for example:

Given ¥ to form z = 1n y we note

% =

- (1.9)

Here z is formed by the division circuit, then
integrated to give z. The method 1s useful pro-
vided z is used ultimately in the equation for
¥ (i.e., the z integration is not open loop).

A particular asdvantage obtains in that the range
of the ln function is determined merely by en
initial condition on the integrsator.

Notice that when (1.6) is applicable, two indepernd-
ent x2/xl and x,/x, divisions are obtainable
with Sne multiplier. For either (1.k4) or (1.6),

¥ is available, though greatly attenuated and
noisy.

Exsmple 2

Inverse function generstors in the feedback loop
of high gain smplifiers are frequently used to
generate monotonic functions having steep slopes.
The method 1s advantageous because of the re-
ciprocal relation between the slopes. Approach-
ing this problem from the point of view of a con-
straint relation yields the following.

Let y = £(x) be the desired function, given x.

Now 1 1

£f{¥) =x and e = £{y) - x (2.1)
Using (5): .

d =y = -Ke 2.2

TEmw y —35 (2.2)
For y = v X we see that f(&) = y2 and so

¥ = -2Keys y(0) = VX(O) (2.3)

€ =3 x (2.4)

Performance is good except near x = 0. (2.3) is

mechanized in Figure 2.1.

Example 3

The problem of finding R, sin ¢ and cos ¢ given
x and y frequently asrises in coordinate trans-
formations. When ¢ 1s not available and the
frequency too high for standard circuits, the
following method has been used with success.

Since

x2 + y2 = R2
X =R cos @ (3.1)
y=Rsinog

we put -
€, =Rcos ¢ - x (3.2)
¢, =Rsing-y (3.3)
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Note that
R=xcos ¢ +y s8in o (3.%)
Thus e, and ¢, enable us to find sin ¢ and cos @;
(3.4) determifies R.
Using (5)

a de
T (A cos @) =~2Kl€l m (3'5)

= ~Kel for R> 0

d¢
,(_1%__ (4 sin @) =2k, 9% (3.6)

dsin g

= -Ke_ for B> 0
(which are mechanized in Figure 3.1)

The previous examples have illustrated methods
of using the system equations themselves to form
error (or constraint) equations. Minimizing
these led directly to a solution of the system
equsations.

We shell next consider two examples of systems
which are amenable to error correction in the
more general sense of constrailning the solution
of I to satisfy the relations in II by the use

of EP end/or ER corrections.

Example 4

Amplitude stabilization of the harmonic oscllla-
tor using essentially type correction

been treated extensively in the literature. o b
However, as this second-order system affords a
particularly simple vehicle for obtaining quali-
tative solutions which aid in understanding the
roles of the correction terms, 1t will again be
consldered here. To this end, then, let it be
desired to generate the sine and cosine of the
angle ¢ where § is given.

Yy = sin @ > §, = $ cos ¢ (k.1)
yy=cos 9> ¥ =-psing (k.2)
Thus the system equations are :
jra = q;yl (4.3)
The constraint relations we adopt here are:
2 2
and 52 = ylye - YQj'l -b= ¢€l (ll"’6)
€5 is a meassure of system rate error, since
4 [tan™ YzJ yidp - ¥o¥1 - ¢ (&.7)
dt s y1_+ 7
Thus 5 o
Y¥p - V¥, = (] + ) (4.8)
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d . .
&n ylye = y2yl - @ = d)el ()""9)
Using € $6 obtain Ayl and Ay2:
&y, = -2Ky €95, (4.10)
&y, = -2Kyneq 7, (k.11)
Using € to obtain Aifl and Airez
&y = Ky, 0e,7, (4.12)
&Y, =K, Pe1 7] (+.13)

The weighting functions are deliberately identi-
fied in the manner shown in order to determine
the effect of mismatch; always an important con-
sideration in analog work.

Using (7), the corrected system equations become:

Ip = Gyy + Ly, + A, (4.1Y)

Carrying out the work assuming quasi-static €
(which amounts to treating it as sign invariaft
during the instantaneous integration process)
yields

b = 2™ sin wt (k.16)
v = et sin(wt + @) (4.17)
where
A=14+ ; (Kll - Klz) (’4-.18)
o= (KOl + K02)el (4.19)
w= ¢[1 - el(K11 + Klz)] {%.20)
-1 w
@ = tan (4.21)
¢ B - Koy

and where second-order terms have been dropped.

An snelysis of (4.16) and (4.17) shows that the
system process is such as to decrease the asbsdlute
value of ¢ . (4.18) and (L4.21) give the detri-
mental effécts of mismatch. Note that demping
arises only from and rate correction (to first
order terms) from

The mechenization of (L4.3) and (4.4) with
corrections arising from ¢
Stable frequencies in excess of 150 cps have been
genersted using this technique.

Example

This final exemple will treat with the compound
pendulum of Figure 5.1 having a total angular
excursion of ¥ r;/ 2 radians. The non-linear
differential equation describing this system

is shown in Figurel. 1.

may be’ solved by elliptic integrals.

Although quite simple to mechanize on an snalog
computer, the errors after 5 seconds are pro-
hibitive for a pendulum having e 5 cps frequency.
The introduction of two constraint relations is
necessary to preserve solution integrity.

m = mass of pendulum

1l = length of pendulum
0 = point of suspension
C = center of mass

k = radius of gyration

i sbout O

; a = 0C

i % mg= force due to gravity
Figure 5.1

Parameters and Definitions

m=1 gram A= i%%-
l1=1.2cm B=1/2 mki
a = 346 cm G = mga
2

ko = 2394 Vo= sin @
g = 980 cm/sec2 ¥yp= cos ¢

These parameters give a 5 cps frequency for an
excursion of + x/2 radians. Initially the pen=
dulum is at @ = + %/2 which is defined as the
point of minimum kinetic energy.

The energy equation is

(5.1)

Differentiating this leads to the system egquations

B¢2+G(l-coscp)=(}

¢=w

(5-2)
w =-Ay2
where y2 and ¢ are related by
¥, =%y
2 1
(5.3)
1 =,

¥, is the driving function for (5.2). Any errors
a.rising in & and ¢ (we do not employ ¢ in the
mechanization) arise from the product Ay2 and the
subsequent integration.

¢ is the driving function for (5.3). We know
that amplitude stabilization of (5. 3) is desir-
able, but here (5.1) imposes yet another con-
straint upon the y; formed in (5.3).

Using both the totel energy and the amplitude
stabilization relation, we define



el=}€+y§-l (5.4
¢, = B~ ay, (5.5)
from which one obtains (using 3):
Ay = 0
Aw = A =-2K,€,BO (5.6)

&9 = Kyepy, 0
A}"e = Ayl =0
&y, =2K €9, (5.7)
Ayy ="2Keyyy + KyeG
Using (7):

b= w+Ap+ 2D

. (5.8)
W = -Ay2 + Aw

o= Gy + 4V,
yl= 'q)ye + Ayl

(5.9)

Note that an attempt to include either Ap or AP
in the ¢ equation leads fo an unstable algebraic

loop since € contains

With this restriction, the corrected system is

(i)zw

' . (5.10)
5] -—AVQ - 2K252Bcp
Tp= By - B 6T,

(5.11)

yy= -y, - 2Ky e + Kyl

Any attempt to lmplement (6.10) and (6.11) leads
immediately to scaling difficulties due to the
disparity of B and G. Further, the units of Aw
and Ay, meke impossible a consistent definition
in the units of K,. Actually, this is to be ex-
pected for our tréatment of K, has neglected any
mention of u and i which certg.inly must be con-
sidered 1f any rational system of units is to be
megintained in the seversl corrections.

The dilemms confronting us is quite fundamental,
for if the K., are to be determined by a consider-
ation of i efld u as well as j, what are to be the
welghts attached to them? Unless this is known,
the corrections will not lie along the negative
gradient as desired. We do know, however, that
these newly considered constants will all be
positive. Thus, no matter what welghts are
attached to them, the resulting correction vector
will decrease E though certainly not in general
along its negative gradient. For small E this is
probably not significant, but in any case the
remedy seems to be to make all the Kj and thelr
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factors as large as possible in order to hasten
the (less efficient) minimization process.

Thus, except in simple systems where no incon-
sistency in units arises for the correction terms,
we shall follow this rule.

This has been done for (5.10) and (5.11) which
are mechanized in Figure (5.2).Deviations from
the theoretical solution were monitored for a
variety of cases and the results are given in
Plates I and II.

Plate I shows the results after 5 seconds of
solution time of

No correction

Amplitude correction into the cosine only
Amplitude correction into the sine only
Amplitude correction into both the sine
and cosine

Correction in the potentisl energy only

. Correction in the kinetic energy only

. Correction in both kinetic energy and
potential energy.

£\

~ O\

All of these solutions had errors growing with time.

Plate II gives the results of spplying corrections
arising from both € and €5 All of these solu-
tions are stable, biut notice that they may be
substantially in error unless the corrections are
added as specified by (5.10) and (5.11).

In accordance with the theory of keeping K. as
large as pogsible here, it was noted that decreas-
ing K’.L or K2 degraded system performance.
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PLATE I le
160 120 |
n noup
i U
30 %L A -
25 s
20 !
%
ERROR )
15 [
wl | I
5
0 l —I —
& € &) I&&E &) 15 E 6 lg&fz & &) L2 &&é‘ & & &
CASE 1 2 3 4 5 6 7
NG Ayll Ay2l | Ayl Ayl2 | A2 Ayl2
Ay2l Ay 2

NC mesns no correction was added
y1l means that the correction in Y due to &1 was added, etc,

To define the % Error, €; vas referred to 1,
was referred to 339 (the maximum energy ).
» THE ERROR IN PERIOD, was referred to .2 seconds,

ALL READINGS MADE AT 5 SECONDS

2
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%
ERROR

CASE

PLATE II

¥4
6. —
'3
4
b
= L
2]
—
u L
Q,
& & & 1GEE Ig;g. Ex| & & & (&&E S & &EE] 6 & &
1 2 3 & 5 .6 7
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SEE PLATEII FOR AN EXPLANATION OF SYMBOLS

THESE READINGS REMAIN THE SAME FOR
SEVERAL MINUTES
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THE USE OF PARAMETER INFLUENCE COEFFICIENTS
IN COMPUTER ANALYSIS OF DYNAMIC SYSTEMS

Hans F. Meissinger
Hughes Aircraft Company
Culver City, California

Summary

A new computer technique is described which
yields the partial derivatives of problem vari-
ables with respect to pertinent system parameters
simultaneously with the solution of the original
system differential equations. These derivatives,
known as parameter influence coefficients, are
valuable to the analyst in enhancing his under-
standing of system characteristics. If the prob-
lem solution x(t,x) and the parameter influence

coefficient 5§(t,x) is known for a particular

operating point where A\ = Ay, then it is possible
to make a first order prediction of system behav-
ior at a neighboring point having the new param-
eter value A = X°~+AA" Similar predictions can
be made if not one but several parameters are to
be varied. Thus, the knowledge of parameter in-
fluences often helps to reduce the total number of
computer runs required in a parametric system
study. Typical applications of the technique are:
linear extrapolation in the neighborhood of a
known solution; determination of design tolerances
of a system; prediction of critical parameter
values and stability boundaries. The most useful
application pertains to systems disturbed by ran-
dom noise where normally a very large number of
computer runs would be required to analyze the
system on a statistical basis in a variety of
operating conditions. Several illustrative
examples are presented in the paper.

Introduction

In the analysis of dynamic systems it is fre-
quently required to determine response character-
istics not only for selected operating conditions
but rather for a range of conditions over which
certain system parameters can vary. If the sys-
tem is described in terms of a set of differen-
tial equations

dxi
3 = £i(x, Xy o0y €50y, O cee)s

1=1,2, .coy n (1)

where Oy, Opy «.+.y Op are system parameters of
particular gnterest, then any information obtain-
able from the computer which serves to enhance
one's knowledge of the system response as function
of these parameters will be valuable. Let the
solution of the differential equations (1) ob-
tained for a prescribed set of parameters and ini-
tial conditions be expressed as

xiozxio(t; al’ ag, .oo), i=1, 2, ceey I (2)

Then the partial derivatives
axio 2xio 9X10 ;
—9-0‘—1-,%;, RRT I el i=1, 2, «vs, n
m

which will be referred to as parameter influence
coefficients will be of considerable interest.
They can be used to predict system performance in
the neighborhood of the known solution xji by
first order approximation and to describe system
sensitivity to certain design changes. 1If a
parametric study of the system is required, usu-
ally a time-consuming task even on modern elec-
tronic computers, the parameter influences help
reduce the total number of computer runs which
must be made to explore a specified region of

the parameter space. The situation is analogous
to the simple task of drawing a curve either
through a set of given points or through a set

of points at which tangential slopes are known.
In the latter case a much smaller number of
points is needed to perform the task with the
same degree of accuracy. How many data points
may be saved through the additional information
contained in the tangential slopes is a question
which cannot be decided a priori; this depends on
the nature of the curve and on the spacing of the
points themselves. Evidently, the parameter in-
fluence coefficients give the analyst some degree
of insight into trends of performance variation
and can guide him in the search for parameter
values of particular interest, for example those
parameter combinations which promise greater sys-
tem stability, greater yield of a chemical proc-
ess, or greater effectiveness of control, as the
case may be. Such orientation is especially de-~
girable where many parameters of interest must be
varied, and where intuition fails to indicate a
clear direction for an experimental search pro-
cedure.

This paper discusses a method for obtaining
parameter influences by solving a set of auxil-
iary differential equations, known as sensitivity
equations, simultaneously with the original sys-
tem equations. These sensitivity equations are
derived from the original equations by a simple
differentiation process prior to programming the
computer. Obviously then, the additional infor-
mation sought can only be gained at the expense
of greater program complexity. However, the ad-
vantages of this trade-off will become apparent
in the following sections.

The use of sensitivity equations was pro-
posed some time ago by Murray and Millerl in con-
nectign with error analysis of solutions obtained
by analog computers. The theory developed by
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these authors has a direct bearing on the subject
of this article, although the objectives and the
field of application have been broadened consider-
ably in the present discussion. In practice, the
concept of sensitivity equations has remained
largely unused, perhaps owing to the specialized
application for which it was originally suggested.
In an article published recently by Margolis and
Leondes? a sensitivity equation is used in devel-
oping an adaptive control system capable of
sensing parameter influences for feedback pur-
poses.

The purpose of this paper is to indicate, in
terms of some typical applications, the practical
usefulness of the parameter influence method and
to stimulate further development in this direction.
With the aid of this method a computer study in-
volving parameter variations can be organized to
follow a more systematic search pattern than has
been possible heretofore. The need for an im-
proved design of computer experiments is being
felt throughout the computer engineering field.

In principle, the parameter influence method which
promises to yield such an improvement is appli-
cable to digital as well as analog computers, al-
though it will be presented here only in terms of
analog operations. Time savings may prove even
more significant in the digital field in view of
the relatively large amount of time required for a
single solution.

The following list of possible applications
of the technique to studies of dynamic systems
will illustrate its usefulness:

1., Prediction of solutions in the neighbor-
hood of a known solution by a linear extrapolation
method.

2. Determination of parameter tolerances on
the basis of linear prediction. Detection of
critical parameters.

3. Application to statistical studies:
Evaluation of the influence of randomly distrib-
uted system constants or initial conditionms.
Extrapolation of results obtained with random
noise signal inputs,

4. Optimization of system parameters in
accordance with specified performance criteria
using gradient techniques.

5. Analysis of solution semnsitivity to com-
puter errors.

8. Determination of system stability
boundaries.

T. Variation of the time of occurrence of
specified conditions, variation of rise times,
settling times.

* The referenced article makes use of some earlier
unpublished notes by the author? in which the
parameter influence method was discussed.

8. Solution of boundary value problems in
ordinary differential equatioms.

Although only a few of these applications
can be discussed in the space of this article the
computer approach will be evident from the
examples chosen. The emphasis of the discussion
will be placed on-underlying mathematical consid-
erations. Some limitations of the method will be
noted, and areas requiring further research
effort will be indicated.

Derivation of Parameter Influence Coefficients

The principle of the technique will be ex-
plained first in terms of a simple second order
differential equation. It will then be general-
ized for application to more complex systems.

Consider the inhomogeneous linear equation
in x

x4 dx -
dte +,Adt + )\.X = f(t) (3)

with specified initial values x(0) = a and
%%(0) = b. The solution x is desired for several

values of the parameter A and may be considered as
a function of two variables, x = x(t,x). From a
known solution curve obtained for one parameter
value A, a neighboring curve for A; can be deter-
mined by extrapolation in terms of AN = A1 = Ag.
Thus

2 2
x(t,xl) = x(t,0,) + (%)%M + (g—;’ai)xél"?+ ceo (W)

The number of terms needed in this expansion for a
satisfactory approximation of x(t,kl) depends on
the magnitude of A\ and on the behavior of the
solution x and its partial derivatives with re-
spect to )\ in the region of interest. Only first
order extrapolations will be considered here.

The partial derivative 9x/9 A, itself a
function of t and A, is a parameter influence
coefficient of first order. Other parameter
influences pertaining to equation (3) are the
derivaties 9x/9u , dx/ da, and 9x/9D, the
latter two terms representing the sensitivity to
changes in initial values.

A simple operation performed on the differ-
ential equation (3) makes it possible to program
the problem for simultaneous computer solution
of x and 9x/d\. Differentiation of (3) with
respect to A yields¥¥

Px L, 9%
9X3t§+p3>w3t +)‘9t tx=0 (5)

*¥ Since x is a function of A as well as t, the
symbol /3t must be used in place of dfdt in
formulating equation (5).



Interchanging the order of differentiation of x
and using the notation u = 9x/J A, one obtains
the differential equation in u

ggg +-tt5—-+ M (8)

whereu must satisfy the initial conditions u(0) =0,
'-%(0) = 0, since the initial values ofx and 9x/9t

do not depend on A. Equation (6) is known as the
sensitivity equation of the system with respect to
the parameter A. Similarly, if the parameter
influence of & is desired, a2 new equation in

v = 9}{/9/4, viz.

Y (1)

is derived, where v obeys the initial conditions
v
v(0) = 0, $¥(0) =

In the simple case considered here the homo-
geneous part of the sensitivity equations is
identical to that of (3). The terms -x and
- 9x/ 3t which appear as forcing functions in
equations (6) and (7), respectively, provide the
coupling of the sensitivity equations to the orig-
inal equation (3). There is, of course, no
coupling in reverse. Figure 1 shows the computer
circuits which yield x and u; the two circuits may
be interpreted as master and slave, respectively.
Owing to the identical structure of (6) and (7)
only one slave circuit is necessary to obtain u
and v. These functions can be computed in succes-
sive operation, simply by using either x or

9x/ 3t as the coupling term.

If the initial conditions a and b are the
parameters of interest it is seen that no coupling
terms appear in the sensitivity equations. In the
case of 9x/da = w the homogeneous differential
equation

—15+/J—+xw=o (8)

with initial conditions w(0) = 1, %%(o) =0 is

obtained which can be solved simply by operating
the original computer setup once more but without
the driving function f£(t) and with appropriately
modified initial values.

It should be noted that the use of the param-
eter influence method is not restricted to linear
systems. If, for example, the original differen-
tial equation (3) is augmented by the term vx3,
the sensitivity equation with respect to Y assumes
the form

gfg+[xg:+xz+2vx2z+x3=o (6a)

where z = 9x/Jv . The coupling terms in this
example are, themselves, nonlinear functions of
the dependent variable x, and the structure of
the secondary computer circuit differs from the
primary one.

183
6.3

Proceeding now to the general problem of an
nth order system of differential equations with
m parameters Otl, ag, ceey am

dxy
o = f1(x1, %o, eeey 5 Qg5 O, -0l),
i=1,2, ooy n (1)
the sensitivity equation %Iith respect to oy yield-
ing the derivative ugp = 5—— may be formulated as

follows
a (931 Quik in gf gf
o “=W=ﬁ‘u1k+9'x‘g“2k*"’+r‘
1=1, 2, sveep n (9

The initial conditions are uj(0) = O provided
none of the initial values of the original differ-
ential equation are considered as parameters.

This formulation applies to linear as well as non-
linear systems.

It will be observed that in order to study
the influence of one parameter ¢4 it is necessary
to program a complete set of n sensitivity equa~-
tions (9) even though this parameter may appear
explicitly only in one equation of the original
system (1). If, for example, ok occurs in the jth
term fjonly, then the jt sensitivity equation
exhibits the coupling term ’ij/Qak whereas
?f;/9ay =0 for 1 ¢ j. The remaining semsitiv-
ity equations nevertheless contain the influence
of o implicitly in terms of the variables ujy,
Uok, .. Which establish intercoupling with
the jth equation.

These facts are illustrated by a simulation
problem involving missile guidance. Figure 2
shows a block diagram of the system containing a
nonlinear feedback term F(8;k) representative of
radome refraction of the line~of-sight from
missile to target. The influence of parameter k
upon guidance accuracy is to be investigated. The
problem variables V, ¥, 8, y, 0, 0, and 0 are
defined in the diagram; k 1s called radome error
slope. It is seen that the computation of the
parameter influence of k involves only one
coupling term ?F/ 2k between the primary and the
secondary simulation loop, whereas the partial
derivatives of all problem variables with respect
to k, i.e., Vi, Yk Ok, etc., are required for
completing the computer program as indicated in
the bottom half of Figure 2. In the guidance
study depicted here the statistical effect of
radar noise on missile dispersion at impact is
analyzed. Since a large number of computer runs
18 necessary to make statistically significant
predictions of rms-miss for any given value of k,
a parametric study of the influence of k on miss
M proves very time~consuming. Using the parameter
influence technique for determining miss variation
with k a linear extrapolation from computed sample
points will result in a substantial reduction of
time required for conducting this study.
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From a standpoint of economy of computer
operation the technique would not seem to be very
attractive since approximately twice the ordinary
amount of computing equipment is required to
obtain one set of parameter influences, x1/9<1k,
together with xj. Fortunately, however, a slight
modification of these circuits can often produce
other influence coefficients 3:{1/ da; if the
parameter oy occurs explicitly only i one or a
few of the doriginal equations. The time saved in
parametric studies of systems having random noise
input signals nevertheless may justify this tech-
nique in spite of increased program complexity.

A problem of theorectical as well as practical
interest inany application of the parametex influ-
ence technique is the possible occurrence of res-
onance phenomena when the sensitivity equationsare
coupled to the original system of equationsl, In
the simple case presented by equations (3), (8)
and (7) it is seen that the secondary system is
excited by the output of the primary system having
the same natural frequency o ¥ yX. The secondary
system will begin to oscillate in resonance if the
damping coefficient is small. For systems exhib-
iting neutrally stable or unstable modes of oscil-
lation the computer circuits for the sensitivity
equations can therefore be operated for a limited
period of time only bevore an overload condition
is reached. The technique remains applicable
until this time. However, the following consid-
erations must be kept in mind: As the amplitude
of the parameter influence coefficients increases
with time, the instantaneous values of the orig-
inal solution x(t) become more sensitive to param-
eter variations. Furthermore, higher order param-
eter influences which are subject to the same
resonance effects tend to become relatively impor-
tant. Hence, the quality of extrapolation based
on first order parameter influences is degraded in
any system exhibiting unstable characteristics.
This fact will be considered in greated detail in
the next section.

Other Applications of the Method

The use of parameter influences in the anal-
ysis of statistical problems involving random
noise disturbances was described in the preceding
paragraphs. If the initial values or some param=
eters of the dynamic system are known to be ran-
domly distributed in a specified manner, a
prediction of the statistical characteristics of
the output functions at any instant of time is
possible on the basis of parameter influence coef=~
ficients. For example, the mean and standard
deviation of the miss distance of a projectile
corresponding to random dispersion of launch con-
ditions may be obtained by a single computer run
through first order extrapolation from a nominal
flight path. The accuracy of such a prediction
will be influenced by the interval over which the
initial values or parameters are expected to vary,
by the time of flight, and by the problem sensi-
tivity in general. Spot checks of the accuracy in
typical cases will be required.

Some other typical applications of the param-
eter influence method merit further discussion.
Examples considered in this section are selected
from the topics listed in the Introduction and
include extrapolation from a known solution curve,
optimization of system parameters, and determina-
tion of stability boundaries by systematic search.
To simplify the mathematical discussion the second
order linea¥ differential equation (3) will be
considered again in these examples; the forcing
term £(t) will be omitted, Using dot symbols to
denote time derivatives the system equation and
sensitivity equation are, respectively,

¥+ Uk +2x=0 (3a)

i+ @b+ = -x (8)

subject to initial conditions x(0) = a, %(0) = O,
u(0) = 0, 4(0) = 0, where as before u is defined
as u = 2%x/2 A\

Extrapolation

Results of extrapolation from a known solu-
tion obtained on the computer for the value A, are
shown in Figure 3 as a family of output curves
with A\ as parameter. The diagram also shows
accurate solution curves obtained by actual param=~
eter variation in the system. Similarly, Figure 4
shows a family of curves obtained by variation of
the parameter ¢, starting from a selected value
Mo. In both cases a high quality of approxima-
tion is observed over a limited time interval
depending on the magnitude of the parameter
changes A\ and A4 . The time-dependent increase
in approximation error is inherent in the nature
of the first order extrapolation scheme. A simple
discussion, applying to the case of undamped
oscillations (U= 0), will help to clarify this
fact. The solution has the form

X = a cos wt (10)

where o = V M. The sensitivity equation with
respect to w thus becomes

Y+0Pu==20x=-2®a cos at (11)
and yields the parameter influence
u = -at sin at (12)

A first order extrapolation centered at wy would
yield the approximate solution

%o (tyw) = a cos apt - at(w = w,)sin wyt (13)

where the higher order terms of the power series
expansion with respect to (w - wy) are neglected.
The error of this approximation Involves the terms

7% (0-00)2 x (w-we)d
92 2 Tiw 3
='-af£(J%-Oi.f cos Uupt+ a M

= sinwg +o¢« (14)



The time interval during which the second order
error term remains within specified bounds is seen
to be inversely proportional to the frequency dif-
ference (w - wb) used in the extrapolation pro-
cedure. Boundaries of fixed approximation errors
in a frequency versus time diagram are illustrated
in Figure 5.

Parameter Optimization

An application of the method to optimization
of system parameters is illustrated by the process
of matching the output x(t) of a system with two
unspecified parameters against a known function
x;(t) in terms of least-square errors. This prob-
lem arises, for example, if test results obtained
in the field are to be duplicated by laboratory
experiment with a corresponding mathematical model
of the system having adjustable parameter settings.
Once again, the second order equation (3a) is used
as model; the parameters ’¢and A are assumed as
unknown.

The optimization criterium is given by

T
st = [ ) - x(@] % )

To minimize this function a gradient techniqueh:5
can be employed where the values of i and A are
varied in proportion to the respective components
of the gradient vector Vh(u,\). This technique
assures a steepest descent to the minimum value of
h along a path perpendicular to the contours
h([4,x) = constant in the (t-\-plane.

In order to compute the gradient components

T
Ph 2
e -2 b[' [(e3 40) = 3y (e)] 5% e (16)

T
r%l‘): =2 f [x(esp,0) - xi(t)] gl)f- at (17)
()

the parameter influences 9x/ 5’(1 and 2%/ 9 are
required. They are obtained as continuous
functions of time together with the solution x(t).
The computer simultaneously evaluates the inte-
grals (16) and (17). The sequence of operations
consists in a systematic step-by-step variation of
parameter values M and A in accordance with the
gradient direction established at the end of each
computing cycle. The process converges to the
desired minimum of h, Figure 6 shows typical con-
tours and gradient lines obtained in the solution
of this optimization problem.

Stability Boundaries

The problem of finding stability boundaries
of a dynamic system in the parameter space arises
in many phases of control system design and
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analysis. The technique described here provides
a systematic search pattern for repeated trials
on the computer. Predictions based on parameter
influence coefficients are made before each new
trial run to assure rapid convergence of the
trial sequence to a point on the stability bound-
ary. Only one parameter is varied in this
sequence of operations.

In the case of a damped oscillatory system
one may proceed by selecting two or more succes=-
sive maxima or minima of a solution curve and the
corresponding values of the parameter influence
coefficient available from the computer. Pre-
dicted variations of these maxima or minima are
then plotted against the parameter in questionm,
and a point, or a cluster of points, of 'inter-
section of the different extrapolation lines is
determined. This intersection designates the
parameter value at which, according to first
order prediction, the successive maxima or minima
would have remained equal. Thus, a first approx-
imation of the stability boundary is obtained.
Subsequent trials are made, if desired, to yield
successivVely better approximations. It can be
shown that this step-by-step approach is, in
fact, an example of Newton's iteration procedure
and converges rapidly to the desired boundary
point, under certain conditions regarding the
initial choice of the parameter value. The nature
of this convergence will be discussed in the
Appendix.

An example of the iterative approach is pre-
sented in Figure 7 which shows solutions of the
linear differential equation (3a) having the
damping factor 4 as parameter. Starting with a
positive damping value, 41= 0.10, the sequence of
solutions proceeds rapidly to the vicinity of the
boundary case where {{p = O. The example indicates
that the first iteration overshoots to a slightly
negative value of M; this error is almost com-
pletely eliminated in the second step. Figure 8
illustrates the extrapolation graphically in
terms of predicted maxima plotted versus . It
is seen that the initial choice, ¢, = 0.10, is
corrected by the incremental change£¥42 = = 0,116
which gives rise to the slightly unstable second
trial solution shown in Figure T.

In general, the successive parameter incre-
ments Ay to be used for the 1th trial run may be
computed in accordance with the extrapolation
scheme illustrated in Figure 8., Depending on
whether the intersection of two or more extrapo-
lation lines are to be taken into account, the
procedure is formulated as follows

Xmax, "~ ¥ma
Py = - [__?_Tinﬂ] (18)
n n+l {-1
for one intersection point
N  *pax, = *ma
1 X Xn+l
A‘u i=- [ﬁ té-l Yn ~ Vn+l ]i—l (19)

for N intersection points
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wheFe Xmaxns ¥maxpsls etc. denote consecutive
maxima and v,, v,i3, etc. the corresponding param-
eter influence terms. These expressions will be
derived in the Appendix.

In systems where two or more parameters
define the stability boundary the process must be
repeated for various parameter combinations. At
each of these combinations the prediction of the
boundary point is performed in terms of the same
parameter since the computer program contains the
sensitivity equation (or equations) for that
parameter.

Applications Involving Time of Occurrence

A type of problem frequently encountered in
computer applications involves the time of occur-
rence T of a specified condition and the variation
of T as a result of parameter changes. Examples
are: settling time or time of occurrence of the
first maximum of a transient in the study of con~
trol system response; time of the nth zero-
croseing of a non-monotonic or oscillatorv vari-
able; boundary-value and eigenvalue problems
where a parameter must be adjusted until the
solution meets a specified end condition. 1In a
manner similar to the systematic search for
stability boundaries described above, the param-
eter influence technique may be employed to reduce
the number of computer runs which would normally
be required in a trial and error proce: re.

Let the problem solution x = x(t,\) attain a

o

specified value C at the time t = T. Then the
equation
x(T,A) = C (20)

is an implicit representation of the time of occur-
rence T as a function of the parameter A. From
the theory of implicit functions one obtains the
result

AT
Ax

[k

V|V D
DRI
|
]

(21)

Ko
]

hd
>l

which may be directly applied to predict the neces~-
sary change in A to alter T by AT on the basis of
known values of u and x, provided the derivative x
does not vanish. The variables u and x are
assumed to be available in the computer program.
The first order extrapolation represented by equa-
tion (21) can be used in an iteration procedure
designed to comverge to the desired final value of
T.

Conclusions

Computer programming techniques for obtaining
parameter influence coefficients have been dis-
cussed, and applications which illustrate this
approach to the analysis of system performance
have been presented in the foregoing sections.

The new method promises more effective utiliza-
tion of the computer by reducing the effort

required in conducting comprehensive parameter
studies or in searching for optimum parameter
combinations of a system. Savings in machine

time and operators' time are realized through a
greater yield of useful information from each com-
puter run. The cost of additional program com=-
plexity or increased number of computer channels,
however, and the greater burden of checkout and
trouble~-shooting in the case of analog operations
must be weighed against the advantages gained by
the method. In statistical evaluation studies of
dynamic systems, known for being extremely time-
consuming, the method offers definite promise. In
digital computation, where a search for optimum
solutions, stability boundaties, etc., cannot con-
veniently be guided by the analyst without much
loss of time, a systematic search pattern based on
parameter influence data is particularly attrac-
tive. Development along these lines is currently
in progress. In view of the limited experience
gained in applying the method to examples of the
type described above, a conclusive evaluation of
net advantages cannot be made at this time,

Judging strictly from a viewpoint of time
savings, it appears that the analog computer
field can profit more immediately from increased
operating speeds available in certain types of
computer models. Repetitive analog computers,
operating at rates of up to 50 solutions per
second, are capable of handling statistical evalu-
ation studies in a remarkably short time. It is
expected, nevertheless, that parameter influence
techniques will find increased application on
analog computers of the conventional real-time
variety which are available in much larger
numbers.

Mathematically, the question arises whether
parameter influences cannot be equally well
obtained without increased program complexity by
a finite difference approach. Such an approach
requires pairs of computer solutions in close
vicinity to approximate the partial derivatives
in question. This procedure is feasible, if
somewhat more time-consuming, except in the case
of random noise studies. Here the finite differ-
ences obtained from two adjacent samples of runs
would be made highly inaccurate by the confidence
intervals attached to the individual results.

The question of extrapolation accuracy, dis-
cussed in the sections on Derivation of Parameter
Influence Coefficients and Other Applications of
the Method, is of fundamental interest and must
be considered in each individual application. In
theory, higher order parameter influences could
be used to reduce the error inherent in first
order prediction, and these terms could be
obtained on the computer in a manner similar to
that described for the first order influence
coefficients. In practice, this procedure leads
to a prohibitive increase in program complexity
and is not considered justified since accuracy of
prediction is not the primary purpose of the
approach.
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Appendix

Convergence of the Iterative Method for Finding
the Stability Boundary of an Oscillatory System

The iteration procedure, illustrated by
Figures 7 and 8, for finding stability boundaries
will be investigated in this Appendix, and cri-
teria for its convergence will be discussed. Equa-
tions (18) and (19) which give the incremental
change Ajp; of the parameter pt after the (i-1)8t
trial will first be derived., The predicted
{4 ~value at which two consecutive maxima, Xpaxy,
and Xmax,.1, become equal is found at the inter-
section of the two lines of extrapolation

- 2
xn=xmax+a—;'lnﬁl*

Au (a1)

0 Xma ’*Gx

+1 = ™
*n+l aP’ n+1

Hence, by equating these expressions and using the

notation 2x/du = v, one obtains

¥maxy + Vp AM = Epayx o F Vnel Ap (A2)

from which the equation

Xmax, ~ xma§g+1}
i-1

Va * Vn+l

Ay = - (18)

immediately follows. If more than two consecutive
maxima are used in the extrapolation, an average
of the predicted (distinct) intersection points is
formed which yields equation (19) as a generalized
form of (18). For linear os¢illations of the type
depicted in Figure 7 it is advantageous to use
minima as well as maxima in the extrapolation pro-
cedure in order to obtain twice as many sample
points from each computer run. The minimum Eming
and the corresponding slope vy are used with
appropriate sign reversals when a comparison with
the preceding maximum is made. The algorithm
equivalent to equation (18) thus takes the form

max, *+ xminn+i]
Vn * Vo4l i-1

where the subscripts n, n+l, etc., refer to con-
secutive extreme values irrespective of their
character as maxima or minima. This modified
prediction formula was used in obtaining the
results shown in Figures 7 and 8.

A/zl;_ = - (AB)
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The nature of the iteration procedure can be

more readily interpreted after introducing the
simplifying notation

an = Xmax, " Fmaxpel (ak)

For any given subscript n the difference term aj
is a function of Honly. Using this definition,
a simple expression for the slope difference

Vn = Vp4] can be derived, viz.,

vo -y g eix| 0=
n Vn+1_a'un u

n+l
? da

=5 ( - *maxg,1) =5 (a5)
au Emaxp Ko+l H

Hence, the prediction formula (18) may be
rewritten in the form

Aus = -7 (a6)
Ou -1

which is Newton's familiar iteration formula for
finding the zero of the difference function ap(M).
Thus, the successive extrapolation for finding
the stability boundary point a, = O proves to be
nothing else but an application of Newton's iter-
ation procedure.

Figure 9 shows typical a,-curves plotted
against M for n = 1, 2, 3 and 4. The curves were
obtained by comparing consecutive amplitudes (i.e.
maxima and minima) from a family® of solutions
x(t,p ) of the linear differential equation

X+ Mx+ix=0 (3a)
with x(0) = a, x(0) = 0.

It is important to determine over which
range of  the iteration process can be expected
to converge to the stability boundary located at
MU= 0 in the case under consideration. Inspec=-
tion of Figure 9 indicates that convergence to
this point 1s limited to values of y at which
the ap~-curves have a positive slope since the
slope at the zero-crossing is positive. All
ap~-curves exhibit a maximum at some value
lumax,n> O. Hence, it is seen that convergence
to the stability boundary is assured only if the
iteration process is started at a point MU,
located to the left of the respective maximum.
(The iteration would proceed in the opposite
direction if the initial point were located on
the other side.) Starting the iteration with a
case of positive damping, O<My<Hmax,n, it is
observed that, owing to the convex character of
the ap-curves, the first iteration step always
overshoots into the region of negative M from

* Solutions such as those shown in Figures 3, L
and 7 are representatives of the family.
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where the convergence toflg = 0 is quite rapid.
The sequence of iterated solutions depicted in
Figure 7 confirms this observation. On the other
hand, if the iteration is started in the unstable
region (Mo<O) convergence is always assured
regardless of the position of the starting point.

Inspection of the a,-curves reveals, further-
more, that the location (4 .. . of the maxima
moves rapidly in the directiof of M =0 for
increasing n-values, i.e. the range of convergence
in the stable region of ¢ is narrowed down if
amplitudes other than the first few are picked for
the prediction process. In the case of the first
amplitude pair, n = 1, the convergence range is
exceptionally large extending to values in the
neighborhood of critical damping, M opit = 2 yril

The above considerations are based on the
case of a linear second order system but apply
more generally to higher order systems exhibiting
several distinct modes of oscillation. This is
true because a particular mode of interest has the
same structure as the single mode of oscillation
characterized by the solutions shown in Figure 7.
In the cases of practical interest a dominant mode
of oscillation exists for which the stability
boundary is being sought. 1In the presence of
initial transients the amplitudes of the dominant
mode will only be detected after some time inter-
val. Hence, based on the information obtained
from the ap-curves of Figure 9, there exists only
a small range of positive damping over which con~-
vergence to the stability boundary is assured. In
these cases an iterative approach from the
unstable region is preferable.

Figure O illustrates one eother interesting
fact which concerns the choice of single vs. mul=-
tiple intersections, i.e. the use of equation (18)
vs. (19), respectively. It is seen that, except
in a close vicinity of the boundary point Up= O
where all aj-curves have a common tangent, the
multiple intersection approach yields a cluster
of increments AM;. While this disparity of
predictions tends to degrade the rapidity of con-
vergence of the iteration process, an averaging
of predicted values is desirable whenever the
read-out accuracy of successive maxima is limited,
i.e. in the majority of analog computer opera-
tions.

Tt is expected that the essential features of
this analysis carry over into applications in-
volving non-linear oscillations, although this has
not been studied in detail, In view of the dif~
ferent laws governing the growth or decay of ampli=
tudes in non-linear oscillations, the ap vs.

M curves may look substantially different from
those shown in Figure 9. However, as long as a,
is a continuous and well=-behaved function of the
parameter [/ near the stability boundary point,
the iteration process in general is a convergent
one and thus can be used to find the boundary.

1.
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DATA PROCESSING~-WHAT NEXT ?

John M. Salzer
Director, Intellectronics Laboratories
Ramo-Wooldridge
Canoga Park, Calif.

Surnmarz .

Looking into the future of data processing
technology, it is possible to identify major trends
in specific areas, viz., components and circuits,
data systems and equipments, programming and
language problems, human factors and overall
system design, and learning and cerebral systems.
The real advances and the real broadening of the
field are directly tied to our ability to make data
processing machines more truly the direct exten-
sions of the human intellectual process.

Introductorx

Outside of proving the author wrong years
hence, crystal gazing has two important functions:
to assess and summarize present viewpoints, and
to stimulate thinking in new directions.

In the dynamic and developing field of data
processing, looking at the future is particularly
difficult and also particularly interesting. For an
industry that started to find itself little more than
a decade agp, economic growth and technical prog-
ress have been spectacular. From the early relay
machines performing their operations at humanly
perceivable speed, through the long hot spell of
electron-tube giants, to the ultra high-speed mag-~
netic~semiconductor computers the road has led
through an astonishing number of difficult engi~
neering achievements. Direct coding of simple
numerical methods led to the complex structures
of automatic assembly routines and common lan-
guage programs, and thus the new science of pro-
gramming came of age. The use of these data
processors extended from scientific calculations-=-
for which they were originally intended-~into all
facets of business, military, industry, and govern-
ment. From isolated research projects there has
grown a billion-dollar industry.

The end is not in sight! There will be more,
there will be bigger, there will be faster, and
there will be more useful systems. But what will
they be? In looking at the future, we are really
examining the needs of the present because if we
can assume that our endeavors will be in the di-
rection of fulfilling these needs, then we can pro-
ceed to look at the technical feasibility and the
schedule of their fulfillment.

The data processing field is a combination
of many efforts, whose somewhat fragmented
examination will not immediately give the total
picture that we desire. However, let us try to
synthesize the overall endeavor after separately
discussing:

*Components and circuits;
*Data systems and equipments;
*Programming and language problems;

*Human factors and overall system design;

and

*Learning machines and cerebral systems.

Circuits and Components

There is no question that progress will con-~
tinue to be made toward smaller and faster com-
ponents and circuits. For some time to come
limitations in this respect will be the invention and
utilization of materials, development of automatic
and carefully controlled production techniques,
and in general the ingenuity and resourcefulness
of the designers. But eventually, and even as we
go along, more fundamental limitations having to
do with basic considerations in information theory
will appear. Signal-to-noise ratio and heat dis-
sipation will combine to make some dreams diffi-
cult to realize, others impossible. It can be shown
that to transmit a bit of information, some mini-
mum energy, however small, is required. As
more bits are to be moved in a given time, the
energy per second or power will go up. To dis-
sipate this energy might require means which can
invalidate the advantage of speed and miniaturiza-
tion. (Figure {.)

Recent inventions in molecular electronics,
or molectronics, have aroused considerable inter-
est. Without a doubt this method has tremendous
promise. Practical and useful circuits will, in
the near future, literally be 'grown'' for incor-
poration into actual equipment. But we will not
grow complete computers for many years, and
probably we should never do so.

Of more immediate interest are tunnel
diodes, which serve as an example of the kind of
developments to be expected in the semi-conductor
field. The geometry and construction of the tun-
nel diode suggest some short-term possibilities
of multi~electrode tunnels for more complex
circuit structures.

Thin film memories certainly have a future.
What is needed here are means of making measure-
ments during the fabrication process so that it can
be controlled; furthermore, efficient means should
be found for making some of the selection cir-
cuitry itself of the thin film type. Thin film mem-
ories have been a long time coming and there is
some question whether, by the time they become
practical, other developed methods will not have
filled the gap.

The potential of cryogenic circuits would be
vastly more powerful, were it not for the inherent
volatility of information. To avoid the embarrass~
ing forgetfulness a computer could experience due
to a low supply of liquid helium, many problems
will first have to be solved. In addition to prac-
tical and reliable cooling devices, the combined
use of cryogenic and non-volatile circuitry might
offer one potential measure of safety. For short-
term use such as a missile flight volatility is not
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a serious handicap.

In the area of miniaturization some more
immediate methods and results can be seen. The
micro-modules that have been developed are cer-
tainly effective but use components with leads,
and therefore require laborious automatic or man-
ual means of putting them together and soldering
them. Recently some advances were made in the
utilization of leadless components and of entirely
new ways of plugging circuit modules into each
other. These methods, which may be practical
today, permit economical circuit construction.
(Figures 2 and 3.) The components would be
mounted within non-phenolic boards permitting the
stacking of the circuit modules within any distance
from each other. Componernts themselves are
already so small (Figure 4) that the problems of
miniaturization will have more to do with the inter-
connections and the heat dissipation than the size
of the components themselves.

Data Systems and Equipments

While the trend toward bigger, faster and
more capable computers is likely to continue for
some time, this trend will not be able to keep up
with the ever increasing complexity of applications.
Under such conditions, a problem will have to be
segmented and performed on separate computers
operating simultaneously. However, this approach
might put serious limitations on the user, unless
vastly improved communications and interconnec-
tions are possible among the various units of a
large system. This is then the new direction:
systems consisting of any number of different units
(large and small computers, buffers, all kinds of
memories, input and output units, displays, ana-
log and digital units, etc.); high-speed automatic
and completely flexible interconnections among the
various units or modules of the system; and finally
high-speed and automatic communication between
systems.

Presently, there are many systems which
can be called modular in the sense that various
peripheral units can be added to the system for
improved capability. But usually these systems
have most of their controls centralized in the sin-
gle computer whose failure will stop the operation
of the whole system. A system whose controls
are distributed over a large number of units,
whose only central element is an electronic switch-
ing network, and whose modules can be automati-
cally interconnected and reconnected in almost
any manner has been developed and named ''poly~-
morphic" or many-shaped. (Figure 5.) This
concept of system design will spread not only to
newly designed equipment but also to the consoli-
dation of many presently available modules into
polymorphic complexes.

All digital computers so far marketed are
one of two types: so-called algebraic or general-
purpose (GP) and digital differential analyzer
(DDA). It is somewhat disappointing to state that
no fundamentally new and practical approach to
digital computation looms on the horizon. As
noted above, the innovations will arise in the man-
ner in which these conventional computing and
control units are used and interconnected.

However, an extension of computer organization
techniques along the lines of a variable instruction
repertoire is a distinct possibility. Such a com-
puter will be able to act as any of several differ-
ent computers so that it can accept programs
prepared for other computers and perform them
at the same speed. This can be a significant ade
vantage in a polymorphic system consisting of
different types of units and in general in breaking
down the language barriers between computers.
Strides will be made in the communication
of data within and without a system. Higher speeds
in electronic switching, error detection and cor-
rection equipment, message traffic consoles,
message generators are among the devices to be
used with increased frequency. Communication
between the human and the machine will receive
vastly increased emphasis, as will be noted later.

Programming and Common Languages

Advances in programming are extremely
important but seldom spectacular. This has been
the case in the past, and this will be the case in
the future. A massive and steady effort is essen-~
tial to enhance the usefulness and effectiveness
of the ever-increasing number of data processing
systems.

There is a bewildering variety of computers,
order structures, and codes, with the result that
no individual can thoroughly know more than a few.
Consequently, there exists a tendency for pro-
grammers to become specialists in particular
computers, or series of computers. This trend
will continue for some years, but it wil] be par-
tially counteracted by the more general use of
automatic techniques in programming. The sheer
volume of programming to be done will make it
mandatory to develop more advanced machine
methods to let the computer help prepare its own
programs. Years from now such self-program-
ming techniques will incorporate automatic learn-
ing methods which will be discussed in a later
section.

There will be, and there should be, a steady
effort toward standardization of codes, instruc~
tions, flow diagrams, program bookkeeping aids,
etc. However, one must not expect rapid solu-
tions; progress will be step-by-step, and problems
will be met one-by~-one. The design of common
languages is an encouraging step in the direction
of standardization, but this itself points up two
difficulties: first, there are ''languages'' in plural,
which indicates the limitations on their being
""common''; second, the very use of common lan-
guages points up the difficulty of standardizing
problem languages and machine languages them-
selves.

It seems that general purpose (stored pro-
gram) computers will often be applied in special~
ized areas of application mainly because program-
ming and other supporting activities will be aimed
in such directions. The programming and appli~
cations engineers will explore certain uses which
then become the special purpose of the general
purpose computer. This points up the fact that
the importance of the programming support in
relation to the hardware effort itself will increase.



Programming methods will also have to keep
pace with the new developments in computer or-
ganization and system uses. In the flexible multi~
computer systems mentioned in the preceding sec-
tion one of the computers acts as master and
determines which units of the polymorphic system
will carry out what task and when. The design of
the master control programs is a new and chal-
lenging programming endeavor.

Operational systems are often used by a
large number of humans who are at best only
moderately trained in computer and programming
technology. Means should be provided for them to
get at the programs readily and to perform modi~
fications with relative ease. This problem in
programming has hardly been touched, but its
solution would result in efficient adaptive man-~
machine systems.

Another need in intellectronic systems is a
quick machine response to random and variable
requests of the operators. A programming tech-
nique which may offer a solution is the use of
programs which are segmented into their compon-
ent parts. These parts would be put together in
accordance with the task to be performed and at
the time that the task is to be performed. We can
think of this method as on-line assembling and
compiling, the need for which will increase with
real~time applications of data processors. Where
the inputs to the data processing systems are ran-
dom requests coming from various sources and
exhibit significant variations from time to time,
the on-line composition of a program to handle
each specific request may prove more efficient
than the storage of individual programs to answer
all possible requests.

Human Factors and Overall System Desi)gp_

Data processing systems--particularly real-
time operational systems--will be more truly the
servants and the extensions of the human intellect
if the interrelationships between man and machine
are given appropriate consideration at all stages
of system and equipment design. In intellectronic
systems the human needs and the operator charac-
teristics are basic factors.

In the early stages of computer development
the design of memory, arithmetic and control
circuits and equipment was the first consideration,
and the matter of input and output often became
an afterthought. This trend has, of course, been
reversed and ever increasing attention is being
paid to the input and output problems and the con-
venience of the operator. Yet, the operator must
often be carefully trained in order to make it pos=~
sible for him to use present-day machines appro-
priately and adequately. As more systems are
used in real time, the careful training of the
operator in order to permit him the use of the
system is not always feasible. It is necessary,
therefore, to make designs which allow the use of
the system by a human only moderately trained.

As man becomes a ''black box'' in the over-
all system, human factors studies will become an
integral part of system design. Two aspects of
human factors can be distinguished: human engin-
eering, which concerns itself with the relationship
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of the human and specific piece of equipment such
as a display device, or an input console; and man-
machine system studies, which concern themselves
with the overall interactions in a system complex
consisting of humans and equipments. The latter
aspect of human factors is gaining increased sig-
nificance both in the military and in the industry.

Think of using the library one day in some-
what the following manner. You sit down at a
desk-like piece of furniture (Figure 6) and you
insert your library card in an appropriate slot.
Then you type out the subject matter for which you
are searching. Note that you do not look up any
indexes, glossaries, books on codes, synonyms,
etc. Having typed in your request, an abstract
flashes on the screen for you to examine. From
the nature of this material you determine how well
or poorly you might have stated your request. For
example, if the abstract indicates that your request
must have been too vague, you may type in addi-
tional words or descriptions for increased clarity.
As you keep on examining abstracts, you keep
modifying your requests as necessary. Finally
the retrieval reduces to, say, a dozen relevant
abstracts. You go back and re~examine these
abstracts, which appear by easy push-button
control. This more thorough examination might
reduce your total interest to three articles, or
books, which you then indicate by a push-button as
being your selection. The selected material slides
down the chute at the left lower section of your
desk. You remove your library card from the
slot, pick up the books, walk out; you are already
charged for them.

The type of human factors design considera~
tion that must go in the future library system will
be part of the design of many intellectronic systems.
Such designs are not as far in the future as one
might think; they are starting to be applied in
military command systems and they will be shortly
applied in management systems of business enter-
prises. Teams of engineers, psychologists, phys-
iologists, and other specialists will rapidly be-
come part of any large data processing design and
applications effort.

Part of any systems effort is the design and
development of individual items of equipment., In
systems where the human is also an element, his
design and development should also become part
of the systems activity. Corresponding to the
design in the case of a human is the selection of the
human from the random population, while the
development effort in this case consists of the
training of the human. Both the selection and
training of personnel must therefore become an
integral part of the system design effort. It should
never be the design engineer himself, or his col-
leagues, who try out the system for its operational
feasibility; rather the type and calibre of personnel
who will actually use the system must also be the
participant in the experiment. In this manner one
has a greater assurance that the system will serve
its operational purpose.

Considering the training problem one can
readily see how the difficulty of a training method
can react on the design of the overall man-machine
complex. There must be a balance of trade-offs
between the complexity of the system and
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procedures, and the difficulty of training the oper-
ator to use the system. Once the system is de-
signed and operational, an important task is the
training of operators to use these systems. From
the point of view of future development in this area
we will see more automatic aids for training peo=-
ple. Training machines will be special-purpose
devices having the appearance of the actual human
factors consoles and displays to be used in the
system, but having simple special-purpose storage
and data processing capabilities which can simu-
late the actual overall data processing system.

The topic of training brings us naturally to
the educational field. Our new capabilities in data
processing and human engineering are bound to
have a long-range effect on our educational methods
and indeed, on our whole educational system.
Already, television and closed circuit television
have both demonstrated the tremendous potential
of new techniques in education. Incidentally, the
successful introduction of such methods depends
to a large degree on human acceptance. The psy-
chologist's concern about how the student reacts
to a two~dimensional teacher has just as much to
do with the success of this new method as the
solution of the technical problems of transmitting
a picture. In an effort to find out more about the
human element in an educational system, a large
number of measurements have already been made
and such new scientific disciplines as neurophys-
iology, and psychophysiology have been identified.
Emotional and physiological reactions are measured
in order to optimize the student-machine~teacher
systems and methods. The bookkeeping and stu-
dent control problems themselves of an educational
institution also deserve the fullest consideration
of data processing technology. Training aids,
study rooms, and decentralized user consoles for
centralized libraries are some of the items sub-
ject to automation in future intellectronics systems
for education.

Learning and Cerebral Systems

One of the most fascinating and interesting
research activities of our field will concern self-
adaptive and statistically structured automata.
Presently this whole problem area is being attack-
ed on at least three different fronts: (1) cybernetics,
which leans on neurology, physiology, and biology
to study the detailed microscopic behavior of com-
plex human and animal systems; (2) psychology,
which is interested in human behavior in the mac-
roscopic or overall black-box sense, and (3) data
processing, which investigates programmed or
structured automata from the point of view of
their similarity with living cerebral systems.

The interaction among these three fronts have
been noteworthy, and will become much more
substantial in the future. Progress in this field
will be difficult to come by, but the results could
be quite spectacular. It is a field where, hopefully,
more of our talent will become active, and where
more research dollars could be rightfully spent.

Considerable work has been performed on
structured machines in which a certain number of
inputs are connected to a certain number of out-
puts through redundant paths. The nature of these

paths can be adjusted on the basis of performance
and this provides the system with adaptive or
learning capability. Often these systems are
simulated on a programmed computer. The struc-
tures so far examined have been very simple
compared to the complexity required to simulate

a cerebral system. But even so, the preliminary
results are interesting and promising.

As the number of inputs and outputs in a
structured machine increases, the complexity of
the device assumes astronomical proportions. A
truly meaningful learning device would have bil-
lions of bits of information stored, and these cells
would have to be interconnected by channels having
complex adaptive mechanisms. To implement
such a device, component and circuit development
would have to advance by orders of magnitude.
Yet, we do not have to proceed all the way. It is
feasible to construct within years structured learn-
ing machines of complexities which, although
inadequate for practical use, will be meaningful
for significant contributions to this area of research.
It is time to apply appropriate circuit talent di-
rectly to the problem of implementing, at least in
a semi-practical fashion, the next degree of com-
plexity of such machines. The kind of circuits
that will be required will probably not be straight
binary or straight digital, but will exhibit mix-
tures of continuous and discontinuous behaviors.

It is a new horizon for the circuit specialist.

Closely related to the field of learning ma-
chines is pattern perception. We are starting to
learn quite a bit about what parameters and
characteristics are important in describing a
pattern. Thus, we know in some cases that a
point-by~point description of a shape or event is
unnecessary, and we further learn about what
parameters are necessary to describe the event.
What is less known is how to measure these param-
eters directly. At the present time we are still
forced to measure a shape or event point by point,
and to use automated inductive reasoning in deriv-
ing or synthesizing the desired parameters. Again,
it will be a mixture of digital and analog techniques
as well as a mixture of definitive and statistical
considerations that can provide us with some
answers.

Four stages of development can be distin-
guished in the pattern automation field: pattern
following, pattern generating, pattern matching,
and pattern recognizing. Pattern following is a
straight analog servo problem extensively ex-
ploited in the machine tool control field over the
past years. Pattern creation, or generation, is
again used in the machine tool field. For example,
a circular pattern is generated by defining such
parameters as the center of the circle, its radius,
and the beginning and end of the arc. Pattern
matching serves to automatically determine the
similarity of two patterns. For instance, using
optical means, it is possible to recognize whether
a specific word or set of specific words is, or is
not, contained on a printed page and where on that
printed page it is contained. Correlation tech-
niques have been developed to get a certain con~
sistency and reliability in recognizing predefined
patterns, which may be keywords or signatures.
The importance of this in library search and



retrieval, as well as in the field of business and
banking, is readily visualized. Pattern recogni-
tion is the last and ultimate step. It is quite con=-
ceivable that pattern matching techniques in com-
bination with feed-back or trial-and-error methods,
may become the mechanism by which patterns can
be recognized much before straightforward pattern
recognition methods are fully developed. At any
rate, this area poses a real challenge and the
promise of leading to most significant future
results.

Learning and adaptive systems are rapidly
becoming not only important catchwords to attract
contractual support, but also practical devices
that might improve the performance of control and
data processing systems. For instance, in the
field of machine translation of languages, the
translations are now scrutinized by human linguists
who find the shortcomings and change the program
in order to improve the automatic translation.

The next step is the design of programs that can
improve their translating capability upon the mere
indication by the human that a shortcoming of a
specific sort has been observed. The same com-
ments are applicable to indexing and abstracting
systems which would constantly monitor the
satisfaction or dissatisfaction of the human con-
sumer in order to improve their methods of
indexing and retrieval. These methods could also
be applied to the development of common languages.

The tasks ahead of us in this field are tre~
mendous and require the support of substantial
research efforts over periods of time, not to be
considered short.

Summary

When we call ourselves a computer society,
most of us realize that the word ""computer' is
used to cover a multitude of related activities.

In trying to describe the broadening horizon of our
activities, we started to use expressions such as
""data processing', ''cybernetics', 'information
systems'', '""automation', and more recently,
"intellectronics'. These words are not just words:
they are coded symbols of our professional aims.

From our brief review of things to come, we
can conclude without a doubt that the advances in
our technology will be startling, and indeed they
seem unlimited. Computers will be small enough
to become vastly more useful in many new appli-
cations, and powerful enough to perform almost
any conceivable task. Programs will become more
generally useful to facilitate the solution of a
greater variety of problems. But the real advances
and the real broadening of our field are directly
tied up with our ability to make these machines
more truly the direct extension of the human
intellectual process.

Computers are sometimes named "bright
but ineffective children'. When we consider the
time required for a new data processing installa-
tion to become fully effective, or the time to pre-
pare a new problem for the computer, or the
difficulty of translating a program prepared for
one computer for use on another, or the length of
training required to make the operator properly
conversant with the machine, or the procedure
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required to make even a simple change in a pro-
gram while it is in the computer, or the unnatural
manner in which the computer would go about
recognizing a pattern, or the clumsy indirect
means of communication between the human and
the data processor, then we must admit that
there is a lot to be done to gain effectiveness.
These problems are our new challenges, and
their solution will constitute the milestones of
this developing technology.

The effort that will be put into new and
miniaturized equipment, greatly advanced pro-
gramming techniques, vastly improved communi-
cations between machine and machine, man and
machine, machine and man, and perhaps man and
man, statistically structured information systems,
will be justified--in the final analysis--by the
economies and the effectiveness of future intel~
lectronic systems. The increased scientific and
engineering support needed by this field will pre-
sumably come from the vastly increased utiliza-
tion of automated systems in the military and in
the industry, or indeed, by the general public.

The applications willcover a broad spectrum.

Data processing and computing aids will permeate
all facets of our life. But progress will be marred
by an effect which industry does not await with
pleasant expectations. The ratio of research-
scientific-engineering dollars to be expended for
each production dollar, and perhaps even for each
dollar saved in operation, will continue te increase.
This is the price of automated intellect, and this

is the price which must stay commensurate with
the conveniences gained and with the growth of

our economy.

The wider application of automated aids to
our intellectual processes might have some
interesting effects on our approach to problem
solution. The tendency of not developing a broad
base of fundamental scientific know-how but rather
depending on the ready means of having reference
to relevant material and eventually having at our
disposal--pardon the expression--'thinking aids',
is a truly significant trend of our times. Today we
might say 'I will read it when I need it," and
tomorrow we might say '""why read it when I can
get the answer to my question directly ?"' Such
tendency is very much in line with the growing com=
plexity of our everyday life.

It is hard to see where this intellectual revo-
lution of the Twentieth Century will lead. For it
is important to maintain the proper perspective on
what it is we are up to. Let us not propose to
install a super computer in the White House to run
the country by direct control. Nor let us squander
our energies and resources in providing the house-
wife with a computer to let in the cat in the morn-
ing. Between profundity and trivia, let us remembez:
the human element and steer a prudent course to
the benefit of our society. Only the practical ful-
fillment of sound human needs can guarantee the
healthy growth of our technology.
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Figure L
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THE OUTLOOK FOR MACHINE TRANSLATION

Franz L. Alt
National Bureau of Standards
Washington, D. C.

Introduction

The idea of using electronic digital computers
for language translation seems to have arisen about
1946; it was first brought to widespread attention
in a memorandum by Warren Weaver™ in 1949, Today
there are about a dozen projects in the United
States devoted to machine translation, mostly trans-
lation from Russian to English. Many additional
projects are located in the Soviet Union, a few in
other countries. Many of these projects have been
in operation for a number of years. Yet today
there is nobody in a position to feed some foreign
text into a computing machine and produce automat-
ically an acceptable translation. This is not to
say that there have been no accomplishments. Some
achievements may be noted, in some other areas
there has been considerable progress; and it seems
plausible that in a few years completely automatic
translation of fair quality will be possible.

Most projects in the United States have been
devoted to translation from Russian to English,
although French and German have also been consid-
ered as source languages. In some projects,
studies of the English language have been conducted
in the hope of benefiting machine translation. The
effort in the Soviet Union, from the scant informa-
tion available, seems to be of a magnitude
comparable to that in the United States, but spread
over more language pairs. Although the two major
projects in Great Britain have considered transla-
tion from French, German and Russian into English
they have concentrated mainly on general questions.
Not only do different projects work on different
language pairs, but they frequently attack differ-
ent portions of the translation problem. Many
limit themselves to source texts in specific fields,
such as chemistry or mathematics; some concentrate
on the theories of linguistic structures; some on
the compilation of a dictionary; some on methods of
transcription of the original text onto punched
cards or other machine media; some on so-called
automatic programming for language translation,
which in this case means the creation of general-
purpose machine programs which can perform a
variety of linguistic operations. When they deal
with the central problems of machine rules for
analyzing the source words and synthesizing target
sentences, there are many differences in the methods
which are used. In order to appreciate these dif-
ferences, we shall first have to survey the main
difficulties in the way of translation and the
methods that have been proposed to overcome them.

Methods of Machine Translation

When the idea of automatic translation
emerged, at first only word-for-word translation
was considered. The inadequacies of this plan were
obvious. They manifested themselves principally in
the facts that some source words had more than one

target word associated with them, and that the
word order in the target language often has to be
different from that in the source language.
Speaking of multiple target words and of word
order, however, is not the most useful approach to
classification of problems. The change in word
order can be understood by analyzing the grammar
of a sentence. Multiple target words can be either
different grammatical forms belonging to the same
stem, or words having entirely different meanings.
Thus, in the main, the problems encountered in
translation are classified into syntactic and
semantic problems.

The first attack on semantic problems was
outlined in the memorandum by Warren Weaverl in
1949, Early ideas ran as follows: A word like
"nucleus'" might have one meaning in a context of
physics, another meaning in a context of biology,
etc. There are other words which occur only in
contexts of physics, still others which occur in
biology, and so on. In the dictionary, each word
would be coded according to the fields in which it
is used. If a word of multiple meaning is encoun-
tered, a number of neighboring words both before
and after the questionable one would be searched
in order to get a "majority opinion" concerning
the field with which the present text is concerned.

This idea of word classification by context
does not dispose of the problem entirely. The
choice among multiple meanings may be determined
not by context but by certain successions of words.
For instance, the same Russian word may have to be
translated into English as '"prove'" in the sentence
"Prove the theorem of Pythagoras" or as "'show" in
the sentence ''Show me how to construct a regular
pentagon'. Attempts are being made to establish
large~scale statistical information about pairs of
words occurring together. Another approach has
been to attempt a more refined classification of
word meanings, resulting in something like an
oversized Thesaurus., Still other investigators
maintain that the magnitude of the semantic
problem can be greatly reduced by attempting when-
ever possible to find neutral translations which
will cover as many meanings of the source word as
possible.

The three approaches to the semantic problem
which we have just outlined might be named the
statistical, systematic and empirical approach.
The same three methods of approach can be distin-
guished in dealing with the syntactic problem.

Here, the statistical approach consists in
searching through large amounts of source texts
and enumerating the frequency of certain word
sequences. For instance, how often does an
adjective precede a noun, how often does it follow
it? The systematic approach attempts to set up a
system of rules—--in other words, a machine program
--which analyzes the syntactic structure of each
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source sentence. That is to say, it identifies
subject, predicate, direct object, etc. of each
sentence or clause. This frequently has to be
preceded by a grammatical analysis of each word,
just as conventional grammar is divided into
morphology and syntax, the former dealing with the
inflectional forms of each word, the latter with
the function of each word in the sentence. Finally,
the empirical approach starts by selecting a few
very simple rules for translation, tries them on a
body of text and notices where they fail, corrects
the rules or introduces new ones to cope with the
observed failures, tries the revised rules on a
larger body of text, and so forth,

From a slightly different viewpoint we may
distinguish between the use of conventional grammar
and the design of new systems of grammar (or
"linguistic structures', as they are called), which
are intended to be better suited to mechanical
analysis than is conventional grammar.

There are other differences among the various
groups working on machine translation. For
instance, in designing the dictionary or glossary,
some propose to list in the glossary every inflec-
tional form of every source word, while others
propose to list only the stem, or equivalently
some canonical form such as the infinitive of a
verb and the nominative singular of a noun,

Russian nouns have a dozen inflectional forms,
adjectives and verbs many more. Thus the size of
the required glossary is greatly affected by this
decision.

Other differences are found in limiting the
scope of a machine translation project. Some
groups are satisfied to translate into a kind of
pidgin English. Some are resigned to leaving
certain semantic ambiguities unresolved and print-
ing out multiple meanings. Some are willing to
admit failure in a small percentage of all cases.
Some will even admit undetected errors in the trans-
lation (The latter is a point of view which I
consider dangerous). Some propose to use a man-
machine partnership rather than letting the machine
do the entire job. In these cases the machine
prepares certain aids to translation--at best a
kind of preliminary draft, and these are used by a
"post editor" in producing a polished translation.
Pre-editors are less frequently contemplated, but
a certain amount of pre—editing may be combined
with manual key punching of the text.

It is my feeling that, in dealing with the
syntactic problem, the empirical approach is most
likely to give an early appearance of success, by
leading in a short period of time to a system for
producing less accurate but serviceable transla-
tions., It will prove quite difficult to improve the
quality of translations later on. The systematic
approach may take a little longer in achieving its
first concrete results, but these will be of higher
quality and will lend themselves readily to further
improvement by adding more and more refined rules
of grammatical analysis. The statistical approach
to syntax seems to me to be far from successful.

On the prospect of success in the semantic problem
I have no present opinion at all.

Example - the Approach
of the National Bureau of Standards

The problems associated with mechanical trans-
lation may perhaps be better appreciated by looking
in detail at one example. For convenience I
propose to use the work now in progress at my own
organization.

The project at NBS, under the direction of
Mrs. Ida Rhodes, concentrates on problems of syntax
and dictionary organization. In its approach to
syntax it stays close to conventional grammar. We
may visualize the proposed machine program as con-
sisting of two parts, the first concerned with
glossary look-up and morphological analysis, the
second with syntactic analysis. We look upon
constructing such a machine code as similar to
setting up a mathematical theory of language. Some
idiosyncrasies of the project arise from the fact
that its staff consists mostly of mathematicians,
and coincidentally we are using mathematical texts
for our experiments.

The dictionary look-up proceeds on the assump-
tion that, in any foreseeable machine schenme,
memory capacity will be a bottleneck. At this
point of our exposition this is a mere assumption,
but we shall see soon that it is well founded. It
will be impossible to store the entire dictionary
in the internal memory of the machine. It will be
stored on an external medium, for instance on
magnetic tape or on a magnetic disc memory. Since
reading from an external medium into the computer
ig relatively slow, every effort is made to store
the dictionary as compactly as possible. This
desire explains some of the unusual features of
the machine program.

The program starts by reading a few hundred
words of source text into the machine. Each word
is decomposed into its inflectional ending,
prefixes, suffixes, and the root. Endings,
prefixes, and suffixes are identified by compari-
son with stored lists, and are replaced by numer-
ical codes. The roots are put in alphabetical
order and are then looked up in the dictionary by
a single pass through the external medium stored in
the dictionary. There, we find the source words
stored in alphabetical order of the roots, listing
under each root those combinations of prefixes and
suffixes which occur in the source language in
combination with this root, each followed by
grammatical information about the source word and
by one or more English equivalents. This informa-
tion is read into the internal memory.

The foregoing exposition is oversimplified in
several respects. Sometimes the machine obtains,
in place of a prefix,a group of letters which only
looks like a prefix but which grammatically is not
one. Such a group is called a pseudo-prefix.
Similarly there are pseudo-suffixes., What is left
after splitting them off is called the pseudo-root.
For instance, if the method were applied to Eng-
lish, the word "conifer' would be split into the
pseudo-prefix "con', the pseudo-suffix "er" and the
pseudo-root "if". Another point that has been over-
simplified is the arrangement of the dictionary.
Although we called it "in alphabetical order of the
roots" the program actually uses a more elaborate
and more economical scheme,



The information obtained from the dictionary,
together with the previously identified ending,
results in a morphological description of the word
in question, which is stored for later use. In
the second part our code works on one sentence at
a time and establishes the elements of each sen-
tence, such as subject, predicate, direct object,
etc. In this process we use a device which, to the
best of my knowledge, is unique. As each word is
identified, it is used to "predict" other sentence
elements, For example, a transitive verb predicts
a complement in the accusative case, etc. All
these predictions are stored and each new word is
compared with them. If no match is found, this
very fact is stored in the expectation that it will
be resolved by a subsequent word of the sentence.
Thus, throughout this part of the program we have
two pools of stored information which we call fore-
sight and hindsight, and which assist in determin-
ing the syntactical function of each word in the
sentence. This syntactical information, in turn,
indicates how our translation should differ from
word-for-word translation. For example, it indi-
cates changes in word order, the insertion of Eng-
1lish prepositions like of or by,etc.

This account of the method being developed at
NBS is necessarily brief and omits many essential
features, for instance, how we deal with clauses
and phrases within a sentence, or with word forms
which are morphologically ambiguous. What I have
said will, however, suffice for our present pur-
poses, To date the dictionary look-up and
morphological analysis has been coded, and the
syntactic analysis is in process of being
programmed.

Survey of Projects

The most important ones among the mechanical
translation projects in Western countries will be
enumerated here, in geographical order from West
to East, and each project briefly characterized.
For a recent complete survey, see e.g. Bar-Hillel.2

1. University of Washington, one of the
oldest projects, concerned with translation from
German and Russian to English, Extensive diction-
ary of inflected forms. Word-for-word translation,
study of selected grammatical and semantic problems.

2. TUniversity of California, Berkeley, one of
the youngest projects. Russian to English.
Emphasis on economy in the use of the dictionary.

3. Rand Corporation, Russian to English,
empirical and statistical approach, some work on
semantic problems. Large corpus of transcribed
Russian material in Physics and Mathematics.

4. Ramo-Wooldridge, Russian to English,
empirical approach, emphasis on programming methods
and on display of results in a form which facili-
tates continuing revisions. In its approach to
grammar this project is close to one of the groups
formerly at Georgetown University.

5. University of Texas, a newcomer. German
to English, concentration on grammatical problems.
6. Wayne State University, a new group,

Russian to English, statistical approach.
Cooperates with Ramo-Wooldridge and with a group
formerly at Georgetown University.

7. Georgetown University, one of the oldest
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groups, at one time comprised four separate
projects. One of these is disbanded, its ideas
being continued at Ramo-~Wooldridge and Wayne.
Another, Russian to English on an empirical basis,
recently moved from Georgetown to a private cor-
poration, CEIR.

A third project at Georgetown, called '"Gen-
eral Analysis Technique', Russian to English, has
made considerable progress with syntactic analysis,
which is being developed in part empirically and
in part systematically, staying fairly close to
conventional grammar. A good-sized dictionary has
been assembled and a large corpus of text examined.
Heavy reliance is placed on post-editing.

The fourth of the Georgetown projectsworks on
French to English, is strictly empirical, lays
stress on advanced programming techniques.

There are also small-scale efforts devoted to
Chinese and Arabic.

Most projects at Georgetown are concerned
with source texts in the field of chemistry.

8, National Bureau of Standards, a relatively
recent project, Russian to English, systematic ¢
approach to grammatical (morphological and syntac-
tic) analysis, staying close to conventional
grammar, Emphasis on economical use of dictionary.
Uses source texts in mathematics.

9. University of Pennsylvania, systematic
approach to grammatical structure of languages,
esp. English.

10. 1IBM Corporation, concerned mostly with
hardware, with some supplementary systems studies.
11, Massachusetts Institute of Technology,

one of the oldest projects, has pioneered in
developing new theories of the grammatical struc-
ture of languages. Also works on syntactic
problems of German-to-English translation and on
general-purpose programming systems for machine
translation in general.

12, Harvard University, Russian to English,
has compiled a large dictionary and worked system-—
atically on methods and machine codes for diction-
ary compilation and updating, and on word-for-word
translation. More recently concerned with
grammatical analysis on lines similar to National
Bureau of Standards, and with general theory of
language structures, A related project is in
operation at the Arthur D. Little Company.

13. Birkbeck College, University of London,
apparently the oldest group in the field. German,
French and some Russian to English. Morphological
analysis of source words, some syntax, largely
empirical.

14, Cambridge University, England. General
linguistic theory, semantic problems.
15. University of Milan, Italy. A highly

theoretical, long-range approach.

There are a few other projects, either too
small or too new to be characterized separately.
They include one at the National Physical Labora-
tory in England and one in France.

Economic Considerations

We now turn to the discussion of the cost of
using electronic computers for language transla-
tion. Cost depends on the system used, i.e. on
equipment and methods. Although we shall mostly
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deal with cost in dollars, there are elements of
cost not readily expressible in terms of money,
such as the damage caused by time delays or by
erroneous translation.

There are so many uncertain and unpredictable
factors in the situation that we can discuss only
orders of magnitude. In some cases we can estimate
within a factor of 2 or better; in other cases we
are lucky to come to within a factor of 10 of true
cost. Sometimes, rather than assign a cost to a
process, we shall state the conditions under which
this process becomes competitive with others.

Human Translation

The cost of translating "by hand", i.e. by
human translators, seems to range from 0.25 to 4
cents or more per word. If quoted per page, one
hears figures ranging from $12 to $25 per page.

The cost depends on the qualifications of the trans-
lator, on the technical difficulty of the text, and
on the degree of perfection, smoothness of style
and appearance desired. It is cheaper in foreign
countries than in the United States. As an indica-
tion of order of magnitude we may use the figure of
1 cent per word. In this connection "word" means
the usual average of five characters followed by
one space. To avoid confusion with the "machine
word", the unit of memory space in computers, some
authors use the word '"'grubit"” for the latter. It
happens that on many machines a word corresponds to
about six characters.

Apart from the monetary cost, human translation
suffers from its slowness and from the scarcity of
experienced translators, especially for technical
subjects.  The quality of translation is variable,
and from time to time gross errors appear which
could be avoided by translators with greater tech-
nical competence or by the use of very detailed
technical dictionaries., By and large, however, the
quality of human translation is far superior to
anything in sight of mechanical translation.

The cost of mechanical translation may be
divided into the two elements of initial cost and
current cost.

Initial Cost

Under this heading we shall discuss the cost
of developing programs and codes for automatic
translation.

As always in cost accounting questions, there
is some ambiguity about where some specific items
should be charged. In the present problem, it
could be argued that the initial cost of developing
the hardware should be treated as an element of the
initial cost of translation. It is, however, my
contention that mechanical translation will, if at
all, be performed by general-purpose equipment
which would be developed in any case, regardless of
its application to automatic translation.

Current spending in the United States for the
development of machine programs for translation
probably amounts to between 2 and 3 million dollars
per year. The effort maintained in the U,S.S.R. is
of the same magnitude, though perhaps at lower cost.
Including projects in other countries, an amount
between 5 and 10 million dollars per year is being

invested in this work. One may speculate that at
the present rate it will take at least five years
before the system is really perfected, notwith-
standing certain glowing newspaper accounts about
systems supposedly now in operation. It is true
that certain simple-minded things can be done right
now, certainly the word-for-word translation and
probably something a little better. It is also
very probable that some concrete and respectable
progress will be visible two or three years from
now but I should estimate at least five years
before a really satisfactory system is reached.
Even this may be an underestimate. Before we are
through, the world-wide investment in these
programs may be $50 million.

Now there are good reasons for saying that
this investment need not be amortized. Present
research in automatic translation is of great
scientific interest, will result in deep insights
into the working of the human mind and in great
improvements in our use of computers in general,
and is worth being carried on for its own sake.,
But let us take the narrow viewpoint and insist
on amortizing it. The question is, over how long
a period of time or what volume of work? Let us
assume that, after a number of systems have been
perfected and the best of them selected, we may
wish to translate, over a number of years, a total
of 40,000 volumes averaging 500,000 words each, or
a total of 20 billion words, so that the amortiza-
tion cost per word is 1/4 cent. (We may disregard
interest cost for our purpose.) Forty thousand
volumes is the size of a medium-sized technical
library; in a large technical library probably the
new accessions alone total 10,000 volumes in one
or two years. Remember, also, that translation
will be made from and into several languages.
Thus, even if amortization is extended over a small
number of years, it will cost only a small fraction
of a cent per word. In other words, work on auto-
matic translation systems is an excellent invest-
ment.

Equipment Costs

The current cost of machine translation will
depend on the hourly cost of the machines used and
the amount of machine time for translation.

These factors, of course, vary greatly from
one machine to another. As a starting point, I
propose to discuss the most advanced machines on
which complete performance and cost specifications
are available, machines like the Stretch computer
of IBM or the LARC of Sperry-Rand. These computers
come with a variety of optional equipment, and
depending on this we may estimate their hourly cost
at between $1,000 and #2,500. (This is intended to
be first shift rental, without overhead or other
charges.) A little later we shall be more spec-
ific about the kinds of optional components we may
wish to include in a system designed optimally for
language translation.

These computers are scheduled to perform
operations like addition, subtraction, transfers,
logical operations, etc. at the rate of about one
microsecond per operation., Multiplications and
divisions take longer, but these operations are
hardly used in a machine program for language
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Apart from the computing machine itself, we
have to consider terminal equipment. There seems
to be no problem at the output end. Conventional
tape-controlled printers can print a thousand words
in something less than a minute, at a cost of a
fraction of one dollar. More advanced equipment
will undoubtedly be even more economical,

The input operations are indeed critical for
the success of machine translation. If a Russian
text had to be punched into cards, say, by hand,
the cost of this operation and of checked and re-
vised punching to the required degree of accuracy
would be almost comparable to the entire cost of
human translation. Fortunately there seems to be
reason to expect that reading machines, capable of
scanning printed pages of Russian texts and record-
ing them on some mechanical medium suitable for
machine input, will be available in the next few
years, Some rudimentary machines are already in
existence. We have no specifications, nor reli-
able cost figures, for an entirely satisfactory
system, but it seems likely that the cost of
operating this equipment will be considerably less
than the cost of key punching.

Machine Time Requirements

I do not yet know how many instructions will
be required for the entire translation program. It
will certainly be several thousand, it may be sev-
eral tens of thousands. Not all of these will be
executed for every source word which is to be trans-
lated. Most of them will come into play only
occasionally, while some will be executed repeated-
1y for every word. Let us estimate that 10,000
instructions have to be executed for each word to
be translated. On next-generation computers the
execution time of most instructions is about one
microsecond, so roughly speaking we can translate
at the rate of 100 words per second. This
translation process has to be overlapped by reading
from the dictionary. It has been estimated that
the dictionary will have to contain 50,000 Russian
stems, and that even in a highly condensed version
of storing in the dictionary such as that of NBS,
about 20 machine words will bé required for each
Russian stem. This is a total of one million
machine words, and is probably also on the high
side., There is no difficulty about storing one
million machine words on a magnetic disc memory.

To read through this dictionary in alphabetical
order requires about one second, and during that
second the machine can simultaneously translate
about 100 words. Thus, the optimal procedure will
appear to be to read the source text into the
machine in batches of about 100 words, alphabetize
them (or rather their roots), read through the
dictionary and extract the information pertaining
to these 100 words, and.then proceed to translate
while the next hundred words are being read in and
looked up. Internal memory required is only 2,000
words for the dictionary information pertaining to
100 source words, storage space for all instruc~
tions required by the program, and some temporary
working storage. A total of 32,000 words of inter-
nal memory is probably adequate. The hourly cost
of a machine with 32,000 words internal memory and
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a magnetic disc memory is on the order of g1,000.
The machine translates at the rate of 100 words
per second, or at a cost of 1/3 of a cent per word.
This, as we said before, compares with one cent
per word by human translator. Since all our esti-
mates are quite crude, all we can say is that the
cost of machine translation by this scheme is
probably not higher than by human translator.

To see how these economic factors might
depend on our choice of equipment, let us suppose
that we wish to use the same translation system
on one of today's machines, like an IBM 704 or a
Univac. Here we have no disc memory, so that the
dictionary has to be stored on magnetic tape.

This will take something like half an hour for
reading into the machine., The internal memory of
these machines is at most 32,000 words, of which
we can assign at most 20,000 for copying the
pertinent portions of the dictionary, reserving
the remainder of the memory for instructions and
working space., Twenty thousand machine words of
memory will hold the dictionary information corre-
sponding to 1,000 source words. Thus, the proce-
dure would be to read the text in batches of 1,000
words, alphabetize them, copy from the dictionary
and translate. The translation time for 1,000
words, at 10,000 instructions each,is about five
minutes. Thus the computer is poorly used, most
of its time is spent in reading through the dic-
tionary over and over again, and the total time
required to translate 1,000 words is over half an
hour, giving a cost of about 15 cents a word,

Here again, since all our estimates were quite
crude, we can only say that machine translation by
means of today's computers is probably more expen-
sive than by human translator, perhaps by an order
of magnitude.

There are other factors to be considered.
Many instructions are used quite infrequently.

For example, the Russian word for "and" requires a
whole subroutine all by itself. Probably many
other words require special treatment which has to
be incorporated into special subroutines, and
these might in the end account for a large portion
of the instructions used. There is no reason why
such subroutines could not be stored in the dic-
tionary with the word to which they pertain. Thus,
we can to some extent trade dictionary space for
internal memory capacity. The same can be done in
reverse order by selecting a fairly large number
of frequently occurring words and storing all
dictionary information about them in the internal
memory, reserving the external dictionary for the
less frequently used words.

It may turn out that our extreme insistence
on conserving space in the dictionary has been
unnecessary. Perhaps we can loosen up a bit,
waste a little space in the dictionary and store
information in less concentrated form, This may
result in a dictionary several times larger, but
on future machines all reading from the external
dictionary will be overlapped by computing, and
the computing time would actually be reduced by
this more generous allotment of external storage
space.,

Our present crude estimates of the require-
ments for different translation systems do not
enable us to choose definitely a best among them.
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Several of them appear to yield cost figures of the
same order of magnitude. Whichever will be the
final choice, it does seem likely that some system
will be found whereby machine translation will be
considerably more economical than human translation,
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COMPUTERS FOR FIELD ARTILLERY

Lieutenant Colonel Louis R. van de Velde, Artillery,
Chief of Research and Review Division
Department of Gunnery
Ue Se Army Artillery and Missile School
Port S5ill, Oklahoma

A _FORWARD OBSERVER FIRES ON A TARGET

A Field Artillery forward observer moving
with an infantry company in the attack throws him-
self down behind a small outeropping of rock. He
glances at the plastic coated map in his right
hand; he sets the dials on a small device he holds
in his left hand. He presses a button. In less
than 3 minutes lethal volleys from two batteries
of Field Artillery fall on the area occupied by
the enemy recoilless rifles and automatic weapons
which have been holding up our advance, The en-
emy weapons are silenced. The observer again
turns dials on his hand message generator and
presses the WSEND" button. He has reported the
results of the fire.

Three miles to the rear, the operations of-
ficer in the Artillery battalion fire direction
center turns to his battalion commander and says,
"That completes the fifteenth fire mission we
have fired today without adjustment, but with ex~
cellent effect. Our observers are reading the
maps welly and of course, our computers are com-
puting the firing data with deadly precision.

The results of that mission will by now be stored
on the magnetic tapes at Division Artillery Head-
quarters and soon will be input to the periodic
intelligence program."

Computers Moving Into The Field Artillery

Yes. Computers are moving into the Field
Artillery; and we are studying the implications
and applications of the computers to Field Artil-
lery. It is my purpose to tell you something of
how we expect to fit computers into tactical field
operational doctrine and training in the years
immediately ahead. I am in the field artillery
and in a strict sense I am qualified only to speak
of the applications for computers in that combat
arm of the Army., However, the Artillery's compu~
ter effort is a part of the total effort and I
believe you would like to have a brief glance and
the big picture first, before we narrow down to a
single combat arm,

The s ADP System

The Army has undertaken an ambitious Automa-
tic Data Processing System development program in
which we foresee having the field army served by a
number of computers working in a plan combining
independent and integrated action. The total
number of tasksforeseen for our ADP system num-
bers in the area of one hundred and ranges from
the complex mathematics of our required ballistiec
solutions, computed entirely in the forward areas,

to the data processing of logistical requirements
dependent on a network of computers and entry de-
vices,

I am sure that you can all form an idea of
the tremendous potential savings in time and money
available in a computer system encompassing an en-
tire theater of operations, and even the contin-
ental United States, that is, the "Zone of the
Interior®, In past wars we have had cumberscme
depot systems stretching from the home factory to
the forward combat zone. From the large depots at
the port of debarkation a series of successively
smaller depots stretch forwarde Maintaining sup-
plies to fill this leng pipeline was a formidable
taske Knowing what you had available was an equal~
ly formidable taske Recall that where industry is
faced with this same problem, industry is not fac-~
ed with constant mevement of depots, movement of
the forward end of the pipeline, rotatien of per—
sennel, and accident as grave as bembing and shel-~
ling; nor is industry faced with a communication
system that is in a state of great flux. In sum,
then our depot system and supply preoblem in a
theater of operations has always been inevitably
costly and inefficient. Enter data processing.
With rapid accounting, with speedy and accurate
reply to queries frem anywhere in the system, and
perhaps best of all, with powerful and valid ex-
trapolation and prediction of requirements we can
have good management and timely execution; we can
probably cause whole lines of depots to fall. We
can save the huge quantities of stocks consumed in
Just f£illing the pipeline,

We have great hopes for the data processing
possibilities ahead for us in a field amy - in
material accounting and in personnel and opera-~
tional accounting of all kinds.

Now, having sketched out for you the larger
picture, the field army and the whole scheme of
computers we plan for it from the large scale te
small scale, let me return to my own field and
sketch out what we see in - "COMPUTERS FOR ARTIL~
LERY",

Cemputers in the Field Artillery

The Field Artillery supports the other twe
greund gaining combat arms - Infantry and Armor -
and is in turn supperted by the remaining arms and
services, Therefore, by logical extension of my
remarks you can readily derive from an understand-
ing of the artillery's computer problems an under—
standing of the place of computers in the full
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field army.

Among the combat arms - Infantry, Armor, and
Artillery - the Artillery holds a unique place
with respect to automatic digital computing. The
Artillery stands at that point in the field army
at which technical, mathematical computing meets
automatic data processing -~ the instrument of
logistics, battlefield management, and command.
(Figure 15.

R rements for Mathematical Comput.

First, we will look at the Artilleryts re-
quirements for mathematical computing. Second,
we will glance briefly at the type of computers
we have in mind and a possible scheme of loca-
tion; third, we will look at the Artillery?s re-
quirements in data processingj and finally, we
shall look at a portion of the complete system
within the Field Artillery as it might look a few
years hence.

Our requirement for technical, mathematical
computing falls into three fields: survey (where
are we on the ground?); meteorology (how strong
is that head wind?); and firing data (at what an-
gle shall we point these cannons and rockets?).
(Figure 2).

Finding the answer to each of these questions
presents a straightforward mathematical problem.
Survey data and meteorological data are normally
furnished to the artillery battalion by higher
headquarters, and so will be discussed when we
come to a discussion of the complete artillery
system of computers, However, fire control data,
based on survey and meteorological inputs, is
computed at the artillery battalion and battery -
down where the howitzers, guns, and rockets can
be found. We will begin at the forward end and
discuss fire control.

At this point I think I must take a minute
to define briefly the organizational structure of
the artillery so that we may use three simple
terms - battery, battalion, and division artil-
lery for the rest of the papers. The basic firing
unit in the Field Artillery is the battery, which
we can say includes 6 howitzers (guns) and is re-
presented by the symbol showr! in Figure 3.

The next larget unit is the Field Artillery
battalion which includes two or three batteries
and is shown in figure L.

And finally, the third and last unit we need
to consider is the division artillery., A divi-
sion artillery will control a number of bat-
talions, say five or sixe. Figure 5 shows the
organization of a division artillery.

Fire Control Computer

What computers are we planning for our math-
ematical requirements and where will we place
them? For use within batteries and battalions
and primarily in the production of firing data we

are now testing a small ruggedized computer,
FADAC, Field Artillery Data Automatic Computer.
FADAC has a rotating memory in the 4096 word
class. The computer is designed to give us a com-
plete ballistic solution (integration of half a
score of differential terms representing the in-
teracting factors of angle of departure, velocity,
mass, weather, and so on) in less than the time of
flight of the projectile. We expect great ac-
curacy from the solution because the program com—
bines the best of proving ground methods (full
mathematical solution to the equations of motion)
and the best of practical experience. The compu~-
ter will store, and constantly update, the empiri-
cally derived difference between predicted and
proven results. The end result, we hope, will be
first-round accuracy for our cannons and improved
accuracy for rockets, It is also adaptable to
other problems and can be termed a general purpose
computer, For all of our artillery computers we
intend to have removable and changeable labels on
our operating panels so that the soldier operator
can talk exclusively in terms of his own problem,
Reading in a new program is accompanied by at-—
taching a new set of labels for the operatorts
buttons. We thus have the advantages of being
special purpose at the moment and general purpose
through the day.

Response To Fire Requests

You must bear in mind that in ground combat
we normally fire cannon as area weapons., That is,
we mass the fire of a dozen or more cannon on
small areas (100 meter, 200 meter circles). By
first-round accuracy we then mean that the impact
pattern of the first volley fired by the battery
or battalion will include the target and produce
lethal effect against it. (Figure 6 and 7).

Let us accept that immediate, accurate re-
gponse to a requirement to fire is the Field
Artillery's primary interest in computers. How
does this affect the development of a computer
system? We can return to the forward observer
we met at the begimning of this talk for an answer
to the question.

First let us look at the sequence in the com-
plete process of firing and then consider the
actors who are responsible for action at each
steps In Figure 8 are the elements of the pro-
blem, Here is an enemy target; the target is seen
by an observer; the observer requests the bat~
talion to take an actionj the battalion provides
an officer who makes a decision; the decision as-
signs the firing to one or more batteries; data is
computed; and the batteries fire.

A1l of these actions can be speeded by their
inclusion in a complete computer systeme A com-
plete system can help us avoid error, However,
only the central computer is indispensible to the
achievement of first-round accuracy; we must have
a computer for the mathematics of the ballistic
solution.

An Automatic Fire Reggest[&egmnse System



Let us look again at the process, with auto-
matic devices in operation throughout. Figure 9
shows the full span, First is the observerts re-
quest for fire, The observer uses an automatic
device to report the location of the target.
(Marked "Message Entry" on Figure 10). He could
use the telephone or radio with only a small
price in speed (and, of course, a risk of human
error in mmber transcription -~ coordinate loca-
tion of the target, and so on)e Second is the
decision and order to fire. We receive the mis-
sion and display it electronically on a device at
the battalion which I shall call an electronie
map and switch device (Figure 11),

The configuration of this device is under
study. Although the display is automatic, human
decision (to fire or not to fire, and how much)
remains with the gunnery officer, Transmission
of the gunnery officerts commands to the firing
battery is automatic. Removing the automatic
aspects and returning to inspection of a paper
map (followed by telephone or radio to the bat-
tery to fire) would cost in time but not accuracy
(discounting transeription error), And finally,
there is at the battery a display unit on which
can be displayed a camplete set of fire commands
and data for the guns, The complete set includes
gunnery officer instructions to the battery, and
the output of the computer located at the bat~
tery or battalion, or boths With only a small
loss in speed (and again, possible human error)
instructions and data can go to the guns by voice
(telephone or radio)e. We retain accuracy as long
as the data is generated by computer,

Recapitulating, we can say that without loss
in first-round accuracy we can delete from the
system the observer's message entry device, the
electronic map, and switch device, and the bat-
tery display unit. We believe in the possibili-
ties of a complete system; but our greatest tac-
tical gain - accuracy - can come from a decen—
tralized array of ballistic data computers not
linked by data transmission systems (other than
the old fashioned kind developed by Alexander
Graham Bell)o

We wish to play the game both ways., We want
the benefits of a complete system if we can have
thems but knowing the uncertainties of the bat~
tlefield we wish small computers well forward -
in batteries and battalions ~ to compute firing
data. This concept of being able to work our
computers either in a sysiem or independently we
call the federal-state approach.

Implications Of Increased Accuracy

There are a mmber of significant implica-
tions in a more accurate solution to the cannon
and rocket fire control problem. The first is
that the Artillery will be able to fire many more
"immediate fire for effect" missions, missions
in which no adjustment by the observer is re-
quired even though no recent registration ("zero-
ing in") has been accomplisheds The obvious gain
in effect on the target is perhaps matched by the
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time and ammunition saved. Observers can fire
many more missions in a given period of time,

A reduction in the number of registrations
(a procedure for determining corrections of the
moment) will bring a number of benefits., Logis-
tically we will save in the ammunition moved for—
ward, How many thousands of rounds were consumed
in Korea and World War II in registering bat-
teries and re-registering them repeatedly? We
know the cost of one round of ammnition at the
factory in Virginia or Ohio. But what is the
cost of that round delivered to the 38th parallel
in Korea? I do not mean to imply that registra-
tion will not be necessary at times; but the re-
quirement should be materially reduced since the
computer gives us a pure ballistic solution in
which errors are removed or isolated to a degree
not now possible using the approximations present~
ed in firing tables,

Fewer registrations will mean more surprise.
Units can move into new positions and be ready to
render effective support without that tell-tale
pre-firing registration procedure. Tactical
mobility will be increased. In the past, impend-
ing darkness and other restrictions on registra-
tion in a new area have often influenced the dis-
placement of Artillery units. Time will be saved;
registrations can be time consuning. Under pre-
sent techniques missions sometimes have to wait
or registrations have to be interrupted,

Unobserved Fires

In addition to the response to requests for
fires called in by observers, the Field Artillery
frequently has to place fires on areas not under
the observation of a trained artilleryman, The
fires may be on call from supported units or may
be part of a predetermined schedule of fires. In
any event the utmost in accuracy is required, In
the past this accuraey has not been easy to
achieve, The normal procedure is to record basic
data for all targets and update the data every
two hours as new meteorological information is
received, The bookkeeping can become extensive.
The pressure of events can make it impossible for
fire direction persommel to find time to update
data for their on-call fires; and even when
manusl procedures are perfectly executed the re-
sults are limited to firing table accuracy.

With a fire control computer we will be able
to store the location of many targets. Basic data
for fire on the targets can be generated, Cor-
rection factors determined from firing can be ap~-
plied to new conditions. Receipt of data on new-
1y determined meteorological conditions will be
followed by an immediate updating of fire commands
for all on call fires, The battalion will be able
to repeat fires on old targets or place them on
new targets nearly as rapidly as the guns can be
laid (aimed).

The handling of relatively large target lists
is a problem in data processing and fire planning.
I should like to defer discussion of these
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topics until later and complete the treatment of
technical, mathematical computing requirements.

Missile Computers

Missile fire control also presents an ob-
vious application for high speed computers. One
migsile fire control computer - the Jukebox for
Redstone - has been delivered and is in the hands
of operational units, The Jukebox computes, in
five minutes, the complex mathematical problem
requiring two trained operators working with
electric desk calculators two and one half to
three hours to complete by hand, In the case of
missile computers the gain is in speed, The hand
solution produces accurate results for the Red-
stone but is intolerably slow, Every missile
type will have to be assigned an appropriate fire
control computer, Because all computers are po-
tentially general purpose machines, the same com-
puter that computes the fire control problem for
one missile can be reprogrammed to compute the
problem for another, There are technical limita-
tions in some cases, of course., But there will
inevitably be a trend toward standardization and
limitation of types of digital computers for the
Artillery.

Topographic Survey Computing

Topographic surveys in the battle zone are
accomplished by the combined effort of survey
teams at successive organization levels. The
battalion has a survey function, the division
Artillery has a broader function, and so on. Ac-
curate and rapid exchange of information between
the survey echelons is imperative. Therefore the
Artillery survey requirement presents a problem
in both straightforward mathematical computing
and in data processing,

The end product of the Artillery survey sys-
tem is the precise location in three dimensions
of points in the areas of the Artillery battal-
ions, and the target ares,plus the establishment
of a reference direction, To reach this end the
survey system must build a network of computa-
tions and establish a set of centers for exchange
of datas There is currently under development a
computer-supported system for this taske Regard-
less of whether the complete integrated task can
be performed automatically in the near future,
isolated computers at the appropriate various
levels, supported by conventional communications,
the "federal-state approach", will speed the pro-
duction of data required for accurate artillery
fire,

We are studying message entry schemes and
believe that the battalion survey requirements
might be met by a message entry device having
access to the battalion computer in the battal-
ion operation section, the fire direction cen-
ter; or it might be better to allocate a compu~
ter to survey at battalion under some conditions.
In any event there could be associated with the
battalion computer in the fire direction center,
a survey panel for the processing of survey pro-
blems when the scope of these exceeds the capa~
bility of the fire control panel. At division

artillery level it is possible that the survey
requirement, with particular reference to the
work of advance parties during displacements, will
be such that a small computer individually vehicu-
larly mounted must be assigned to survey. This
computer would itself be served by both message
entry devices in the hands of survey parties and
by the survey control panel on the computer. The
small survey computer would, of course, have ac~-
cess to the medium size computer at division
artillery headquarters.

Meteorological Data For Fire Control

The preparation of meteorological data for
the artillery has been developed and refined over
the years, Yet, the timely preparation of the
required data by hand necessitates the use of
graphic methods and approximations that cannot
possibly give the precise results to be expected
from a high speed machine, The application of
computers to generation of meteorological mes-
sages for artillery fire control is an immediate
prospect. The dissemination of the results auto-
matically through the system is the obvious corol-
lary.

Meteorological data is generated at division
artillery and higher headquarters. The "met" sec—
tions, almost alone among our Artillery elements,
have an on line computing problem with a real-time
consideration., (There are radar tracking problems
with a real~-time aspect). We track a rising bal-
loon which is constantly transmitting to the
ground station. We can solve this problem either
by the assignment of a small computer to the metro
section (which may wish to locate at a point well
away from division artillery headquarters), or we
can use real-time registers and interrupt features
on a medium scale computer at division artillery,
or we can digitize the data from the analog in-
put at the met station and transmit it to the
medium scale computer at division artillery.

The computer requirement for mathematical
computing in a division artillery then looks
something like what is shown in Figure 12,

Data Processing Requirements

What are some of the Field Artillery appli-
cations in the data processing field? Many of
the applications are straightforward, business
accounting type problems, challenging because of
their magnitude and because of the requirement to
bring together the input from many sources.
Other applications are less straightforward - or
at least less obvious in their outline - and are
therefore even more challenging to the artillery-
man concerned with problem formulation and analy-
gis. In the second group, there is particularly
fire planning.

Fire P i C ter

The Artillery and Missile School has a pro-
gram which can be placed on the commercial model
computer at Fort Sill (a Bendix G-15D) to pro-—
duce a schedule of non-nuclear fires at division



artillery level, For example, one problem we run
plans the fires of 21 batteries against 97 tar-
gets in execution of a schedule of firing that
occupies the batteries for one hour.

Schedule of Fires

This is a first bite into a larger problem.
Fire planning includes much more than producing
a fixed schedule of fires. However, the Artil-
lery School!s program works; it demonstrates that
fire planning in terms of a fixed schedule of
fires can be accomplished in a few minutes on a
small tactical type computer. The implications
are enormous, If the laborious process of fire
planning can be reduced to an operation requiring
on the order of ten minutes or less, the reaction
time of large units can be drastically reduced.
This may materially change the tactics of divi-
sions and larger unitse

When visitors to Fort Sill are first showm
the fire planning program they frequently display
certain incredulity. The objection is usually
made that there is either some hocus-pocus about
the operation or the results are poor indeed; for
no machine can have the battle experience (and
judgment derived therefrom) that we can expect
from commanders and staff officers.

The objection is valid - to a point., How-
ever, it breaks down for two reasons. First,
many of the operations in fire planning that we
view as the exercise of judgment involve not
judgment but routine response to a routine situ-
ations And second, the machine can be made to
accept human judgment in a number of ways: in
establishing initial criteria; in modifying
eriteria in response to human direction when in-
termediate answers are presented to the operator
for inspectionj or through processes that, with a
slight stretching of terms, can be called self
education of the computer.

Judgment In Fire Planning

Consider the first point - that we often call
the exercise of judgment what is in fact merely
a standardized response to a standardized situ~
ation. For example, a fire plan to support a
division Artillery non~nuclear schedule of fires
is being prepared, The staff officer scheduling
the fires of the available Artillery battalions
has run down his target list and has come to a
target labelled ™machine gun®, Map coordinates
are listed, recent intelligence indicates the
weapon is most probably where shown; the weapon
is on high ground and in the general line of ad-
vance of the attacking force. The staff officer
produces response A; that is, he schedules a cer-
tain caliber and volume of fire against the en-
emy weapon.

A moment later the staff officer comes to
another item on the target list that meets the
same general description, The planner again has
response A, There may be a difference between
the two enemy weapon positions; but by the time

213

7.3
fire is planned this difference has left the
intelligence pictures The difference may have
been too subtle to permit reporting in the ac-
ceptably brief report procedures. It probably
follows that the difference between the two wea-
pons was also immaterial from a tactical point of
view, The point is that the staff officer fire-
planner has a standard reaction to a standard
piece of intelligences Much of fire scheduling
is along these lines, Many officers drawing up
schedules of fire have had only a general view
of the terrain,

Admittedly, there is quite a difference be-
tween a machine gun in the line of advance (or
with a field of fire covering the line of ad-
vance) and a gun answering precisely the same
description but located at a point too distant
to permit it to fire on the attack element. But
this is geometry and can readily be resolved by
the machine,

The objection may be that the computerts re-
action is too rigid, no room is permitted for
variations in plan, situation, or the many impon-
derables of the battlefield. The answer is that
more refinements will be built into our program
as thought is given to themj and, perhaps more
important, the program can permit modifications
of criteria by the commander at any time. A
particular enemy is particularly resistant to pre-
viously accepted standard quantities and types of
fire. Very well, the commander directs that the
gtandard reaction to a particular type of target
be increased, doubled, or changed in degree in
any way the battle experience and judgment of the
commander or his staff suggest.

Determi Who Should Hit

The fire scheduling problem is composed of
two phases, First, the machine must determine
which units can hit which targeis; then the
machine must determine which units ghould hit
which targets. Determining who CAN hit is
straightforward mathematics., Locations of gun
and target are compared, azimuths of fire are con-
sidered and a tabulation of the results stored.
Considering one target at a time the machine ex-
amines each firing unit in the appropriate cate-
gory that can hit that target and determines if
the desired effect can be achieved by assigning
the unit to fire on the target. Successively,
acceptable units are assigned until the desired
level of damage can be predicted, This is the
who SHOULD hit phase, It presents the more sub-
tle and interesting problem.

tgs W et Word"s "Fire Unit Word"

To begin the problem we present the computer
two sets of organized inputs - data with respect
to the targets, known as the '"target word"; and
data with respect to the fire units, known as the
#fire unit word." The commanderts criteria are
set in as constants and can be changed with each
plan,
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Target Word

The target word consists of ten pieces of
data, as shown in Figure 13.

The concentration number is a tag that will
permit identification of the target on the final
fire plan. The tag will also permit deleting the
target from the target list at any time prior to
computing the fire plan, The coordinates are
standard military map grid ccordinates (a
cartesian system) and form the basis for the
determination of CAN hit lists by the computer,

The next seven items in the target word are
what permit the blend of routine reaction and
judgment (or commanderts preference) in the
machine developed plan., The seven items are all
determining factors in the who SHOULD hit con-
sideration, The final item, the date time group
is necessary for intelligence processing.

Target es

If there is to be a standardized reaction to
targets there must be standardized targets, The
working group at the Artillery and Missile School
have developed a standard list of targets com-
posed of three classes and, within those classes,
a total of ten types, We consider that all non-
nuclear targets presented to a ground force for
planned fires can be categorized as falling with-
in one of the types of targets shown in ¥igure
1.

Total Target Description

In addition to affixing a type mumber to
each target it is assumed that the observer or
other acquisition source will give some indica-
tion of the size of the target. An index of the
magnitude can be conveyed under two convenient
designators: scale, a measure of physical dimen~
sions; and density, a measure of the number of
personnel within the target area, Necessarily,
both designators must be simple and stated in
general termms. Il has been tentatively decided
to use two scales, and two densities, Scale 1
is a target, varying from a virtual point to ap~
proximately 120 meters in diameterj and scale 2
is a target of 121 to 240 meters in width, the
depth remaining at 120 meters. The depths and
widths are associated with the normal dispersion
pattern from average battery gun positions for
the calibers under consideration. Large target
areas are attacked with conventional artillery
only after they have been broken down into smal-
ler targets of the scales mentioned.

With ten target types, 2 scales and 2 densi-
ties (density 1 is considered normal, density 2
a thickly packed target such as an assembly area)
there is ample opportunity for adequate target
description for immediate response to requests,
and for intelligence file purposes. Ten target
descriptions ~ more than ample,

Reliability is a reflection of the assurance
that the target is in fact as reported. Targets
are "confirmed" or "suspecth,

Priority, Phase and Repeat

Priority has been established as 1, 2, or 3
for the machine., Priority 1 targets are those
that must be hit or the fire plan is considered
unacceptable and the machine halts, awaiting new
instructions. Before halting, the machine at-
tempts to shift the center line on which the bat-
talions and batteries are laid to see if a slight
change will increase the unit!s capabilities,
Priority 3 targets are those that can be most
readily discarded, This leaves, by forced defini-
tion, priority 2 targets as those that should be
hit if possible, and should not be discarded until
after priority 3 targets are discarded. Priority
can be determined by the computer from the other
parameters, There is provision for override so
that the local situation and the commanderts de-
sires may govern.

The remaining two items in the target word
determine whether the target is fired on early,
late or in the middle of the schedule of fires;
and whether or not fire is repeated on the target.
Each target is tagged with the desired action as
it is entered into the machine. If the commander
wishes to make it a matter of standard procedure
that certain types of targets are always fired on
in a certain phase of the fire plan, this can be
built into the program. The time required to
input target data will be reduced accordingly.
The same applies to the repeat requirement. Fire
can be repeated once, twice, or, in long plans,
three times,

Fire Unit Word

It is also necessary to furnish the computer
data on the fire units, The "fire unit word" con-
sists of six partse I shall not discuss them in
detail as the purpose of each piece of data is
fairly obvious. The fire unit word is shown in
Figure 15,

Supporting the Fire Plan Formulator

The Fire Plan Formulator, the name given our
program, modified and revised as it will be at -
the Artillery and Missile School, will produce a
fire plan in less than a quarter of an hour - per—
haps in as little as 5 minutes on a small high
speed tactical machine, The Fire Plan Formulator
needs to be supported by devices and procedures
that work together as a system to provide an up~
dated target list from which fire plans can be
made on call, The Formulator also needs the sup-
port of devices and procedures that will take a
finished fire plan and disseminate it to the many
points on the battlefield where it will be used.

Such an integrated scheme of devices and
procedures is in prospect for the Artillery., It
is part of the Army's Automatic Data Processing
System, The Army*s effort to develop an automa-



tic data system for the field army (ADPS) is be-
ing especially directed toward the Field Artil-
lery subsystem which will be first subsystem
de‘veloped.

The Artillery Subsystem for ADPS

The Us So Armmy Electronic Proving Ground,
Fort Huachuca, Arizona is responsible for execu~
ting the analysis and programming of the full ADP
system. The Field Artillery is actively support—
ing development of the Artillery subsystem.

In Figure 16 I have shown part of the Artil-
lery subsystem up through division artillery as
it may appear when allocations of computers are
ultimately determined. Recall that a division is
a body of men in the 10,000 to 15,000 class., The
Division Artillery consists of six battalions and
a Division Artillery Headquarters, A possible
computer system for one battalion and the divi-
sion Artillery is shown in Figure 16.

Note again our familiar forward observer,
the battalion fire direction center, and the
firing batteries in which are located the gunsg
notice the survey computerj and the division
Artillery computer.

To perform the fire data computation (bal-
listic solution) which was discussed in the be-
ginning of the paper we have the computer in the
battalion -~ here, We also plan computers for
fire control at the batteries. But now we have
discussed fire planning and we have implied other
applications, ammunition accounting, target list
updating, survey, and others, The central pro-
cessor (computers at battalion must be fortified,

We will probably require memory increments
or augmentation in some form to raise the capa-
city of the memory to 8 or possibly 12,000 words.
In the forward areas such as battalion we do not
believe that we can ever work with the fragility
inherent in magnetic tape drives as we now know
them, Memory augmentation might be through the
use of special ruggedized canisters carrying end-
less loop magnetic tapes; or possibly the time
requirement for program change will be sufficient-
ly generous to pemit the use of endless loop
paper tape canisters.

We have under development for the ADP sys-
tem, small core memory computers (known as COMPAC)
which have a capability for the addition of mem-
ory modules in units of 4096 words at a time,
This may be an unnecessarily costly means of
memory augmentation for use Just what computers
and peripheral equifinent will be used in the
small units cannot be stated with any certainty
at this time.

There is one interesting feature that we
have introduced here and that is the multiple
console concept, Around a single central pro-
cessor (core memory, parallel computer) we have
three consoles, or operating panels, The panels
are labelled with the precise problem parameters
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of "fire control™, "operations®, and "survey" so
that our soldier computer operators can be skil=
led artillery men first, and computer operators
second, We cannot afford long periods of train-
ing for computer operators. A real time inter-
rupt feature on COMPAC permits apparent multiple
entry to the computer.

At the division artillery we have a medium
scale computer known as the BASICPAC, This com~
puter has a core memory of 4096 words which is
readily expandable by the addition of memory
modules of 4096 each. In addition to the 4 to
8 standard magnetic tapes available to it, the
machine will handle half a dozen input/output de-
vices, The computer is further fortified and
brought to the medium class by the numerous in-
dex and real time registers,

A Coamplete System

Here we begin to have the heart of a true,
relatively full computer system. The division
artillery computer can query and respond to
querries of the six battalion computers and to
the survey computer working directly out of the
Division Artillery Headquarters. The division
artillery computer receives data for computation
from the met station, or it receives for retrans-
mission a met message computed at the met sta-
tion, Our system now gives us survey, and
meteorology - the full set of mathematical re-
quirements less fire control which is accomplish—
ed at lower levels. The BASICPAC also gives us a
capability for fire planning, target list pro-
cessing, intelligence functions, ammunition ac-
counting, march planning, and numerous adminis-
trative and logistical functions,

We now begin to look like part of a system,
BASICPAC communicates with the Division Head-
quarters, with each of its own six battalions, -
and with the next higher Artillery Headquarters
(known as Corps Artillery). Unquestionably, the
system will give us great power,

As you can see, we in the Artillery have our
work cut out for us in keeping one jump ahead of
the hardware, in analyzing our problems, and in
planning the integration of the data handling of
each problem into our system, We understand and
appreciate the power of this great new weapon,

It is up to us to do some hard thinking and pro-
duce the best possible methods for using it., We
intend to try,.



216
7.3

Among the combat arms

—Infantry, Armor, and Artillery—
the Artillery holds a unique place with
respect to automatic digital computing.
The Artillery stands at that point in the
field army at which technical mathemat-
ical computing meets automatic data
processing— the instrument of logistics,

battlefield management, and command.

NEED MATHEMATICAL
COMPUTING
FOR—

SURVEY (Where are we?)

METEOROLOGY (How strong is the
wind?)

FIRING DATA (At what angle shall
we point our cannon

and rockets?)
Figure 2
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AREA TARGET

Figure 6

AREA FIRE

AREA TARGET

Figure 7
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DATA

Figure 12

TARGET WORD

1. CONCENTRATION NUMBER
2. COORDINATES
3. TYPE
4. SCALE
5. DENSITY
6. RELIABILITY
7. PRIORITY
8. PHASE
9. REPEAT
10. DATE/TIME

Figure 13
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TARGETS
CLASS TYPE

I - PERSONNEL IN OPEN 0. INFANTRY IN OPEN
1. OP IN OPEN

. INFANTRY DUG IN

I - PERSONNEL IN SHELTER 2
3. COMMAND POSTS
4
9

. INFANTRY WEAPONS
. 0P DUG IN

MORTARS
ARTILLERY
ARMOR

SUPPLY DUMPS

I - PERSONNEL/MATERIEL

Figure 1h

FIRE UNIT WORD

“g\\‘{ O] UNIT NUMBER
° )] COORDINATES

©8 AZIMUTH OF CENTER LINE

\.P\“ O} CALIBER
\C ‘Q?\S Ol NUMBER OF BATTERIES
¢ O] MISSION

Figure 15
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COMMUNICATIONS WITHIN A POLYMORPHIC INTELLECTRONIC SYSTEM

George P. West, Ralph J. Koerner
Intellectronics Laboratories, Ramo-Wooldridge
Canoga Park, California

Summary

A multiple-computer system, employing several
computers of intermediate capacity, provides
many system advantages over conventional large-
scale computing systems. A multi-computer sys-
tem requires effective communication of data and
control signals between modules of the system.
This paper briefly describes the RW-400 Data
Processing Central, a new polymorphic data proc-
essing system. The communications problems
associated with such a system are discussed, and
a high-speedelectronic switch employing multiple -
aperture magnetic cores to provide system com-
munication is described. The utilization of this
high-speed switch in providing efficientdata com-
munication, as wellas effective control of the sys-
tem modules, is explained.

With increased automation of large-scale data
processing applications, the trend has been to
larger memories, higher clock rates, andincreas-
ingly complex arithmetic units. This approach is
not entirely satisfactory, particularly from cost
and reliability standpoints. A multiple-computer
approach employing several computers of inter-
mediate capacity provides many system advantages.
A novel organization of more or less conventional
computational elements, communicating in a com-
mon format by means of a high-speed electronic
switching network, provides a data processing
system which can assume many different forms.
Such a polymorphic system can be more nearly
tailored to the requirements of a particular appli-
cation, since storage capacity andarithmetic capa-
bility can be adjusted independently, in relatively
small increments to match the requirements at
hand. Furthermore, changing operational require-
ments can be matched by expanding the system
economically, without obsolescence of existing
equipment or programs, merely by adding addi-
tional computers or memory devices. Finally,
the system can be programmed to adjust its own
performance to meet rapidly changing operational
requirements by shifting computational capacity
from one assignment to another.

The RW-400 system is a multiple-computer
system of this type, capable of simultaneously
processing multiple tasks with extremely short
time requirements for the completion of each task.
The Computer Modules of the RW-400 system em-
ploy a powerful two-address order code providing
three optionalforms of eacharithmetic instruction.
These options may be utilized to specify the con-
tents of the accumulator as one of the operands,
providing in effect a two-plus address structure.
A magnetic core memory of 1024-word capacity,
and 10-microsecond memory cycle, is provided
with each Computer. Control and synchronization
of computations is exercisedbya generalized pro-

gram interruptfeature. Each Computeris capable
of recognizing one or more external interrupt con-
ditions to force a branchinthe computer program.
FEach Computer is provided with a masking regis-
ter which can be loaded by the computer program
to specify which of the 13 possible external inter-
rupt conditions, as well as which of the internal
interrupt conditions, will be effective at any in-
stant of time.

The system employs novel magnetic core
buffer memories (Buffer Modules) to augment the
memory provided with each Computer Module.
The Buffer Modules make possible rapid, effi-
cient transferral of data and programs within the
system. Each Buffer Module is capable of inde-
pendently executing a stored program which
permits it to gather data from magnetic tapes,
drums, orthe system input-output buffers. Simi-
larly, the Buffer Module can distribute results
under the control of its own stored program. The
Buffer Module may also be used to augment the
memory of any of the Computer Modules; in this
mode, operands taken from the Buffer memory
may be utilized by the Computer Module almost
as rapidly as operands from the Computer's in-
ternal memory.

The system employs magnetic tapes, mag-
netic drums, printers, plotters, and input-output
buffers as independent modules. All of these
modules communicate with one another by means
of a high-speed electronic switch, similar in
many respects to a telephone exchange. Figure 1
illustrates a typical system configuration. The
Central Switching Exchange can be tailored to
the needs of the system, and may easily be ex-
panded to accommodate system growth. The
remainder of the paper discusses the design ob-
jectives for an adequate central switch, and de-
velopes a switch design which fulfills these design
objectives.

The data switch must provide multiple paths
so that each Computer can communicate without
delay or interference. Controlof the switchpoints
must be rapid (less than 100 microseconds) and
convenient so that Computer time is not wasted in
manipulating the switch. The switch must test for
a busy condition before making the connection, to
prevent interference with communications in prog-
ress. The switch should be reliable, providing
alternate paths for communication so that failure
of a cross-point does not disable the system. The
switch should be modular to provide for system
growth., Since new problems must be checked out
while the system is in normal operation, a means
of restricting the accessibility of modules must be
incorporatedinthe design. For example, in check-
ing out a program that involves a Computer, a
Buffer and two Tape Modules, it is necessary to
restrict the switching capability so that the Com-
puter and Buffer can control connections only be-
tween the modules being codechecked. This feature
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prevents the new program from interfering with
normal system operation.

The RW-400 data switch employs transfluxors
(double-aperture cores) as the switching element.
The principle of operation is analogous to that of
a transformer connection which can be disabled by
saturating the iron to prevent the flux linkage of
normal transformer action. Some of the desirable
properties of the transfluxor switching element
are extreme reliability, small size, low cost, low
power consumption, connection memory, ease of
control, and bilateral signal flow characteristics.
Figure 2 is a diagram of a transfluxor crossbar
switch.l In this array, the transfluxors are se-
lected by coincident currents.

Assume a ''connection' to be made and signal
flow to be taking place between Signal Input 2 (S,)
and Signal Output 3 (O3) through core 10. Slgnal
flow consists of a tram of alternately positive and
negative pulses of current along S, which are in-
ductively coupled by core 10 to Oj; O in turn is
attached to the load.

To "disconnect' or open the path between S,
and O3, a blocking pulse of current is introduced
along %)locking line B This blocking pulse blocks
allpossible signal paths for Oj, specifically cores
9, 10, 11, and 12.

To establishanew connection, between S3 and
03 for example, core 11 must be unblocked. Thls
unblocking is accomplished by passing coincident
unblock currents through lines UB,; and By

A transfluxor plane is providegfor ea.ch signal
line required between the computation modules.
The RW-400 switch provides separate line groups
employing 18 lines for communication in each di-
rection. Consequently, the RW-400 switch employs
36 transfluxor planes. Control of the switch is
obtained by providing an input commutator which
samples each of the active input lines in turn. The
commutator position controls one axis of the coin-
cident-current selection, while the other axis is
specified by a Command Output instruction from
the Computer or Buffer being sampled by the com-
mutator. An additional transfluxor plane is pro-
vided to record the status of each cross-point. In
this way, it is possible to test the additional plane
to determine whether the connection requested is
available or busy. If the device requested is busy,
the connection request is rejected without inter-
fering with the communicationalready in progress.
This basic switch configuration meets all of the
design objectives except two, which are discussed
below.

Control of the switch is rapid. Since the com-
mutator speed depends upon the number of connec-
tion requests which must be serviced, the service
time for a switch instruction will vary. Average
service time is estimated to be about 50 micro-
seconds. The switch tests for a busy condition
before making a connection. Magnetic switching
elements promise high reliability. Alternate paths
are available by employing Buffer Modules in the
transfer. The switch is modular in the sense that
all circuits for a given set of input or output lines
are packaged on a single 19-inch insert card. A
cabinet with power supplies andallthe transfluxor
planes forms the basic switch. Asadditionalmod-

ules are required in the system, line circuits are
added as required. Line circuits constitute about
one-half of the cost of the switch.

One of the design requirements which is not
met by this simple design is the ability to restrict
the setting of some of the cross-points. This design
requirement to inhibit certain connections could
be met by adding another transfluxor plane in which
allowed cross-points would be recorded by block-
ing or unblocking the transfluxor corresponding to
the cross-point. The memory plane would then be
tested to see if the connection is allowed, in the
same way that a test for a busy circuit is made.

The other design requirement which is not met
is harder to rectify with this simple design. Con-
trol of the cross-points of the switch in this design
is not particularly convenient, since theaddresses
used in the switching commands must correspond
to the physical location on the switch matrix of the
module selected. A design which would permit the
programmer the use of arbitrary tags in his pro-
gram, for the modules he intends to use, would be
much more useful. Whenthe program is complete,
the tags used by the programmer could be entered
in a memory in the switch before the program is
executed. In this way, the switch could properly
interpret the tags and select the desired module.
In other words, a system of symbolic addressing
for the switchwould be much more convenient than
an absolute addressing scheme. Averyrapidtable
look-up operation is necessary to interpret the
symbolic addresses within the switch.

A transfluxor memory device, called an Inter-
rogation Module, which performs this table look-up
very rapidly, has been developed by Ralph Koerner
of Ramo-Wooldridge. The transfluxor memoryem-
ploys two cores to store each bit position, one for
each of the two possible states of the bit. The bits
of the words which constitute the table are entered
in parallel along one axis of the memory plane,
while word positions along the other axis of the
plane are designated bya read-in signal. Figure 3
illustrates the principle of operation of a three-bit
Interrogation Module. The normal or clear posi-
tion would have all cores unblocked. Words are
entered into the memoryinsucha way thata logical
"one' unblocks the ""one' core and blocks the ''zero"
core of the pair of cores associated with the bit
position, while a logical '"zero' blocks the ''one'
core and unblocks the "'zero! core. If, now, the
complement of a number is usedtointerrogate the
memory along the vertical lines threadingall word
positions, all of the output lines will have signals
coupled tothem by the transfluxors except that line
corresponding tothe memory position which stores
the word exactly matching the word at the input
of the interrogation unit. For that word only, the
input signals will all traverse blocked cores, since
the stored word and the interrogating word are
complements. This Interrogation Module can be
incorporated in the design of the switch to provide
symbolic addressing; but even more important, it
greatly simplifies the problem of interrupt com-
munication within the system.

Interrupt communication is necessary to co-
ordinate, synchronize, and control the operations
of the individual Computers to provide the best



overall performance. The interrupt feature is a
means of forcing a branchinthe computer program
by the use of an external electric signal such as
is generated by depressing a push-button. In the
RW-400 system, most interrupt signals originate
from Computer or Buffer Modules; however, other
devices such as the input-output buffers, provide
signals which can be utilized'as interrupt signals.
When interrupted, a Computer must determine the
meaning of the interrupt signaland its source. Some
information as to intent or source of the interrupt
can be conveyed by the bit position in which the
Computer receives the interrupt. Unless a directed
system of interrupts is employed, the bit assign-
ments are rapidly used up specifying which Com-
puter or Buffer should respond to the signal.

As an additional means of coordinating system
actions, a digital clock is provided which can be
read by any Computer or Buffer. The clockis more
useful when it generates an interrupt signal at the
end of a prescribed interval of time, directing it to
the appropriate Computer or Buffer. The directed
interrupt is an important system requirement.

Figure 4 illustrates a switchdesign which em-
ploys anInterrogation Module to control the simple
data switch described earlier. The commutator
samples the input lines inturn, routing the address
tag specified by the Command Output instructions
to the Interrogation Module. In general, the com-
mutator position determines the selection along one
axis, while the output of the Interrogation Module
determines the selection along the other axis. The
Interrogation Module is provided with additional
word positions which are used to route interrupt
signals to specified Computers. Note that the digital
clock is sampled along with the Computers and Buf-
fers at the input to the switch. By placing a time
value in one of the interrupt words of the Interro-
getion Module, an interrupt is generated when the
digital clock value equals the pre-stored time. In
this way, Computer interrupts can be generated at
specific time intervals. In normalsystem opera-
tion, Buffer Modules read or write the tape or drum
records sothat Computers usuallyacceptdata from
Buffer Modules or deliver data to Buffers. For
this reason, it is convenient to permit a Buffer to
connect itself to a Computer if the Computer con-
nection is notbusy. When the Buffer stops its self-
instruction program, interrupting the Computer,
the Computer canuse the results immediately with-
outloss of time manipulating the switch. This type
of connectionis obtained by assigning either Com-
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puters or Buffers entry to both the x- and y-axis
of the switch. The figure shows Buffers on both
axes of the switch. If there are fewer Computers
than Buffers in the system, the Computers would
receive this double assignrhent soas to conserve the
number of y-connections available to the system.

The Interrogation Module provides a ready
means of restricting accessibility of certain cross-
points of the switch. The word length is increased
beyond that requiredfor the selection address, and
the extra bits are interrogated by the commutator
position, while the selection address interrogates
the rest of the word. Selection is inhibited unless
the correct commutator code is stored in the mem-
ory of the Interrogation Module. Note that, by
interrogation with ''zero's' on both wires of a bit
position, no signal is generated at the output, re-’
gardless of how the cores are set. In this way, it
is possible to ignore certain fields of the interro-
gation word. If the commutator position interro-
gation occurs using an assigned bit for each com-
mutator position, more than one device canbe per-
mitted to controla given switch selection. This is
accomplished by setting into the commutator field
of the Interrogation Module the proper bits for that
selection word. In this way, identical switch ad-
dress tags may be used concurrently intwo differ-
ent computer programs without confusion, since
each will be assigned a different commutator bit
by the Master Computer in setting up the assign-
ment table. The bit will differentiate between the
two Computers which are in simultaneous opera-
tion; thus, the switch can distinguish between the
two identical address tags by determining which
Computer is using the tag.

The use of the Interrogation Module in conjunc -
tion with the transfluxor switch provides a very
convenient means of solving the difficult communi-
cation problem associated with data switching and
interrupt control within a polymorphic computer
system.

References

1. J.A. Rajchman and A, W. Lo. "The Trans-
fluxor, ' Proceedings of the IRE (March 1956),
pp. 321-332,

2. J.A. Rajchman and A.W. Lo. "The Trans-
fluxor, " Proceedings of the IRE (March 1956),
pp. 321-332,




FLEXOWRITER

DISPLAY
BUFFERS

MODULES

OTHER
TAPE UNIT

TAPE
ADAPTER

PERIPHERAL
BUFFERS

PLOTTER

== F ]
S

@mw@'

Mubmu hl T u_jmﬂ ’ W

-—___.\____

DRUM MODULES
COMPUTER MODULES

Figure 1
SYSTEM DIAGRAM



BLOCK & HORIZONTAL UNBLOCK LINES

VERTICAL UNBLOCK LINES
A

Never

WORD
WORD

WORD
WORD
WORD
WORD
WORD
WORD

SIGNAL OUTPUT LINES

blocked (

000
o0l

Q10
ol
100
1ol
110
[

ALWAYS BLOCKED

NO SIGNAL OUT IS RESULT SOUGHT

1,0 1,0 1,0
%‘1' NEVER (NO SIGNAL)
000 (NOSIGNAL) #*
001 (NOSIGNAL) *
O 1 0O (NOSIGNAL) *
- - ol (NO SIGNAL) *
1 00 (NO SIGNAL) *
101 (NO SIGNAL) *
I 1 0 (NO SIGNAL)
I 11 (NO SIGNAL) *
ALWAYS (NO SIGNAL)

ENTRANCE FOR INTERROGATION

AN
TEST ON COMPLEMENT 7 h
CONFIGURATION
Test for 00O ‘ 4 *
o Test for 0O | ‘ * ‘ BLOCKED CORE
7 § Test for 010 4 * ’
S Test for O 1 | | | | 7l‘ UNBLOCKED CORE
S Test for 100 | ‘ | .
S Test for 101 Lo | ¥ TEST FOR PARTICULAR
v Si S2 S3 4, = | b WORD LISTED RESULTS
e W Testfor 110 | | | IN NO SIGNAL OUTPUT
T rost for 1 11 ON THIS PARTICULAR
SIGNAL INPUT LINES z T AXIS, TESTS FOR ALL
8 ALERT TO ALL {NOINTERROGATION PULSES SUPPLIED) OTHER WORDS RESULT
IN SIGNAL ON THIS AXIS
Figure 2
TRANSFLUXCR CORSSBAR SWITCH (SEE REFERENCE NO, 2) Figure 3

THREE~BIT INTERROGATION MEMORY

18
144



INPUT LINES

1
—

COMPUTER | — Z
MODULES |— _.---1_CONTROL -
(— n
BUFFER p— -
< ———
MODULES 16X 64
c -— 10 BIT SWITCH WITH
DIGITAL CLOCK ADDRESS ‘ TEST FOR BUSY
= S L A I I M
\
Y
PATCH —
PANEL ©0000000
HUBS 00000000 o
(-]
- 20 BIT I7 BIT |oo
3 09 COMPUTERS
{o]-]
o0
o0
ul e oo
o
al IS ADDRESS ASSIGNMEN o}’BUFFERS
ol I= oo
e [+9) o0
ol % oo } TAPES, DRUMS
— o0
(- X-]
B S L INTERRUPTS TO CM AND BM'S
- Og
-y ﬁ =Xe]
PATCH PANEL HUBS
MEMORY |e r
REGISTER LOAD UNLOAD REG
26 BIT
L FROM_DATA EXIT OF SWITCH

Figure b
SWITCH DESIGN EMPLOYING INTERROGATION CONTROL



231
8.2

ENCODING OF INCOMPLETELY SPECIFIED BOOLEAN MATRICES

T. A. Dolotta
E. J. McCluskey, Jr.

Princeton University
Princeton, New Jersey

Summary — The problem discussed in this paper is
a generalization of the problem of choosing the bi-
nary codes for the various operations of a digital
computer with a view towards minimizing the gating
circuitry in the computer's central control, The
general procedure is a systematic method for the si-
mltaneous encoding of a large number of arbitrary
Boolean functions in an economical manner, The
method is applicable to those cases where the de-
signer is allowed to choose the independent variables
so as to minimize the circuit which realizes the
given Boolean functions, Other applications of the
procedure are indicated., The method given includes
a means for determining a lower bound on the cost of
the circuit which realizes the given Boolean func-
tions., The entire procedure is systematic and lends
itself well to mechanization via a digital computer
program, A discussion of the advantages and limita-
tions of the method presented here is included, and
the method is compared with a previously published
procedure for attacking the same problem,

Introduction

In the design of the control part of a digital
computer, there may often arise the following prob-
lem: We are given the number of bits reserved for
the operation code, and also the various control
signals that have to be generated for each operation,
and we want to choose the codes for the various op-
erations so that the control signals can be obtained
from the operation codes by a simple and cheap net-
work.

We will assume that we have m operations to encode
with n bits, (of course, m < 2B), and that we have to
generate p control signals. For each operation, we
can then specify which control signals must be ON
(i.e., equal to "1"), which must be OFF (i,e., equal
to "0"), and which may be either ON or OFF (i.,e.,
"don't cares"), We now formally state the problem,

I. Problem Statement

Assume that we have p columns, F; to F,, each
column containing m symbols, There are 3 allowable
symbols, namely O (zero), 1 (one), and @ (don't care)
We consider each column as a Boolean function of n
independent variables, If any column, F, contains
only zeros and ones, and if 2% = m, then we will say
that F. is completely specified, Otherwise, F, is
incompietelz specified, (We do not consider the
trivial case where F, is made up entirely of don't
cares; i,e,, is comgietelz unspecified,) Our problem
is so to choose the n independent variables that the
p columns can be synthesized from these variables in
a simple and cheap fashion under a set of fairly
realistic assumptions, We also want to obtain a

lower bound on the cost of synthesizing the p func-
tions,

11, Assumptions and Definitions

1. The number of independent variables, n, has to
be specified externally, subject to the re-
striction that 27> m,

2. The n independent variables, denoted by
Xy, X5y eoeey X, are available together
with %heir comp?ements at no cost,

3., The p functions F., F2, «eey F_ are to be syn-
thesized from the independeng variables by
using 2 stage diode logic only, (Inverters
are not allowed,)

4, The cost of synthesizing these functions will
be defined as the number of diodes required
by the circuit designed under the above
assumptions,

5. Given a column, F., we define the complement of
F., denoted by i, as the column obtained by
changing all the0's in F; to 1's and all the
1's to O's, The @'s are not affected.

6. F; will be called a 0(1)-column if it contains
no 1's (0's).

7. F4; will be said to be specified in any of its
m positions if that position contains a O or
a 1. Otherwise (if the position contains a
#), Fy is said to be unspecified in the par-
ticular position.

8, Given two columns, F. and F., there will exist
the intersection of F, anf ¥, written as
P, <F,, if and only if P, alld P_ agree (have
the safle symbol) wherever both Fg and F 3 are

specified, F, - F_(=F, Fi) will be'de-

fined as a coiunn af 1ength m which agrees
with both Fy and F; wherever eitheris speci-
fied and contains P's everywhere else. In
figure 1, colums A and B have an intersec-

tion, which is shown as column D; columns A

and C' also intersect. Columns B and C do

not intersect. (We write this as B « C = A)

A B C D __E F
0 0 [} 0 0 1 D=A.B
1 ¢ 0 1 1 [/}
1 1 0 1 1 0
') 1 1 1 1 0
8 0 ;L‘ 0 0 1

1 1 0 0
g ¢ o ¢ 4 1

Figure 1

9. Three columns, say Fy, F;, and Fy will have an
intersection, Fj* Fj. gk. if and only if
Fi« Fj, Fi+» Fx, and Fj° Fg all exist. The
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intersection will agree with all three col-
umns wherever any of the three is specified,
The extension to the intersection of any num—
ber is obvious.

10, Given two columns, F; and Fj, Fy will be said
to include Fj4 :Lf and only 1f Fs agrees with
Fy Wherever %he latter is speclf:.ed Ve
write this relation as F§ D F In Figure 1,
we see that A O E, and B D ¥', IfFlaFj,
we will call Fy the 1nc1udlgg column, and Fj
the included column, It is obvious that b
has at least as many §'s as Fy.

11, Below we list some of the more obvious and use-
ful facts which follow from the above defini-
tions:

If A DB,
If ADB,
If ADB,

and B D A, then A = B,

and B >C, then ADC.

BDC, and C D A, then A=B=C.

If A D B, and B+C exists, then A-C exists,

If A DB, then Ay B', unless A is com~
pletely unspecified,

f. If A.B exists, then A+B' does not exist,
unless A or B or both are unspecified
in every position.

g. Obviously, if A D B, then A-B = B.

h, If A<B =3B, then A DB.

i, If AD B, then A'D B'

j. If AeB exists, then so does A'<B', and
(A‘B)' = A'eB',

k., If A*B exists, let A*B=C; then AD C
and B O C.

12, For any column, Fj, let
Ni 0= number of zeros occurring in Fi
k4

. .

mnapc'm

Ni 1= number of ones occurring in F
’

N, 4= number of @'s occurring in Fy

13, Any column, F,, will be called codable 1f and

i
only if i

N, <2l g § <2t
i,0 = - "i,1l-

Otherwise the column will be called not codable,
14, We assume that constant signals representing
"O" and "1" are available to us.
15, Column F, will be said to cover column F'J if
and oniy if either F > F or Fj2 Fi
III, Procedure
The procedure that we will follow in order to
obtain an encoding of the various operations is prob-~
ably best explained by first considering a concrete
example, Figure 2 shows a 6 x 7 matrix: the six rows
correspond to six operations which we must encode,
.
OperN F, F

1y % B % B Fg Hy
Cy 0 [/ 0 1 0 0 1
Co 1 1 0 1 g 1 ¢
C3 g ¢ 1 o ¢ ¢ ¢
Cy 0 0 1 1 ¢ 0 1
Cs 0 1 1 1 0 1 ¢
Cg 1 0 0 1 1 ¢ 1
Figure 2

and the seven columns represent seven control sig-
nals which must be generated from the operation
codes, Each operation must be represented by a
three-bit code word, The manner in which the rows
and columns are numbered is arbitrary.

We should first examine the matrix row by row to
insure that no two rows have an intersection. Should
the above not hold, i,e., should there be two rows
vwhich have an intersection, then this would mean that
the two operations corresponding to the two rows are
not distinct, and could be replaced by one operation,
In a normal situation, this would not be the case,
We note that in Figure 2, there are no two rows which
have an intersection.

We now focus our attention on the columns of our
matrix, We first note that column 7 is a l-column,
Therefore we need not worry about encoding it, since
we can obtain the corresponding control signal by
using a constant "1" signal in its place. We there-~
fore discard the 7th column,

At this point we examine the remaining six col-
umns to determine whether there exist any inclusions
between any two columns, We find that F5 O Fy, We
note that wherever the control signal represented by
F5 is needed, we may with impunity replace it by the
signal corresponding to F;, since Fy is the same as
F) vwherever Fc is specified, And since F; has to be
synthesized, we needn't synthesize Fg, but merely use
Fj in its place. Therefore we discard Fg, and con-
cern ourselves with the remaining five columns,
namely Fy, Fp, F3, Fy, and Fg. We call this set of
five columns Set A.

We now examine these five columns to determine
whether there exist intersections between any two of
these columns, We find that F2 * Fg exists, Let us
define Fg =F) * Fg. We observe that if instead of
encoding F, and Fg, we encode F,, then we can replace
F2 and Fg by F,, since the latter agrees with both
Fo and Fg wherever either is specified, so that we
will satisfy the original specification, Thus we
now have only four columns to encode, namely F,, F3,

F4, and F,. Figure 3 shows these four columns.
Fy
Oper, Y F3 Fy F,
1 0 0 1 0
2 1 0 1 1
3 [ 1 0 ¢
4 1 1 1 0
5 0 1 1 1
6 1 0 1 0
Figure 3

We should note parenthetically here that in our orig-
inal matrix (Fig, 2) there also existed the intersec-
tions F, ¢ Fg§, Fp F7 Fq F7 and F6 + Fq. All of
these, however involve Fg and F7 which have been
discarded, a.nd therefore these four intersections are
of no further interest to us,

At this point we would like to identify each of
the four columns in Figure 3 with one of the three
independent variables or a complement of such a var-

1This remark may not apply in other applications
to which our encoding procedure might be put; and it
is conceivable that we might want to have two or more
distinct operations even though one might suffice.



iable, Should thie be possible, we would then have
an ideal (or zero cost) encoding in the sense that
each of the seven original signals could be obtained
from the independent variables or & constant signal
without any intervening logical network., If an ideal
encoding is to be possible, then we must be able to
identify each one of our gating functions with at
least one of the independent variables (or its com-
plement). An ideal encoding very often is not pos-
sible for one of two reasons, First of all, in order
to be able to identify four columns with 3 independ-
ent variables, we must identify at least two of the
four columns with one of the independent variables;
if this is to be possible, then there must exist at
least one inclusion or intersection relation within
our four columns, However, we know that this is not
the case, and therefore at best only three of the
four columns can be identified with the independent
variables, and the remsining column will have to be
synthesized with a logical network, Secondly, if a
column is to be made into (i.e., identified with) an
independent variable, then that column must be cod-
able, This follows from the fact that if we write
down the 20 possible n-bit words, we note that each
bit position contains exactly 201 nyw 'g, and 20-1
"O" 's, Since in our case n = 3, we know that no
column which contains more than four "1" 's or "O" 's
can be used as an independent variable. We note in
Figure 3 that colum F4 is not codable, We conclude
on the basis of either or both of the reasons stated
above that an ideal solution is not possible in our
example, and that at least one 2-diode gate will be
needed to synthesize the signal represented by Fy.

We now identify the three remaining columns
(nemely 1, 3, and a — calling them Set B) with the
three independent variables in any arbitrary fashion,
All columns which are members of Set A but not of Set
B constitute Set C; in this case Set C contains col-
um 4, Figure 4 shows such an assignment, with § 's
replaced by blanks,

x
Oper\:l I,

12 B
1 0 0 0
2 1 0 1
3 1 F.=x
4 o 1 o F% =z
5 0 1 1 = X3
6 1 0 0
Figure 4

It appears at first that we can choose any of the
following code words for row 3: 010, 011, 110, 111,
However, 010 and 0l1 are used already by rows 4 and
5, respectively; our choice is limited to 110 and 111,
It can be seen that either of these two choices will
give a valid encoding, in the sense that no code word
appears more than once, Also, it turns out that
either choice will give a simple encoding for Fy4.
Arbitrarily, we chose 111 as the code word for row 3.
Figure 5 shows that final encoding, together with the
expressions for the control signals in terms of the
independent variables, Of course, we can use the
three independent variables in any order we wish, and
we may complement any or all of them, so that there
are many codes which are symmetries of our code and
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Oper, X
e S S S S
1 (o] 0 0 1“2=x3
2 1 0 1 F3=12
3 1 1 1 F4=xi+xé
4 0 1 0 Fsle
5 0 1 1 F6=x3
6 1 0 0 F7=1
Figure 5

which give the same type of solution to this prob-
1em.2 This fact is especially useful if we want to
avoid the use of a specific code word (such as an
all-zero code word), because it is possible to elim-
inate such a word by complementing one or more of
the independent varisbles whenever m< 2%, In our
example, complementing of x3 will result in the
elimination of the all-zero word, If this is done,
then of course xz and x3 have to be substituted for
one another in all the expressions where they occur.

We mst realize that when we ascertained that
columns Fy, Pz, and F, were all codable, this was only
a necessary, but not a sufficient condition for these
columns to make a valid code, In Figure 1, columns
C, D, and E are all codable, but they do not make a
valid code, since the code 011 occcurs twice, (For a
code to be vahd it is necessary and sufficient that
no code word appear more than once,)

We see that we have obtained here as cheap a 3-bit
encoding of our original matrix as is possible, since
we have in fact met our minimum estimate of cost.

It should be apparent that this is not always the
case, and that there may arise other problems when
we attempt to encode very large matrices, Consider-
ation of these points as well as a more rigorous and
complete statement of our procedure will be the sub~
Jject of the next sections,

IV, _General Considerations

In this section we will discuss some possible
situations which have to be considered in order to
make our procedure complete,

1. Inclusions. Any time we find that two columns
are in the following relationship Py O Fj we may
always replace F; by F; and discard Fi. On the other
hand, if the relations‘g.xp is FiD FJ then F; may be
discarded only if FJ or F. » where Fy is any
other column or intersectlon o% columns) is used as
an independent variable, Otherwise, we must synthe-
size Fy; this restriction would not hold if we
allowed the use of inverters in addition to 2-stage
diode logic.

281nce there are n! ways of ordering n columms,
and 2% ways innwhich n colums may be complemented,
there are nl«2 -1 codes which are symmetries of any
n-bit code; some of these may be identical with the
original code,



234
8.2

2. Intersections. Only those intersections
which are codable are of interest to us when we are
choosing the columns to be used as independent vari-
ables, Non-codable intersections are only useful in
the sense that they can be used sometimes to get a
cheaper network when the columns which make up the
intersections are to be expressed as functions of
the independent variables, TFor instance, if we have
two non-codable columns which have an intersection,
it may sometimes prove cheaper to synthesizme the
intersection as one function rather than the two
columns as two separate functions, For this reason,
non-codable intersections are of interest only if
they contain no primed columns, (Again, this last
statement would not be true if we allowed the use of
inverters,)

It sometimes happens that we find that the follow-

ing (codable) intersections exist: Fy « F; and

F; « F (out Fy - Fy, = 0). In that case, we would
use Fé and Fy ¢ Fyc (or Py + Fj and Fy) rather than
Fjy o ¥j and ¥y - Fy, since in any case we cover all
3 columns, but Fs has at least one more @ than

Fi * Fj, and it 1s in general desirable to have many
@'s in"the columns used as the independent variables,
because this gives us more freedom in “tailoring"
the independent variables,

It may occur that Fj « Fy =Fy * F,j + Fy; this
means that Fy « F4< Fi. In such an instance we
would usually consider the intersections as includ-
ing Fx, namely as Fy ° Fj * Fy rather than as just
Fi « Py,

3. JValidi_tx. We have given above the necessary
and sufficient condition for a code to be valid., It
is quite simple to ascertain whether n columns make
a valid code if there are no ff's in these columns,
If very many @'s do appear, however, it becomes more
tedious to determine whether a code can be made
valid, However, it is never necessary to resort to

enumeration, since the problem of determining whether

a code can be made valid is equivalent to the "mar-
riage problem" and can be solved by the algorithms
given in references 6, 7, and 8,

4, Cost, Once a valid code covering as many of
the columns of our original matrix as possible is
founa, it is possible to determine (from the number
and type of colummns which are not covered by this
code) the minimum cost of realizing our circuit (in
terms of either diodes or diode gates). A more
detailed discussion of this particular procedure is
given in the Appendix,

V. Summary of Procedure

In this section we give a list of the steps which
we execute in encoding a matrix,

1, Discard all l-columns and O-columms,

2, Find all inclusion relations of the Fi O F;
type which exist among the columns remsining
after Step 1., Discard all the including
columns found in this manner., Call A the set
of columns remaining now,

3. Make a list of all the inclusions of the type
Fj O Fj which exist in A and for which Fj is
codable.

4, If it is desired to eliminate redundant rows
from our original matrix, then examine the

rows for such redundancies and eliminate
them, The procedure here consists essen-
tially of finding all inclusions among rows
(of the type cj o cj), discarding all in-
cluding rows, and then of finding all the
intersections (which contain no primed rows)
among the remaining rows and of combining the
rows so as to get as small a number of rows
as possible, When this is done, we may find
that we need fewer bits than n to encode our
matrix, since by eliminating rows we have
decreased the value of m, If, however, the
smaller number of bits is used in our code,
we will often find that the cost of the final
circuit will be higher than if we used the
original values of m and n,

5. In Set A, find all pairwise intersections
which either contain no primed columns, or
are codable (or both),

6. Using the results of Step 5, form all the
maximal intersections from Set A which again
are either codable or contain no primes,

7. Using the results of Step 6, form two sets:

Set B will contain all the maximal codable
intersections, as well as all the codable
columns which are members of Set A but are
not covered by any intersections included in
B,

Set C will contain all the maximal non-—
codable intersections found in Step 6 as well
as all those non-codable columns in A which
are not covered by intersections included in
Set C, These two sets cover all the columns
in A,

8, From Set B, _choose a set of n members, Call
this set D,7 D is so chosen that all the
columns of A which do not appear in D can be
covered with a minimum number of members of
Sets B and C, Set D is then modified using
the results of the second paragraph of Section
IV-2 above, so that no column of A is covered
by more than one member of D, Should there be
more than one possible choice of members of D,
then we choose the members so as to get as
many @#'s in D as possible,

9. Check Set D for validity, If it is not valid,
repeat Step 8 and choose the next best set for
D, Repeat Steps 8 and 9 until a valid set is
found. In executing Steps 8 and 9 we may be
able to use some of the relations obtained in
Step 3 above to eliminate or simplify some
members of Sets B and D, as indicated in Sec-
tion IV-1 above,

10, At this point we can compute a minimum bound
on the circuit cost (see the Appendix).

11. Once a valid set is found, we may have to re-
place some of the @'s by 1's or 0's to assure
the validity of the set, The remaining @'s
are replaced by 1's or 0's so as to make easy

JIf B has n members, then Sets B and D are
identical, If B has less than n members, we add ar-
bitrary columns to B, This is illustrated in Section
VI below, If B has less than n members, and Set C is
empty, this implies that there are redundant rows in
our matrix,



the encoding of the columns which are not
identified with the independent variables
(but of course still preserving the validity
of the code),

12, If the number of possible valid D sets is
small, or if this procedure is carried out on
a computer, we mey want to try several of
these sets in order to obtain a better solu-
tion. The amount of enumeration here is
usually quite small and fairly manageable,
especially on a computer,

13, Once a code is obtained, we encode all the
members of Set C as well as those members of
Set B not included in our final D set. There
may be here more than one possible set of
colums we may choose for encoding, as indi-
cated in the first paragraph of Section IV-2,
The encoding proper is done by standerd min~
imization methods for Boolean functions, and
is well described in literature. (See, for
instance, references 1 and 2,)

VI. Illustrative Example

The problem which we are treating here was first
proposed by E, Hirschhorn (Ref, 3). The procedure
proposed by Hirschhorn is somewhat intuitive and
depends strongly on the designer's ingenuity,
Hirschhorn gives an example in that paper, and we
will treat the same example in order to afford us
some amount of comparison between the two methods,

The matrix is shown in Figure 6, The value of n
is set at the minimum, namely 5, Hirschhorn finds
that if a straightforward code is used (i,e,, 00001
is assigned to row 1, 00010 to row 2, 0001l to row 3,
etc,), then 45 diodes and 16 gates, or 39 letter
symbols (or contacts) are required to synthesize the
ten control signals, Hirschhorn's procedure reduces
these numbers to 24 diodes and 9 gates, or 25 letter
symbols, Both we and Hirschhorn design the circuit
for each control signal separately, rather than de-
signing one multiple output network for all the con-
trol signals,

Op. (C's) FF, F; F, Fg Fg Fy Fyg Fg F0

1 i 1 1 0 @ 0

2 1 1 0 ¢ 0 1 g gr §' g
3 1 011 ¢ ¢ ¢ ¢ o ¢
4 101 ¢ 0 ¢ ¢ ¢ ¢ ¢
5 1 0 11 ¢ ¢ 1 ¢ ¢ ¢
6 1 0 1 ¢ 0o g ¢ ¢ ¢ ¢
7 1 011 ¢ g g ¢ 0 ¢ ¢
8 1 0 11 0 ¢ ¢ ¢ ¢ ¢
9 1 0 1 ¢ ¢ ¢ 1 ¢ ¢ 1
10 1 0 1 0 0 ¢ o & ¢ ¢
11 1 0 1 ¢ ¢ 0o 1 g o ¢
12 1 0 11 0 0 1 ¢ ¢ ¢
13 1 0 1 g ¢ o g o ¢ ¢
14 1 0 1 0 0 g ¢ o d ¢
15 1 0 ¢ o ¢ ¢ g 0 g o
16 1 0 ¢ 10 ¢ ¢ ¢ ¢ ¢
17 1 0 ¢ o ¢ ¢ 1 1 g ¢
18 1 0 0 O 8 o g g g %
19 0 0 0 1 1 1
20 0 01 ¢g o ¢ ¢ ¢g 1 g

]
g
[+,
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We will now treat this example by our method,

l. F; is a O-columnj it is discarded.

2. Tgere are no inclusions,

3. There are no inclusions,

4, Hirschhorn did not attempt to eliminate any
rows, To afford a better comparison, we will
do likewise, However, we should point out
that the number of rows can be reduced down to
seven, by making use of the following inter-
sections which exist in the matrix:

°3‘°4.°5.°6.07‘08'c9'°11'°12'°13'°16
7°%10"%13"%14"%15
€17"%s8

These are not the only intersections which occur in

the matrix, but they are sufficient to show that the
following transformation could be made:

¢ replsces ¢

a 1

¢ " %

S " ©37%4"%5"% % % %11 %1%
3 " c,7 0 013 cl4 015

°s " °i7%sg

Cp " 019

cg " c2°

Therefore n could be made as small as 3,
5. Set A consists of all the columns except F_,
The following pairwise intersections ex:i.st'5
(we omit the letter F, and use the subscripts
only):

3
4
6°8,6°9,6 " 10
7°+87-9,7"°10
8°9,8°9',8"*10
910, 9 10

Columns 1 and 2 are not codable, since 221 16 for
n =5, and Ny =18 and N = 18; therefore we

discard the 1ATersection 12309' , since it is not

codable and contains a primed variable,

6. The following intersections are maximal and
codable (by the rules of section II-11 above):

3 .8t
49
6°8°*9
6°9°* 10
7+8°*9" 10

7. Set B is identical to the 1list of intersec-
tions immediately above. Set C contains columns 1
and 2,

8, We note that we can cover all of B with four
columns, In fact, we can choose any of the following
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sets:
a, 3+8',4.9",6»10',7 31
b, 3°+8',4°9,6,7°10 31
c. 3°+8',4,6°9°10,7 31
d, 3°8',4,6°+9,7°10 31
e, 3°8',4,6°1,7"*9 31
f. 3+8',4,6,7°9" 10 3~
g 3,4°9,6°8,7°10 29
h, 3,4°+9,6°10',7"°8 29
i, 3,4°9',6,7°8"*10 30
j. 3,4,6°8°9,7°10 29
k., 3,4,6°9+10",7"8 29
1. 3,4,6+8,7+9"+10 29
m, 3,4,6+9,7-8°10 30
n, 3,4,6+10',7+-8-+9' 29
o. 3,4,6,7-+-8+9" 10 30

Next to each row, we have listed the sum of all
the @'s in the four columns, Thus we should
first choose D from among the first six possi-
bilities, At this point we can further narrow
down our choice by considering the columns not
covered by D, By examining column 1, we note
that if the code words for rows 19 and 20 were
to be adjacent (i,e,, if they differed in only
one bit position), then we could synthesize F)
with only one gate, Similarly column 2 shows us
that we want row 1 and row 2 code words to be
adjacent, As a result, we would like to avoid
the following intersections in our code:

49, 7+9', 7°9'+10, 7+8+9', and 7.8+9'-10

because the colums resulting from these inter-
sections differ in positions 1 and 2,0r 19 and

20, (This is also true of any intersection
which covers column 3, but since we want to in-
clude this column in our code, we cannot do any-
thing about it,), Thus our first choice narrows
down to two sets:

3.8', 4, 6°9°10', 7
and 308" 4, 6.9' Te10

9. Both of the above sets are valid, so we'll try
the first one, Figure 7 shows these four col-
ums and the fifth columm (x5) needed to make
a 20-word code, Blanks are used instead of
#'s, and the underlined entries have been made
in accordance with the considerations given
above to facilitate the encoding of columns 1
and 2, We must make sure that such replace-
ments of @'s with 0's and 1's do not make our
code invalid. In our case the code is still
valid,

10, Since we have found a code which takes care of
all but the first two columns, we conclude that
the minimum cost for our final circuit will be
at least two 2-diode gates, or 4 diodes and 2
gates, or 11 letter symbols. (sSee Appendix for
details of this particular step,)

11, We now fill out the remainder of our code in

Oper. n I x3 X, x5
1 1 (] o 0 0
2 o 0 1 8 0
3 1 1 (o]
4 1
5 1 1 1
6 1 x,= 3.8'
7 1 x2= 4
8 1 1 = 6+9.10"
9 1 0 1 x,= T
10 1 0 0
11 1 0 1
12 1 1 0 1
13 1 (]
14 1 0
15 1 0 1
16 1
17 0 0 1
18 0 0
19 (¢ 1 1
20 1 1 1 1 1
Figure 7

any arbitrary fashion, with the only restriction
being that the code has to be kept valid, i.e.,
no two rows may be assigned the same code word.

12, WVe may, if we wish, try one or more of the re-
maining fourteen possible D sets, to determine
whether a better code is possible, We will not do
this, since, as we will see in the next step, our
solution is quite good.

13. Since we have used 20 of the 32 possible code
words, the remaining 12 words become in effect
"don't cares" and may be used to simplify the
expressions for Fy and F,. Figure 8 shows the
code filled out as per Step 11 above, and the re-
sulting expressions for the 10 gate signals, We
see that our solution requires 7 diodes and 2
gates, or 14 letter-symbols, This is quite close
to the minimum cost bound as determined above, and
considerably better than the solution proposed by
Hirschhorn, which requires 24 diodes and 9 gates,
or 25 letter symbols,

We should note that while performing Step 8, we
could have also observed that since with six columns
we could have covered all the members of Set A, and
that if we were to use six bits, all the columns of
Set A would be codable, so that it is conceivable
that with n = 6 we could have obtained an ideal solu~
tion, provided we could have made a valid code, In
our case this is not possible for n = 6, because if
we use columns 1, 2, and 3 (or 3+8') as "three of the
six code columns (and we must do this to obtain an
ideal solution), then we note that rows 3 through 14



would be identical in these 3 columns, so that there
would only be eight possible code words that could
be inserted into these twelve positions., If we were
willing, however, to use n = 7, then an ideal solu-
tion would be possible,

This type of consideration is quite valuable in
determining, for a particular problem, what the
"exchange ratio" is of cost versus code bits (m
excess of the minimum number of code bits),

Op. X X x3 x4 xs
1l1 o o o o
2lo o 1 o o
3/]1 1 0 0 0 xl e xt e gt et
411 0o o o 1 1%t EI3+ X + X5
511 1 1 1 0 F,=x! * x! « x!
61 1 0 1 1 2_2% %5
711 1 1 o o 3%
8l1 1 1 o 1 F, =x,
91 0o 0 1 o P =0
10/{1 0 1 o0 1 5
1|1 0 0 1 1 F, =
121 1 0 1 o F6=?
13/1 1 0 o0 1 7= %
41 0 1 1 o0 Fg=x!
15(1 0 1 1 1 P
16]0 1 0 0o o 9
17/]0 0 0 1 o F, .= x!
1B8lo 0o 0 0 1 1073
19l0 1 1 1 12
20]1 1 1 1 12
Figure 8

VII, Discussion

In order to make this presentation more complete,
we will mention here a few considerations pertinent
to the use of our encoding method.

First of all, we should realize that while we dis-
cussed the procedure in terms of design of central
control of a digital computer, this is by no means
the only application to which our method can be put.
Another possible use it has is in the synthesis of
the output networks of a sequential switching cir-
cuit, In fact, we can use this procedure whenever
we need to simultaneously encode any number of
Boolean functions with some number of variables,

As is true for most procedures of this type, our
method will be better suited to some problems than
to others, In particular, it lends itself better to
encoding matrices which contain many "don't cares"
than to completely specified ones, Since the method
does not try all the possible assignments (there are
1.4 x 1023 possible distinct assignments for a 20~
word code which uses 5 bits — see ref. 5), we are
not guaranteed that our solution will be as good and
cheap as possible, except in the cases where we meet
our lower bound on the cost; in most cases, however,
we do come quite close to this bound, and thus get
quite a2 good solution., It is also true that this
bound cannot always be met, but it does give us an
idea of how good our solution is,

The main advantage of our procedure is that it is
quite systematic, and lends itself well to being
programmed on a digital computer., Such a mechaniza-
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tion might in fact greatly enhance the usefulness of
our method by allowing us to try several of the pos-
sible codes as determined by our procedure (see Sec.
IV, Step 12).

Finally, we should point out that this problem
has also been treated from a somewhat different point
of view by B. J, Schubert (Ref. 4).

VIII. Conclusion

A method has been presented for simultaneously
encoding an arbitrary number of Boolean functions in
an economical manner, Included is & means for esti-
mating a lower bound on the circuit cost, so that it
is possible to obtain some indication of how good a
particular encoding is. The entire procedure is
quite systematic, and can be mechanized on a digital
computer, The application of this procedure to the
synthesis of gating signals in the central control of
a digital computer is given, and other applications
are indicated, The advantages and limitations of the
method are discussed,

Appendix

We have defined above the cost of a circuit as
being the number of diodes needed to construct that
circuit in a 2-stage form, We will give here a
method for estimating the lower bound on the cost of
a circuit in terms of both the diodes and the gates
needed to realize the circuit in 2-stage form, The
reason for including the cost in terms of gates is
that in some realizations (for instance, when resis-
tor-transistor logic is used) the number of gates or
packages is of more interest than the number of
diodes,

Let us define Py and P, as the minimum costs in
terms of diodes and gates, respectively, of our cir-
cuit, We determine these values in the following
fashion:

1, Consider Sets B and B, as defined in the text
above. Let b be the minimum number of columns
needed to cover all those columns in B which
are not covered by the largest valid D set,
then 1t is obvious that we will need at least
b gates and 2b diodes to realize the signals
corresponding to all the columns in Set B,

2, Consider a column, F;, which is not codable,
We can easily count ihe Nj o and Nj 3 for this

column, and
n
N g=2"% oM
Let Ni stand for either Ni o or Ni 1° If
the folfowing relation holds? !
8
Ni,x-<- 2 < Ni,x + Ni, ()

where s is an integer, 0 < s < n, then this
means that it might be possible to make N ix=
2% by replacing the proper number of @'s
by 1's (or 0's), If this is possible and is
in fact done, then Fy can be realized with a
single gate and n-s diodes, Thus we want s as
large as possible, As an example, consider Fj
in our illustrative example:
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=2 Ni 1= 18 Ni,f 12 n=5

Ni'o ’
2<2®< 14

Thus s can be 1, 2, or 3, If we choose s=3,
then conceivably we could synthesize F; with
one gate and n ~ 8 = 2 diodes, If relation
(1) above does not hold, but the following
relation holds,

N, <2®+2%<N _ 4N (2)

i,x= i i
where t is an integer, 0 < t < s, then the
number of 1's (%r 0's) in F4 can be made
equal to 2% + 2% by substituting the prpper
number of 1's and 0's for the @'s in Fy.” If
this is done, then the following possibilities
exist:

a) If s = n-1, then we can synthesize Fy
with 2 gates and n - t + 1 diodes. As an
example, consider a case where Njj = 17, n=5.
We see that 8 =4 (=n - 1), and t = 0, The
function f = x3 + X3 X3 x4 X5 is seen to con-
tain 17 points, and can be realized with 2
gates and n - t+1=5- 0+ 1 = 6 diodes,

b) If s<n-1, and t =8 - 1, then we
can realize F{ with 2 gates and n - 8 + 2
diodes, For instance, if Nj 1 =12, n =5,
then s =3, t =8 ~ 1 =2, and the function
f = XX+ X323 = X3° (x2+ 13) can be realized
with 2 gates and n~-8+2=5-34+2=4
diodes.

¢) If s<n-1, t<s-1, 3 gates are
needed and 2n -~ 8 = t + 1 diodes, Let, for
an example, Nj3 = 10, n = 5; then 8 =3,

t =1, The function f = XX + x1X3%, con-
tains 10 points, It can be realized with 3
gates and

M -8-t+1=10-3-1+1=7 diodes,>

The formulas given above are fairly easy to
derive, However, it becomes quite difficult
to generalize this procedure to the cases
where Fi doesn't satisfy either relation (1)
or relation (2) above, At present, it appears
best to set the lower bound in such cases to
3 gates and 6 diodes (since each gate has at
least 2 inputs),
If we now consider Set C as defined in the
text, we can obtain the minimum bound on the
cost of covering all the columns in C by con-
sidering all the possible combinations of
columns and/or intersections which cover all
the colums in C, getting the bound on each
set, and choosing the lowest of these bounds.
Let this lowest bound be R4 and R,, for diodes
and gates, respectively, For ins%ance, if a
Set C consisted of F) « Fy, F2 + F3, and Fy,
then we would have to compute the following
sums, where Q(i) stands for the cost of Fj as
determined by Step 2 above:

a. Q(1.2) + Q(3§ + Q(4g

b. Q(l; + Q22'3 + Q(4

c. Q1) +@(2) + Q(3) + a4)
This is done both for the diodes and gates.
We then pick the lowest of these sums as R4
and Ry respectively,

4, Our minimum cost bounds are:

Pd=Rd+2b

P =R _+D0
€ g

We must note here that the minimum cost bounds
have been computed on the assumption that the
networks which realize the various signals res-
resented by the columns in B and C sets are syn-
thesized separately for each such column, This
is often the case in many applications, since it
mekes the design and trouble-shooting easier (a
fault in any part of such a network affects only
one gating signal). It is, however, possible
that in certain cases a saving could be obtained
by designing only one multiple output network for
all the gating signals, It must of course be
realized that the minimum cost bound as computed
by the method given above is not necessarily
realizable so that in some cases there may exist
no solution which meets that bound, However,
this bound does give a feir indication of how
good any given solution is, and in those cases
where it is met, it guarantees that we have in-
deed an optimum solution,
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Summary

A novel approach to arithmetic operations
in digital computers is described which
requires fewer stages of logic and fewer com-
ponents than conventional adder circuitry.
This is accomplished by using the decimal
digits in an arithmetic field to complete
memory addresses which in turn are used to
reference a set of answers prestored in mag-
netic core storage. Multiple non-contiguous
memory addresses stored in the machine
hardware then reference the various digit
positions of the sum, difference, or partial
product at the proper time in the arithmetic
cycle to develop the result, The accuracy of
all results is easily verified by simply per-
forming an automatic validity check on the
data paths within the computer system.

The machine operator need not concern
himself with the "hardware' method used
within the computer, since the arithmetic
commands commonly found in digital com-
puters(Add, Subtract, etc.)are available in the
instruction set for the system shown; table
lookup circuitry does the work.

Introduction

Arithmetic operations (addition, subtrac-
tion, and multiplication) in the computer
system described in this paper are performed
without the use of conventional adder cir-
cuitry as found in most stored program com-
puters. This is done by making reference at
the proper time in the arithmetic cycle to a
set of answers prestored in an assigned table
area in magnetic core storage. Using this
method, arithmetic results are obtained with
considerably fewer components and fewer
stages of logic than are found in conventional
adder circuitry. Furthermore, a completely

checked result is obtained, since a sum, dif-
ference, or product is created solely by
routing the proper data onto the data paths of
the machine; here it can undergo a parity
check, character by character.

Before a detailed description of arithmetic
operations can be given, it will be necessary
to review a few design features of this system
which make table lookup arithmetic feasible.
A partial data flow schematic is shown in
Figure 1. (For reasons of clarity, only
required components are included; input/output,
timing, and control are implied.)

The main storage medium is a three-
dimensional magnetic core array, 12 planes
deep and containing 20, 000 decimal digits, It
is addressed serially by digit from a single
transistorized 5-digit Memory Address Regis~
ter (MAR). The array is driven from two
10 x 10 matrix switches which select one
""column" of 12 cores to be read from memory
to the transistorized Memory Buffer Register
(MBR). Since digits in this system consist
of 6 bits (4 data bits, 1 parity check bit, and
1 flag bit), the state of these 12 cores read
from memory by one read command is placed
in MBR as two digits. (If the digit at memory
location XXXXN, where N is even, is addressed

.for read-out, the digit at memory location

XXXXN + 1 will be read out as well; if the
digit at memory location XXXXN + 1 is
addressed for read-out, the digit at memory
location XXXXN will be read out as well.)
This two-sequential-digit output from memory
using only one address is of great importence
in multiplication. Its application will be seen
late¥. When the two digits have been
received by the MBR, further selection of the
digit is made, based on the units position of
the address in MAR, and it is ascertained
which of these digits is to be sent to the one-
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digit transistorized Memory Data Register
(MDR)., The digit may then be sent from the
MDR to other machine locations.

Three-hundred-twenty memory locations
are assigned as a ''table area'': a 20-digit
area from memory locations 00080 through
00099 to receive the product in multiplication;
a 100-digit area from memory locations 00300
through 00399 for storage of an addition table
for use by the computer during the execution
of all arithmetic instructions (Figure 3); and
a 200-digit area from memory locations
00100 through 00299 for storage of a multipli-
cation table, for use by the computer during
the execution of the multiply instruction
(Figure 7). All of these '"table area' locations
are in addressable memory.

Table lookup arithmetic requires that mul-
tiple noncontiguous memory addresses be avail-
able during the operation so that factors can be
obtained and answers can be written back into
memory at the various digit positions of the par-
tial product (or sum or difference) at the proper
times. This is accomplished through the use of
a two-dimensional core array called Memory
Address Register Storage (MARS, Figure 1)
which supplies the Memory Address Register
(MAR) with the proper address required in each
machine cycle. The eight 5-digit registers in
MARS which are available for MAR to use in
addressing memory are Instruction Address
Registers 1 and 2 (IR-1 and IR-2), Operand
Address Registers 1, 2, and 3(OR-1, OR-2,
and OR-3), and Product Address Registers 1, 2,
and 3 (PR-1, PR-2, and PR-3), Their use will
be discussed later. In any one machine cycle,
MAR is controlled to accept an address from
one of the MARS registers, During the machine
cycle, the 5-digit address in MAR is returned
to a MARS register or registers by way of the
Increment Switch. In passing through the incre-
ment switch the address from MAR may be
incremented by 1 or 2, or decremented by 1, or
may bypass the switch and remain unchanged.
The MARS register to which the MAR address
is returned may be the MARS register from
which the address originally came, or a dif-
ferent MARS register, or the original and a dif-
ferent MARS register., The control for these
operations is determined by the operation to be
performed.

The remaining hardware required for des-
cribing table lookup arithmetic consists of a one-
digit Multiplier Register, a two-digit Digit
Register, two translators called True/Comple-
ment Switches 1 and 2, two Plus 1 Switches, and
a Doubler. The registers serve as temporary

storage devices for digits; the true/complement
switches provide either the true numeric value
of a digit supplied to them or its nines comple-
ment; the plus 1 switches increment by one the
output of true/complement switch 1 and/or the
tens digit of the doubler output; and the doubler
does just what its name indicates, i, e., it
supplies a two-digit output twice the value of its
one-digit input, Table lookup arithmetic does
not require the use of counters, shift registers,
word registers, accumulator registers, or
adders.

Along with the above "hardware' descrip-
tion, it should be noted that the instruction set
of this computer system consists of two-
address, l12-digit instructions, so that the
locations of both fields involved in an arithme-
tic operation are specified in one instruction.
During instruction interpretation time (I-time),
these two 5-digit addresses are loaded into
OR-2 and OR-1 for use during instruction
execution time (E-time). All arithmetic opera-
tions are performed serially, one digit at a
time, on data words (fields) which are variable
in length. FEach field is defined by placing a
flag bit over the high order digit of the field.
The units digit of a field may also have a flag
bit, but this is used to denote that the field is
negative; if the flag on the units digit is missing,
the field is considered positive, (Note: Since
flags have this dual function in arithmetic
fields, the minimum length of a field is two
digits. No restriction exists on the maximum
length, except what is practical for the stored
program being executed.)

Addition

Let us now follow the logic of the addition
of two positive fields as it would occur in a
typical Add instruction. The general approach
taken by logical circuitry within the machine
is the use of corresponding digits of the addend
and augend to form a unique address in core
storage at which is stored the sum of the two
digits selected, This sum then replaces the
augend digit in memory, and the procedure is
repeated using the next higher order digits of
the two fields,

Assume that I-time for the instruction has
been completed so that the 5-digit memory
addresses of the addend and augend have been
stored in MARS registers OR-1 and OR-2,
respectively, The address of the augend stored
in OR-2 has also been stored in OR-3, should
recomplement be required. In Figure 1, it can
be seen that in the first machine cycle the
address contained in OR-1 is read out of MARS




to MAR. Using this MAR address, the digit in
the units position of the addend is read from
memory to MBR and thence to MDR. From
here it is placed on the data bus and stored
temporarily in the digit register (units),
Simultaneously, the address in MAR is passed
through the increment switch, decremented by
1, and replaced in OR-1 as 09174 (i. e., the
address of the tens digit of the addend).

At the beginning of the second machine
cycle the address contained in OR-2 is read
out to MAR, The digit at this address (the
units position of the augend) is then read from
memory to the MBR and then the MDR. The
address from MAR bypasses the increment
switch and is replaced unchanged in OR-2,
After memory has been read in this cycle
{(shown in Figure 2), MAR is reset and the
augend digit from MDR passes through true/
complement (T/C) switch 2. The true output
of T/C switch 2 is stored in the tens position
of MAR. Simultaneously, the addend digit
previously stored in the digit register (units)
is passed through T/C switch 1 and the true out-
put, bypassing the Plus 1 Switch, is placed in
the units position of MAR. The remaining
positions of MAR are filled with fixed digits;
zeros are forced into the ten-thousands and
thousands positions, and a "3'" is forced into
the hundreds position,

This address is then used to read a digit
from the addition table stored in memory
(solid coordinates in Figure 3) to the MBR and
then the MDR during the third machine cycle
(Figure 4)., This is the units digit of the sum,

The fourth machine cycle finds OR-2 again
read out of MARS to MAR. The augend digit
at the corresponding memory location is
replaced by the units digit of the sum which was
stored in MDR during the previous machine
cycle. The address from MAR simultaneously
passes through the increment switch, is decre-
mented by 1, and is replaced in OR-2 as 14623
(i. e., the address of the tens digit of the
augend). One add cycle has now been completed
and one digit of the sum developed,

The procedure is now repeated in the next
four machine cycles, developing the sum of the
tens digit of the addend and augend (the addresses
of these digits are now contained by OR-1 and
OR-2, respectively), A carry occurs using
this pair of digits which is detected and handled
in the following manner: After the proper
digits of the addend and augend are routed to
MAR, the manufactured address is used to
read the second digit of the sum (flag bit
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included) from the addition table in memory
(dashed coordinates in Figure 3) to MDR, The
flag bit stored with this digit denotes a carry
resulting from the addition of the two digits.
(Detection of this flag on read-out sets a logi-
cal path to provide for the inclusion of the
carry when the hundreds digits are added.)
The sum digit from MDR (without the flag) is
stored back in memory per OR-2, replacing
the tens digit of the augend. At the end of the
second add cycle, the MARS addresses are:

MAR 14623
MARS OR-1 09173
MARS OR-2 14622
MARS OR-3 14624

The last digit of the sum is developed in
the same manner (Figure 5), except that the flag
detection from the previous add cycle causes
the output of the digit register (units) to pass
through T/C switch 1 and the plus 1 switch to °
compensate for the previous carry. The
address in MAR used to obtain the sum digit
is, therefore, increased by one over that
which would normally be used. The sum digit
is then placed back in memory, replacing the
last digit of the augend, The fact that both
fields contain a flag bit in the digit position
used in this add cycle terminates the add
operation, and the computer starts the I-time
of the next instruction in the sequence.

Addition of two fields requires 4A machine
cycles where A equals the number of digits in
the augend,

Addition of two fields with unlike signs and
subtraction are carried out by complement
addition, but the procedure is only slightly
changed from that previously described. If,
for example, the augend field had been nega-
tive in developing the previous sum, the out-
put of T/C switch 2 would have been the nines
complement of its input., The table lookup is
then performed as before, using the true value
of the addend and the complemented value of
the augend for the table lookup address.

(Note: To get the tens complement of the field,
a carry in is assumed on the first add cycle
which is implemented by having the plus 1
switch increment the output of T/C switch 1
by one before the digit gets to MAR,)

Recomplement is performed whenever the
signs of the augend and addend are initially
different and the sign of the sum is negative.
After the sum is completed and it is
determined that recomplement is required,
the reset address of the units digit of the sum
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is transferred from OR-3 to OR-2 and another
pass is made through the sum, complementing
each digit. This, too, is performed using the
table lookup procedure. Each digit of the sum
passes through T/C switch 2 whose output, in
this case, is the complement of the sum digit
input. This output digit is routed to the tens
position of MAR and a zero is forced in the
units position; the table lookup performed
using this address causes memory to yield the
complement of the original sum digit to MDR,
It is then placed back in memory in the proper
sum digit position, The procedure is repeated
for each of the sum digits until the recomple-
mented field is completely developed. Recom-
plement requires four machine cycles per
digit of the sum.

Multiplication

Multiplication utilizes six of the eight
MARS registers to store addresses and makes
reference to a multiplication table as well as
the addition table. The product is built up
serially in much the same manner as a third-
grader performs his multiplication. Logical
circuitry within the machine sequences the use
of single digits of the multiplier and multipli-
cand to form unique core storage addresses,
at which are stored the partial products.

After a partial product is added (through table
lookup) to the product area, the logic deter-
mines the next pair of multiplier and multi-
plicand digits to be used. The process con-
tinues building up the product in the product
area until each digit of the multiplier has been
used with each digit of the multiplicand and the
product has been developed.

During I-time in the Multiply instruction,
OR-1 is loaded with the address of the multi-
plier, and OR-2 and OR-3 are loaded with the
address of the multiplicand, The product area
in memory (locations 00080 through 00099) is
cleared to zeros, and address 00099, the units
digit of the product, is placed in PR-1,

During the first E-time cycle, the units
digit of the multiplier is read from memory
per OR-1 to the multiplier register, and OR-1
is reloaded with the address of the tens digit
of the multiplier; it remains inactive until each
digit of the multiplicand has been used,

On the second machine cycle, the units
digit of the multiplicand is read from memory
per OR-3 to MDR and thence through T/C
switch 2 to the tens position of MAR, OR-3 is
simultaneously decremented by one., Figure

6 shows the status of MARS at this point,
During this same cycle, the digit from the mul-
tiplier register is doubled and sent to the
hundreds and units positions of MAR; the
hundreds position is increased by one before
reaching MAR by passing through the plus 1
switch,

The manufactured address in MAR is then
used (third cycle) to read from memory to
MBR-Even and MBR-0dd the two-digit product
of 6 and 9 (solid coordinates in Figure 7).

[Note: The advantage of having two sequen-
tial digits read from memory for each
address used is obvious here, It should
also be noted that this product is stored in
memory with the digits transposed, Since
the multiplier digit is always doubled, the
address in MARwill always be even, per-
mitting the addressed digit to pass to
MBR-Even, to MDR, and thence to the
units position of the digit register. The
digit from MBR-0Odd is transmitted on a
separate data bus to the digit register
(tens), where the product then appears in
proper sequence.:]

PR-1 is read out to MAR and the units
digit of the product area (initially zero) is
transferred to MDR during the fourth cycle.
In parallel the MAR address is placed unchanged
in PR-2, and also into PR-1 decremented by
one (Figure 8), (PR-1 will not be used again
until all digits of the multiplicand have been
used, It functions then as a reset address for
the proper positioning in the product area.

Its function will be demonstrated later.) The
digit in MDR and the product units digit from
the digit register (units) are then used to
obtain a sum address in the usual way.

On the fifth cycle the manufactured
address in MAR is used to read the sum of 0
and 4 from the addition table in memory to
MDR, as described earlier.

On the sixth cycle PR-2 is read out to
MAR, then decremented by one and placed
back into PR-2 and PR-3 simultaneously. In
parallel, the new partial product low order
digit in MDR is read back into memory per the
MAR address.

PR-3 is read to MAR and placed back in
PR-3 unchanged on the seventh cycle, so that
the tens digit of the product area can be read
from memory to MDR and routed to MAR Tens
to help create a sum address as before (Figure
9). The product tens digit from the digit



register (tens) completes the variable portion
of the address.

Reading from memory using this address
in the eighth cycle obtains the sum of 0 and 5
from the addition table to MDR,

The last cycle (ninth) in this sequence
causes the digit in MDR to be placed back in
memory using the address from PR-3. The
two-digit product of the units digits of the
multiplier and multiplicand is now located in
the proper position in the product area.

E\Iote: The interaction of PR-2 and PR-3 is
not obvious from this example. Each time a
two -digit product of a multiplier digit and
multiplicand digit is created, it is necessary
to add these two digits serially to the partial
product previously developed. PR-2 is used
to add the units digit to the partial product,
and it then steps to the address of the tens
digit. Any carries which may occur from
the addition of the units digits can be propa-
gated by increasing the address used in the
table lookup of the addition of the tens digits.
Carries resulting from the addition of the
tens digits, however, may have to be propa-
gated several times before the next sequence
is performed. PR-3 is used to accomplish
this when necessary (not required in this
example) and PR-2 holds its place as a
reset address.

The tens digit of the multiplicand is obtained
on the tenth cycle, using the address from
OR-3 which is read to MAR, decremented by
one, and placed back in OR-3, % The tens
digit travels from MDR to MAR Tens as before,
and simultaneously the output of the multiplier
register and doubler is placed in MAR Hun-
dreds and MAR Units, completing the address
(Figure 10). The flag bit on the multiplicand
digit is sensed on this cycle, and a flip-flop

is set to start the procedure over again with
the units digit of the multiplicand when this
sequence is completed,

* For purposes of clarity in explaining the
example chosen, development of the next par-
tial product using the tens digit of the multi-
plicand is shown as additional unique cycles.
Actually, the logic of the multiply timing ring
would cause a return to the second cycle above
except that (1) the addresses now in MARS
would be utilized, and (2) PR-2 would be used
in the fourth cycle instead of PR-1.
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Again, reference is made to the multipli-
cation table in memory (eleventh cycle) using
this manufactured address (dashed coordinates
in Figure 7). The two-digit product of 4 and 9,
with digits transposed, is read to MBR-Even
and MBR-0Odd and thence to the digit register
as previously described.

PR-2 is used in the twelfth cycle to obtain
the previously developed partial product tens
digit from memory. This digit and the product
units digit are used to form a sum address as
before (Figure 11).

An add cycle (thirteenth) is again carried
out, using this manufactured address to refer
to the add table. The one-digit sum is read to
MDR from memory. Since the sum of the two
digits is greater than 9, a flag (carry indication)
is detected which sets up the gating to include
the carry on the next add cycle.

Using the address in PR-2, the new partial
product tens digit (without its flag) is read back
into memory (fourteenth cycle). In parallel with
the reading of the digit back into memory, the
address is returned to PR-2 and PR-3, decre-
mented by one. At the end of this cycle, the
MARS addresses are:

OR-1 00422
OR-2 12047
OR-3 12045
PR-1 00098
PR-2 00097
PR-3 00097

It is then necessary to read out the hun-
dreds digit of the partial product (fifteenth cycle);
PR-3 is used. Itis placed in MAR and replaced
unchanged in PR-3, This digit and the product
tens digit, from the digit register (tens), form
a new sum address except that gating through
the plus 1 switch provides the effect of the carry
from the previous add cycle.

The sixteenth cycle of this sequence is then
executed, using the manufactured address in
MAR (00304) with memory yielding the sum
digit to MDR from the addition table.

On the last cycle of this sequence, PR-3
is used to place the new hundreds digit of the
partial product back in memory. The partial
product is now complete, using both digits of
the multiplicand and the units digit of the
multiplier.

We now return to the first cycle, where a
new multiplier digit is required and OR-1 is
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used to obtain it from memory (Figure 12).
The flag is detected on the digit, which sets
flip-flops to terminate the execution of the
instruction when the flag is next detected in the
multiplicand. This new digit is stored in the
multiplier register, and OR-3 is reset equal
to the content of OR-2, providing the return
path to the units digit of the multiplicand.

From this point on the multiplication
proceeds, developing the remaining digits of
the product in a manner similar to that pre-
viously described. It should be noted that
PR-1 contains the proper address at which the
next digit of the partial product will be
developed. PR-2, therefore, will be reset to
this address at the proper time and PR-1
decremented by one so that a new reset
address is then available. It will not be needed
in the development of this product, however,
since the complete product will be developed
before it is again required.

On the last memory cycle in the develop-
ment of the complete product, a flag bit is
placed over the high order digit of the product.
No restriction exists on the maximum length
of the product except that only 20 digits of the
product area are cleared to zero in the execu-
tion of the multiply instruction. Should the
product exceed 20 digits, additional program-
ming steps are required to clear to zero the
appropriate number of digits in excess of 20
before multiplying.

Multiplication of two fields requires
approximately Q(8. 4P + 2) machine cycles,
where Q and P equal the number of digits in the
multiplier and multiplicand, respectively.

Conclusion

The system presented above describes
the arithmetic unit incorporated in the first
engineering model of the IBM 1620 Data
Processing System. A refinement of this
table lookup arithmetic is included in the pro-
duction version of the 1620, No division
hardware was provided because the use ratio
of such an instruction to others was found to
be small. Since other features of the 1620
provided convenient subroutine programming,
division was included as part of the general
program package of mathematical subroutines
(sin x, log x, eX*, etc.) included with the
system.

While table lookup arithmetic is employed
in the 1620, the arithmetic operations described
above are applicable to any system having the
necessary organization. It is important to note
that the speed of the arithmetic is directly
proportional to the machine cycle. Also, the
machine organization described in this paper
lends itself to a table lookup divide instruction
using the existing components; only economic
justification and the divide timing ring are
required.

Elimination of the expensive adder cir-
cuitry heretofore required was made practical
by using many of the components needed by the
system for other operations. The low cost,
high performance core storage, for example,
provided the table area and the speed required
for efficient arithmetic operations. The MARS
array and registers, "too, were required for
other uses by the instruction set. That being
the case, a few extra components and a logical
sequence provided the same final result as a
conventional adder, but at a reduced cost.
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9.1

ON MICROELECTRONIC COMPONENTS, INTERCONNECTIONS,
AND SYSTEM FABRICATION

Kenneth R. Shoulders
Stanford Research Institute
Menlo Park, California

Summary--Microelectronic data processing systems
are analyzed and various requirements for compo-
nents are considered, The rapid reduction in
transmission line cross section upon scaling down
causes increased losses in microelectronic systems
thus giving rise to the need for high impedance
components for non-cryogenic applications. A new
component is proposed that seems particularly
suited for microelectronic system requirements and
fabrication methods, This component is based upon
the quantum mechanical tunneling of electrons jinto
vacuum; has an estimated switching time of 10~
seconds; promises immunity to temperature varia-
tions; and seems adaptable to self-forming manu-
facturing methods giving component uniformity., A
method of electron beam activitated micromachining
for film materials is presented in which a thin
chemically resistant film is formed with an elec-
tron beam to selectively protect the film being
machined during a subsequent molecular beam etch-
ing. This high speed process has resolution capa-
bilities of several hundred angstrom units; can
process electronically clean materials with mini-
mum contamfhgtion; and may ultimately be suited
for the economical production of one cubic inch
data processing systems having 1011 active compo-
nents, '

fhe Over-All Requirement

We want to build electronic data processing
systems that have the complexity of human neural’
networks but are capable of operating with elec-
tronic speed. These machines should be capable of
solving very complex problems such as those that
arise in nonlinear systems, magnetohydrodynamics,
pattern recognition from the real world, self-
organization and learning, and should in general,
be very useful assistants in our society.

Having once obtained such a machine, the need
will invariably arise to make it highly portable
so that it can cope with problems where they exist
instead of depending on problems being brought to
it, Everyone should have such a personal assist-
ant.

The realization of such a machine requires an
extremely high degree of organization of matter
and may not be economically permissible unless a
high speed electronic construction process is used
for specifying the end product. Admittedly, this
is not the next gemneration of equipment to be ex-
pected., Our aims here are to try to achieve what
seems possible with electronics and not base our
work upon an incremental advance from present de-
vices,

There has been a tendency lately to conceal
the need for high resolution processing methods

through the use of such terms as "molectromics,"
or by talk of distributing this-or-that.