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Overview


The planning stage should now be complete and documented. If you have not read the earlier sections on planning, please do so now. Considerable attention to the planning stage increases the prospect of successful deployment—one that achieves expected functionality within the allowable time constraints. If you have selected to skip all planning and go directly to deployment you are making an error that could prove to be a costly one. Even the most rudimentary planning will help avert serious, costly and time consuming problems during deployment.


Successful deployment depends on successful planning and execution. Other words commonly used to express deployment are rollout or installation. The deployment of Windows NT Server in a NetWare environment may be NetWare to Windows NT Server conversion, NetWare and Windows NT Server coexistence, or some combination or permutation of the two. Whichever it is, the definition of success will be:


Demonstrating the ability to implement the integration or migration as designed


Executing in a reasonable amount of time


Staying within budget


Delivering expected business functionality for the business unit and end user customers.


To ensure successful implementation of Windows NT Server into a NetWare environment, the rollout should be conducted in three distinct phases. While you can abbreviate or combine some of these phases you can not skip any of them completely without increasing the risks inappropriately. The three phases are:


Proof of Technology


Pilot


Departmental Roll Out


By segregating the various tasks into discrete units, greater control over deployment can be achieved, progress can be more accurately measured, and budget distributions can be more appropriately designated. These three phases will modularize your progress through the deployment. Modularization helps with troubleshooting and redirection if choices made during the planning effort need adjustment. In smaller environments or projects the proof of Technology and the Pilot may be combined into one Phase. In larger projects it is advised to think about and execute them separately. We define and describe the deliverables for each stage below.


Proof of Technology 


In a perfect world, a project will progress exactly as anticipated; certainly no unforeseen, minor technological snags will halt the entire operation. Of course, experience with our imperfect world dictates otherwise. Everything you think you know about how the products fit together, what they do, and how they do it may not be 100% accurate or is at best incomplete. Data sheets and marketing level knowledge may prove insufficient during installation. What is missing is a deeper technical knowledge of the products and how they fit in the integrated system you planned and especially how they fit with products from other vendors. That knowledge comes from experience derived during the Proof of Technology Phase. 


During this phaseis the time to demonstrate in a relatively controlled environment that the installation techniques, the migration plan, and other steps in the process work as designed, and that the end result is the desired goal. During this phase demonstrate connectivity (that the desktop workstations can talk to the NetWare server, desktops can talk to your Windows NT Server, and that NetWare and Windows NT Servers will talk to each other) and limited functionality (do your file and print applications work?). 


Usually performed in a controlled and isolated environment, configuration issues are worked out before introducing, or in some cases inducing, an unknown platform or other variables into the existing environment. The downside is that because of the isolation, only limited functionality can be tested. The rest of the functionality will be tested in the Pilot Phase that follows. A successful Proof of Technology phase eliminates most or all installation or hardware compatibility issues which will impede the progress of the deployment.


In larger projects, begin to gather the baseline timings needed to ensure that the performance of the network is optimum once converted. Choose timings that have meaning from the End User perspective (time to startup workstations, for example) as well as more esoteric technical or support timings (such as time to complete a full back up or restore). Baseline timings help to verify and set the expectation levels of events to come.


This phase is normally accomplished off the production network, either in a test lab, or off-site. During this phase you’ll want to test, document, test, document and test and then test some more. Understand the strengths and limitations of the products, and take careful note of any unexpected behavior. Adjust the plan as required.


The Pilot Program


The Pilot builds off the testing done during the Proof of Technology. Within the pilot, all new hardware and software will be installed into the production environment, but still within a controlled atmosphere. To test functionality, utility and throughput from an end user perspective select users (with common workstation configurations) that represent a valid cross-section of the user and applications community. Using the controlled production environment, baseline timings are validated and application access is ensured. The pilot users will begin to stress the system and verify that there are no hidden problems associated with the data and/or account conversion. 


Applications should be tested using predefined scripts with predefined and expected results. These scripts should be developed prior to the deployment of the migration and their results should be verifiable and reproducible. Problems associated with data access, permissions or structure must be addressed during the pilot. Attempts should be made to “break” the system to verify that security and permission information is correct.


The functionality tests should consist of the items identified in the risk assessment table during planning and usually include such items as the following: access to the standard word processing/ spreadsheet applications, custom database applications, custom/internally developed applications and external data communications, such as access to the mainframe via its associated gateways.


During the pilot program, the system performance expectation level should be set and any surprises must be addressed immediately with the affected managers. Their sign off will be necessary to ensure a smooth, on time installation.


The pilot should last a short, but adequate period of time. Based on the applications the customer is running this might range from two weeks to two months or more. Mission-critical applications should be tested through a critical cycle (such as a month-end processing, etc.). Careful documentation of who tested what, when, where and how will assist in the next phase, the Department Rollout.


Departmental Rollout


The rollout is the building block of even very large, international projects. For that reason this document does not go beyond rollout. The rollout, while at times being one of the easiest phases of deployment, can also be one of the most frustrating, difficult and time-consuming if unanticipated problems arise that are not resolved quickly. Rollout is a production activity and in most shops that means the alternative to success adversely impacts real work, and real users. By the time you get to the Departmental Rollout your plan and components should be ready for a fully-loaded production environment. Exceptions which nobody thought of or specifications never expressed suddenly pop to the surface, affect the installation time table, and make the end user customers nervous if not insulated from adversity. In some cases the new system will illuminate problems with an in-house, one-of-a-kind application. In all cases skipping earlier phases will manifest themselves in surprises during the Rollout. For these reasons, rollout success requires a clearly-defined list of supported and unsupported applications and configurations. It should be included in the documentation for the upgrade process that the departmental manager reviews, signs off on, and understands. Should an application not work as expected, either your testing process during the Pilot did not adequately test the configurations, the configuration that is problematic is not on the list of supported configurations, or the application is not on the supported list. Clear documentation, with lists of supported applications, makes dealing with exceptions a much-easier process.


Even if you are planning an enterprise wide system, you should consider the Departmental Rollout the lowest common denominator of installation and build your enterprise success off of successful rollouts. 


Proof of Technology


Some of the processes covered in this section are particular to the Proof of Technology phase and others are utilized in multiple phases. If they have applicability to the Proof of Technology phase they are covered in this section.


Machine Sign-off Process


A formal acceptance procedure to indicate satisfactory installation, configuration and testing of each system and application should be developed and begun during the Proof of Technology, but used during all deployment phases. This machine sign-off process serves multiple purposes. First, it provides natural milestones. Second, it promotes accountability and ownership. The person who signs off on a machine is ultimately responsible that the system is ready to move to the next phase of the project. Note that the sign-off is per system per phase. Thus, a system may have multiple sign-offs if it is involved in each phase - one for the Proof of Technology, one for the Pilot program and one for the rollout..


There are two tasks necessary to prepare for the machine sign-off.. The first is to determine what is being accepted and prepare a corresponding sign-off document. Information such as machine, items tested and phase (beta/pilot/rollout) must be included in the sign-off document. The second preparation task is to determine who is responsible for the sign off. This may be a member of the technical staff or accountable management person. You may also choose to provide for multiple acceptance signatures. This would force communication of project status.


Preparation Tasks


Select a site


Select a site that provides sufficient insulation from the production environment yet still provides adequate access and communication resources. It may be at the business unit customer site or off-site. It is suggested that this be an isolated Local Area Network (LAN). Wide area networks (WANs) can introduce a level of complexity in communication which is usually more appropriate in the Pilot phase. 


Determine the configurations to be tested


One of each different server and workstation configurations must be tested. “Different” means each different software and hardware combination. For example, if the final production implementation will include four dedicated file and print servers, then only one need be included in this phase. If the final plan is to include a multi-domain environment, then at least one server per domain needs to be included in the test. A NetWare Server is also required because migration as well as interoper�ability will be tested, timed, and tuned. The closer to a production server in terms of users and files, the truer a test can be run. A typical list of configurations involved in this phase consists of:


Windows NT Server 3.51—Primary Domain Controller, File and Print Services


Windows NT Server 3.51—Backup Domain Controller, File and Print Services, SNA Server


Windows NT Server 3.51—Backup Domain Controller, File and Print Services, SQL Server, SMS Server


Windows NT Server 3.51—Backup Domain Controller, File and Print Services, Exchange Server


Windows for Workgroups 3.11 workstation


Windows 95 workstation


Windows NT Workstation 3.51 


NetWare 2.x/3.x server


NetWare 4.x server with bindery emulation


Create a list of each hardware/software platform to be tested. This list must include the following:


For Servers:


Hardware platform


Processor type and number of processors


Amount of memory (or acceptable range of memory)


Hard drives—Number, capacity, speed, and type


Network card(s) type


Other peripherals - CD-ROM, tape backup, etc.


Operating System


OS Version, build


Role in domain


Domain Name


Protocols required (IPX, TCP/IP, NetBEUI, DLC other)


Windows NT Server services installed and running


BackOffice products installed and running (SNA Server, SQL Server, SMS, MS Mail, Exchange)


Other third-party applications installed and running *


For Workstations:


Hardware platform


Operating system


Network (Novell client, Microsoft client)


Protocols


Installed applications *


Determine the tests to be conducted


The concept here is to test one of everything together. Note that application installation and testing is not a part of the Proof of Technology phase. Applications will be verified during the next phase, termed the “pilot program.” 


Login Testing—Develop a matrix that lists which clients will be logging into which servers. If the existing preferred NetWare servers will remain the login servers, then little or no changes will have to be made to the clients. However, if the clients will be logging into a Windows NT Server-based machine with FPNW installed, there will be additional work involved. First the clients’ configured preferred server may have to be changed unless you rename the old NetWare server, and give the old NetWare server name to the FPNW server. Second, if system and/or user login scripts are being used, then their equivalent will need to be established on the Windows NT Server and associated with the respective Windows NT Server user account. And third, if home directories will be migrated from the NetWare environment, files will need to be moved, permissions established, user account information updated and possibly shares for directories created. The specifics for completing these tasks will be detailed later in this section. It is just as important to identify all of the login scenarios so that nothing will be missed during this phase. 


MAP—What network volume or directory connections are required from the suite of standard clients? Are specific drive designations required? This may be a result of application programming or batch files. Develop a matrix that details the production mappings. You will also need to determine which FPNW volumes will be needed. 


Capture—For printing purposes, which printers are captured by default workstations? If the printers will remain on the NetWare servers, then minimal preparation and testing will be needed. However, if the environment will be migrating to Windows NT Server for printer support, then capture testing will be more extensive. First, the printers and print queues on the Windows NT Server must be identified (and created/shared). Then the workstations will need to capture the FPNW printers to direct output. Again, develop a matrix that details the printers, printer drivers, printer location (local or network) and client capture standards. 


File Transfer—The Proof of Technology phase will include simple file transfer tests used for performance and benchmark testing. A matrix that details the possible client-server combinations must be developed. Files of various lengths should be used for the tests. Typically, a 1K, 1MB and 5MB file will be adequate. 


Run baseline tests


In order to prove whether or not the Windows NT Server box performs as well or better than the existing NetWare server, baseline tests can be made using the current NetWare clients and servers. In fact, the forms and matrices created in the previous steps need to include entries for the current Novell environment. Run the test suite now and document the timings. A stopwatch can be used to get the timings data. The timings from the baseline tests will be compared later to the same tests executed on the various workstation/server combinations.


Check and revise cost estimate


Check that costs have not been missed during this phase. Typically, all costing verification will have been completed earlier. However, a final check of hardware and software components used may uncover something that was needed during testing, but not part of the original costing. Perhaps a system that had been initially targeted for migration did not have sufficient memory or disk capacity. Or a decision may have been made to purchase a new replacement system instead of upgrading as would otherwise be necessary. In cases such as these the cost needs to be captured, revisions must be made to your earlier documents and signoff procured for the changes.


Items that are often overlooked include: 


Modem cables


Rack mounting hardware


External/Auxiliary Power Supply, UPS


Sufficient electrical power


Phone lines


Media


Network cabling and Misc. Components (T-Connectors, hubs, terminators, etc.)


Check and revise time to complete proof of technology phase


Time to install


Each server/workstation component will require a certain amount of time to install. This will depend on the software to be installed, the installation media and the hardware platform on which it will be installed. You should determine if there are any backup requirements prior to the installation. For each of the different systems involved in the Proof of Technology phase, estimate the amount of time to backup the existing system, reformat (if necessary) and install the software. Then add approximately 50% to allow for unknown problems that may arise at this time. Typical problems include time to backup and verify the backup of existing systems, corruption of installation media, incompatibility between software releases and specific hardware versions. It is not uncommon for the latter to occur as new systems are frequently delivered with the latest upgrades and releases. 


If you document your choices during install you can use this work as the cornerstone of the standards document as it should provide the detail required for thorough delineation of the conventions used.


Time to configure


After installation some systems and components will need further configuration. Some configuration activity will be known prior to installation. For example, establishing the appropriate account security and file security, creating a template logon script, configuring for a second network card are all examples of configuration tasks that will be known prior to the installation. In addition, there will be some tuning and tweaking of the beta environment that will not be known until after the components are installed. Prepare for at least a day per machine for configuration.


Time to resolve problems


Most system installations encounter some unforeseen glitches along the way. Whether the result of insufficient planning, circumstances beyond one’s control, or just tuning for performance, issues are likely to arise. Although the amount of time required to resolve problems cannot be scientifically estimated, it is always wise to factor in some additional time. How much time depends on the complexity of each different type of server and workstation and the technical background of the staff responsible for the implementation. Perhaps one day for each different component configuration might be appropriate. Building this value into the plan will provide a more realistic time-to-complete estimate and enable you to plan accordingly for project staffing. In the event that the estimated time is not used, an opportunity to complete the project under time and budget presents itself.


Preparation for Installations


Review escalation procedures


Develop or refine escalation procedures to be used for the duration of the project. All individuals involved in the testing must understand and follow the procedures. Escalation may be desired and or required for different reasons as listed below:


Project is noticeably exceeding the estimated time


Additional Hardware/Software is needed 


A problem cannot be resolved within a stated amount of time


Additional resources are required to resolve a problem or complete a task (internal or external)


A higher level of authority is required to make a decision


Escalation procedures that are well defined and understood prior to the launching of a project will help the project run smoothly. These procedures must not only include escalation trigger identification, but a process that results in a trail of actions taken and solutions applied. Each occurrence must be documented. The documentation should minimally include: 


Date and time of initial occurrence/problem


Steps taken to resolve the problem


Date and time of escalation


Person to whom escalated


Resolution


Date of Resolution


Current Status


Escalation documentation should be maintained in an easy to reference database system. In fact this could be the start of a reference system that can be used as a production helpdesk tool.


Start implementing the physical Ethernet or Token Ring™ network during this phase. Installation is performed on a system by system basis, but will require the physical network and can take advantage of it for automated install from a server. The LAN must be in place and functional prior to the installation of the servers as the Windows NT Servers will be looking for IPX frame type on the wire. The actual steps and components required will depend on the topology and media being used. You will need a connection for each server and network attached printer involved in the beta tests. Optimally, you will also have a connection for each workstation involved, however, you can test clients individually and share network connections if necessary.  


Prepare documentation activities


Each test must be clearly documented including results, personnel conducting test, date of test, special problems encountered and solutions applied. Any notes and sign-offs signatures are also required. Before actual installation and testing begins, prepare a notebook or database that will be used for documentation. Typically this will include forms developed and initialized in preceding steps. This documentation will also provide a concrete project status. 


Verify hardware components


Check that all hardware components have arrived and are correctly installed. Ensure that all hardware components are on the Microsoft Hardware Compatibility List (HCL). Although this step was completed in the planning phase against a paper list of hardware components, check a current list again against the actual hardware. The most recent HCL can be found on the Microsoft Network or CompuServe. If a hardware component does not appear on the list, contact the hardware manufacturer and get a Windows NT Server compatible driver. If the product is not supported under Windows NT Server (i.e. there is no Windows NT Server compatible driver) select an Windows NT Server compatible replacement, procure, and install. 


Configure hardware components


If your server platform has a special hardware setup, such as disk array controllers, Compaq Insight Manager, RAID (Redundant Array of Inexpensive Drives) you will need to verify the configuration and make or update configuration diskettes.


Attach servers, workstations, printers to network


All components participating in the Proof of Technology Phase should now be physically connected to the that LAN. This includes NetWare-based servers, Windows NT Server-based machines, network printers and client workstations. The one exception to this list applies to workstations. If there are not enough network connections to simultaneously support all of the clients, then connect as many as possible. 


Secure the installation kit


Be sure that you have the following items handy: 


Windows NT Server 3.51 Server CD


Three Windows NT Server 3.51 startup diskettes


File and Print Services for NetWare CD


Blank diskette (for the Emergency Repair disk) 


Blank diskette (to create an Windows NT Server bootable diskette) 


While there are a number of options for installing workstations, including loading each with diskettes, CD ROM or across the network, the most popular one is across the net install. Windows NT Server allows network downloads to set up workstations. This is accomplished by making a simplified network boot disk. Its sole purpose is to establish as session on the Windows NT Server that allows you to run WINNT /B which is the command to download a workstation image across the network from the server to the workstation. Most workstation installations use this technique.


Gather Windows NT Server box installation information


During the installation, you will be prompted for specific information. Some of this information can be changed at a later point in time, other information cannot be changed unless you reinstall Windows NT Server. Know the following:


Server Name—this is also known as the computername or NetBIOS name. It can be changed later


Domain Name—this cannot be changed later on domain controllers unless all servers in the domain make the same domain name change


Role in Domain—if this is the first server being installed in the domain it must be the Primary Domain Controller (PDC), else it may be a Backup Domain Controller. Do not select “Server,” unless you are not using the server for migration purposes.


Protocols to Install—must include at a minimum IPX. Other protocols can be installed and configured as required.


Frame Types Required—During the installation process, you must select at a minimum IPX as a transport protocol. This is the standard NetWare protocol. All existing NetWare clients will be configured with IPX. IPX must also be configured with the correct frame type. There are various frame types depending on the underlying physical network. In order for a NetWare client to communicate to a NetWare server, both must be configured for the same frame type. If there is a NetWare server already on the network, the IPX stack on the Windows NT Server system can be set up to “autoconfigure” the existing frame types. A network can support multiple frame types concurrently, however, the Windows NT Server IPX protocol will default to 802.2 frame type if multiple types are detected. If your network requires that the Windows NT Server Box support multiple frame types, you will have to manually configure the IPX protocol.


Network Card and Settings—Depending on the network card installed, you may be asked for the interrupt, DMA channel and I/O address used by the card. If you provide options that do not agree with the current card settings, then the network will not be accessible by the server.


Server file partitioning


The FAT partition size is restricted to 2GB, and NTFS is restricted to 16EB (exabytes). Verify that the disk(s) have been appropriately configured with a primary partition or partitions and extended partition. 


Each physical disk can have up to four partitions, of which only one can be an extended partition. 


Operating systems must be installed on a primary partition. 


The active primary partition determines which operating system will boot when the machine is turned on. 


Extended partitions are further segmented into logical drives. 


In order to install Windows NT Server, the minimum drive prerequisite is for a primary partition to be created. 


An extended partition, disk mirrors, volume sets, logical drives and other primary partitions can be created after Windows NT Server has been fully installed. 


FAT partition can be converted (in place) to NTFS after Windows NT Server is installed. 


Installation of Windows NT Server


Windows NT Server box express installation from CD ROM: Step-by-Step 


Getting started with Windows NT Server load


Insert the Windows NT Server 3.51 Server CD into the CD drive. Insert the Setup Disk #1 into the diskette drive. Turn on the machine. 


When prompted, insert Setup Disk #2 and press ENTER to continue. Select the default Express as the type of installation by pressing ENTER. Additional changes or options can be made after the initial setup.


When prompted, insert Windows NT Server Setup Disk #3 and press ENTER to continue. The system will attempt to detect SCSI devices, CD-ROM drives and special disk controllers. A list of found devices will appear. If there are more or different devices than those detected, make the necessary changes and press ENTER to continue.


Press ENTER to use the CD-ROM as the installation media.


Set up your hard drives


Select the partition onto which Windows NT Server files will be installed (this is referred to as the load or system partition). Typically this will be C:. Press ENTER to continue. If the system does not have a primary or extended partition, you must first use a disk utility to establish the drive partitioning. After this has been completed, start the installation process again.


Unless there is a specific reason for leaving the load partition FAT, select “Format the partition using the NTFS file system.” This will cause the file system to be formatted NTFS at the end of the installation. Although Windows NT Server supports both FAT and NTFS, NTFS is required for file level security (C2 level security). This is very important in a Novell migration. If you will be moving directories and files from the Novell server to Windows NT Server, in order for the trustee rights to migrate as well, the target Windows NT Server partition must be formatted NTFS. A FAT partition can be converted to NTFS after Windows NT Server is installed.


Accept the default \WINNT35 directory. Press ENTER. System directories will be created and files copied from the CD to the hard drive. When prompted, remove the Setup Diskette and press ENTER to restart your system in order to continue with the setup process.


Register Your Windows NT Server and setting up your Domain Controller


Type your Name and Company at the Windows NT Server Setup dialog box. Select Continue and verify the name and company by selecting Continue a second time.


Enter the Product ID. This will be found on either the inside back cover of your Installation Guide or on your registration card that came with the Windows NT Server Box product. Press ENTER to continue. Select Continue to verify the information just supplied.


Select Domain Controller (Primary or Backup) and choose Continue.


At the Licensing dialog box, select the appropriate licensing (per seat or per server). If you select Per Server, be sure to supply the correct number of concurrent connections. Press Continue.


Read the text. If appropriate, click in the “I agree that:” box and select OK. If not, the product will abort the installation process.


Enter a unique computer name of 15 characters or less. This will uniquely identify this machine on the network. Select Continue. If the name is correct, select Continue again. If you need to change the name select Change. This name can also be changed later from the Control Panel System Applet.


Choose the Local Language and select Continue. Do not Set up a Local Printer at this time. Select Cancel and confirm OK.


Set up the NIC and protocols


The system will attempt to detect the installed network adapter card. For each card found, you will be presented with a setup dialog box. Depending on the type of card and current card settings, you may be required to provide the correct IRQ level, I/O Port Address, I/O Channel Ready and Transceiver Type. Choose Continue when the information is consistent with the installed network card.


Select the “NWLink IPX/SPX Compatible Transport” protocol. In most cases you will want to deselect the default TCP/IP transport. If you need to install the TCP/IP protocol, do not deselect it. When prompted for TCP/IP configuration information refer to the Windows NT Server online documentation for information. This guide will detail the installation and configuration only of the NWLink IPX/SPX protocol. Choose Continue.


For each installed adapter, you will be prompted to specify the NWLink IPX/SPX frame type. If only one frame type is in use by current Novell servers, then choose the “Auto Frame Type Detection.” Upon startup, the Windows NT Server computer will configure itself to use the frame type that is detected on the network. Otherwise, select the “Manual Frame Type Selection” and bring the active frame types into the selected box on the left, and the unused frame type to the box on the right. NetWare 3.12 or higher networks with an Ethernet adapter card use 802.2. Other Ethernet adapter configurations (NetWare 3.11 default) use 802.3. For Token Ring adapters choose 802.5. Select OK to continue.


For the first Windows NT Server computer installed in the domain, you must select “Primary Domain Controller” and supply the name of the new domain. For additional controllers in an existing domain, select “Backup Domain Controller,” enter the domain name, and provide an existing administrator name and password. The Primary Domain Controller must be accessible through the beta network in order to install a Backup Domain Controller. Choose OK.


Perform initial administration


At installation, the ADMINISTRATOR user is created. You may provide a password in the Administrator Account Setup dialog box by entering the password in both the “Password” and the “Confirm Password” fields. Note that Windows NT Server passwords are case sensitive. If you do not supply a password at this point the ADMINISTRATOR account will have no password. A password can be assigned at a later date. Select Continue. If you did not assign a password, choose OK to confirm your decision.


Verify the Date, Time and Time Zone. Select “Automatically Adjust for Daylight Saving Time” if appropriate. Choose OK.


The system display will be detected. Press OK. Make any changes to the font size, color palette, modes, display type, refresh frequency or desktop area. Select the Test button and confirm OK to begin the display/graphics adapter test. If you saw the test bitmap properly, choose YES. Otherwise choose NO and repeat this step as many times as necessary. Choose OK to save the tested settings. Press OK to continue.


Insert a blank diskette and select Yes to create an Emergency Repair Disk (ERD). Choose OK to confirm. Create Emergency Repair Diskette. During the installation you are asked whether you wish to create an “Emergency Repair Disk.” Although you can create one later using the RDISK utility, it is sound practice to create one during installation. This diskette will contain the initial configuration settings. 


Remove the Emergency Repair Disk and label it. Include the computer name and the date on the label. Store it in a secure location.


Restart the Computer. Congratulations, you have just installed Windows NT Server!


Verify initial installation phase


You will want to reboot your system and check the System Log via the Event Viewer. If any errors were detected during the first part of the system installation, it will be reflected in the system log. Some informational entries may appear. Read through all entries and take corrective action if necessary.


Reboot and check system log.


Press Ctrl+Alt+Del to log on. At the Welcome dialog box enter Administrator in the Username field and provide the password that you assigned during the installation. If you did not assign a password, leave the Password field blank. Choose OK.


If you supplied the wrong name or password Choose OK and enter the correct one. Remember that passwords are case sensitive. Usernames are not case sensitive.


In the Program Manager, open the Administrative Tools group and double click the Event Viewer icon. You are looking at the System log. This contains information, warning and error messages about the Windows NT Server startup process. You should verify that there are no errors. Some informational messages are normal and should be expected. If there are any critical errors, they should be corrected before proceeding. Generally, initial startup errors fall into the following categories:


Configured Network card settings do not match the card


NWLink IPX/SPX protocol configured with the wrong frame type


The Windows NT Server-based machine is not physically connected to the network.


Reconfigure the network card or protocol.


To reconfigure a network card or protocol, start the Control Panel which is in the Main Group. Then select the Networks applet, select the card or protocol and select the Configure button. You will have access to the same dialog boxes used to initially install and configure the components. Make the necessary changes and restart the system for them to take effect. Repeat this step until there are no errors.


Installation of Gateway Service for NetWare (GSNW)


The Gateway Service for NetWare (GSNW) service ships on the Windows NT Server CD and is installed using the Control Panel’s Network applet. GSNW provides the NetWare client for a Windows NT Server. This allows the Windows NT Server to function as a NetWare client - as will be evident in the File Manager. Once installed, in addition to the Microsoft servers which appear in the browse list, any NetWare Servers that are configured for the same frame type as the Windows NT Server will appear in a list under the heading “NetWare or Compatible Network.” GSNW is required for the NetWare to Windows NT Server Conversion Utility to function. 


A second feature of GSNW is the Windows NT Server to NetWare Gateway that provides Microsoft network clients with access to NetWare resources. In essence, the Microsoft clients think that they are connecting to a standard Microsoft server resource— they are actually connecting to a NetWare resource through the gateway service. This is particularly useful if the Microsoft clients only have either the TCP/IP protocol stack loaded, or the LAN-based NetBEUI protocol loaded. With a single network protocol, shared with the Windows NT Server, the network clients do not have to load multiple network protocols to access resources on the NetWare server.


During installation you will be prompted for a Preferred NetWare Server. This is the NetWare Server that a user will log into by default from the Windows NT Server. If Windows NT Server is unable to find a selected “preferred” server, there are two things to check. The first is to verify that the Novell server is physically on the beta network and that it is currently running. This server must also be version 2.x, 3.x or 4.x (running in bindery emulation). The second common problem is an unmatched frame type between the Windows NT Server and the Novell server. 


Before installing the GSNW, it will be advantageous to create duplicate administrator names on both the Windows NT Server domain and the NetWare server. You can either add an account called “Administrator” to the NetWare server and give it the same rights as the “Supervisor” account, or you can add an account called Supervisor to the Windows NT Server domain and make it a member of the Administrators group and the Domain Admins group.


Step by-step instructions for installing GSNW 


Getting started with GSNW


From the Main group start the Control Panel, Select the Network applet icon


Choose “Add Software,” Select “Gateway Service for NetWare” and choose Continue.


Be sure that the path to the Windows NT Server 3.51 distribution files is correct and select Continue. Select OK to complete the network reconfiguration and Restart the Windows NT Server.


Log back on with the Administrator account. You will be prompted to select a “Preferred Server for NetWare.” You should be provided with a list of all known Novell servers on the network to choose from. As a NetWare client, now, when you log on to this system, your account will automatically be validated by the Windows NT Server domain and will also be authenticated by the preferred NetWare server that you select. If your password on the Windows NT Server domain is different from that on the NetWare server, you will be prompted to enter the NetWare password.


To verify that the Gateway Service for NetWare has been installed, invoke the Control Panel from the Main group. You should have a new applet icon titled “GSNW.” If you start the GSNW applet you will be presented with a dialog box through which you can change your preferred server and print options. If you do not need to install the gateway feature of GSNW, then continue with install FPNW below.


Be sure that the account which you are logged on to the Windows NT Server has administrative rights and is also a NetWare account. Make any necessary changes through User Manager for Domains. 


Complete the following steps on the NetWare server:


Create (or identify) a NetWare “Gateway User Account.” This is an account that the GSNW service uses to connect to the NetWare Server.


Create a group NTGATEWAY.


Make the “Gateway User Account” a member of the NTGATEWAY group.


Back on the Windows NT Server, go to the GSNW applet in Control Panel, invoke the “Gateway…” button . Check “Enable Gateway” and provide the Gateway User Account and password.


The next step is to add connections to a NetWare resource and share the redirection. Use the Universal Naming Convention (UNC) syntax to specify the Network Path. 


Installation of File and Print Services for NetWare (FPNW)


The File and Print Services for NetWare (FPNW) is a separate, add-on product for Windows NT Server. It provides a Windows NT Server with a NetWare Core Protocol-compatible (NCP-compatible) server service. In layman’s terms, this allows the Windows NT Server to act as a NetWare Server to all NetWare Clients. A NetWare client sees the Windows NT Server when an SLIST command is executed. The Windows NT Server will appear in the client’s File Manager or Explorer list of NetWare or NetWare-compatible servers. A client can “MAP” to a shared volume and directory on an FPNW-enabled Windows NT Server just as if it were a NetWare server. A NetWare client can likewise connect to a printer on the Windows NT Server. Finally, a NetWare client will be able to logon to the Windows NT Server and have configured system and personal logon scripts execute. FPNW installation files are on a CD. If you need to install them from a floppy, copy the appropriate disk directories (there are two of them) to floppies.


FPNW installation step-by-step


From the Program Manager’s Main Group invoke the Control Panel. Start the Network Applet and choose Add Software. Select “<Other> Requires disk from manufacturer” and click Continue.


At the Insert Disk dialog box, enter the path to the FPNW installation files. Choose OK. Select “File and Print Services for NetWare” and choose OK. You must complete the “Install File and Print Services for NetWare” dialog box. 


Specify the Windows NT Server directory that will be used as the “SYS” volume. The default is C:\SYSVOL. Note that for file-level security, you will want the SYS volume to be on an NTFS-formatted volume.


The server will also be given a new name that will identify it on the NetWare network. The default name is the Windows NT Server Computername followed by an underscore and FPNW. You can change this name. In many cases you will want to rename your NetWare server such as (OLD_NW312) and assign the previous NetWare server name to your Windows NT Server configured with FPNW allowing your existing clients to run untouched.


A Windows NT Server Supervisor account will be created. You must supply and confirm the password for the Supervisor account.


In the Tuning section, choose “Minimize Memory Usage” if the system is primarily used for applications, “Balance between Memory Usage and Performance” if the server is both an applications server and file and print server, or “Maximize Performance” to provide the best file and print sharing performance, but will use additional system memory.


Choose OK when complete. If you chose a drive for the SYSVOL that wasn’t NTFS, you will receive a warning indicating that security cannot be enforced. You have the option to change the SYS location.


A special Windows NT Server account called “FPNW Service Account” will be created for running the FPNW services. You must supply and confirm a password for that account. Choose OK. Choose OK from the Network Settings dialog box and Restart the computer.


Logon to the system as Administrator. If you open the Control Panel from the Main group you will see a new FPNW icon. A successful installation of FPNW will also create an FPNW menu in File Manager and a modified user accounts dialog box, adding a button for NetWare client options.


Upon successful completion of this last step (as indicated by the absence of errors in the Event Viewer/System Log), you have achieved Windows NT Server coexistence in a NetWare environment. Migration can follow readily as you replace the functionality of the NetWare servers and decommission them, if your deployment calls for it. But first, be sure that you have documented the actual time taken to complete the above steps for each server. Also, any problems that were encountered should be documented along with the resolution.


Install local and network printers


Install printer protocol


If your environment will include network attached printers such as the HewlettPackard® LaserJet® series with a JetDirect™ card, you may need to install the DLC or other protocol that the specific model you are using supports. Without the DLC protocol, certain Jet Direct card models will not be recognized by the Windows NT Server system. More current models may work with AppleTalk™, IPX, TCP/IP and can be configured to be addressed with multiple protocols simultaneously. The Windows NT Server Printers will be the devices made available to NetWare clients when File and Print Service print queues are created.


Start the Control Panel from the Main group. Choose the Network applet.


Select the “Add Software…” button.


Select “DLC Protocol” in the Network Software field and Continue.


Insert your Windows NT Server 3.51 Server CD in the server CD-ROM drive. This was the original and now the default location for all Windows NT Server installation files. Press Continue to accept the default location.


Select OK to continue. Restart the Server. 


Log in to the Windows NT Server Box as the Administrator.


Install printers


If the server being installed will provide print services to the clients, then the correct print drivers must be installed. 


From the Main group start the Print Manager. (Note that the same Print Manager can be invoked from the Control Panel).


Select the “Create Printer…” option from the Printer menu.


Supply a Printer Name and select the correct driver for the printer. Enter a meaningful printer description.


For locally attached printers: 


Select the physical port (LPT1, LPT2, COM1, etc.) from the Print to list box.


For network attached printers select “Other” from the “Print to” list box and then choose the correct print monitor. For HP printers this would be the “Hewlett-Packard Network Port” selection. 


Press OK to continue.


Enter a name for the port. The hardware addresses of all network printers should appear in the list box. Select the address of the printer being installed. Choose OK to continue.


If you want this printer shared on the network for Microsoft clients, select the “Share..” box, provide a Share Name and optional descriptive location.


Choose OK. Note that this printer is now available for all NetWare clients. They will simply use the standard CAPTURE command and specify the FPNW server name and shared PRINTER name. This is not necessarily the printer share name.


Have your Windows NT Server CD inserted in the CD-ROM drive (the default location) and select Continue. The Printer Setup dialog box will appear. Configure the printer driver as needed and choose OK.


NetWare migration


In many cases migrating off the NetWare platform is preferable to coexistence. In the test network, the migration from the NetWare Server to the Windows NT Server will fall into two or more steps. The first step is to migrate user and group accounts to the Windows NT Server platform. The second is to copy files and directories and corresponding permissions to target directories on the Windows NT Server-based machine. If user logon scripts will be running from the FPNW-enabled Windows NT Server instead of the NetWare server, then you will migrate and modify the login scripts as necessary. You will also have to associate the login scripts with the user accounts. You use the NWCONV.EXE utility to complete these tasks. Finally, if the user’s home directories will be moved from the NetWare Server to the Windows NT Server, you must create the directories, ensure that they are accessible across the network, assign the appropriate permissions and modify the user account to indicate home directory usage.


From the Program Manager File menu choose Run. Type NWCONV in the Command Line field and select OK. 
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This will start the NetWare Migration Utility. If you had installed FPNW from CD, you might run into an error message stating “There is no disk in Drive. Please insert a disk into Drive <CD-ROM drive>”: where <CD-ROM drive> is the CD-ROM drive used to install FPNW. Choose Ignore or Abort several times until the error message no longer appears. This is a documented problem. PSS ID Number Q139280.


Setting up for Migration requires that you first identify the source NetWare server and destination Windows NT Server that will be involved. 


Clicking on the ellipses buttons “…” will provide a list of NetWare servers and Windows NT Server domains and servers to choose from. 
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Select the appropriate pair and choose OK. Note that you should always target a Windows NT Server Primary domain controller for user and group migration. If the account that you are logged on with is not a current NetWare account with supervisor capabilities, you will receive an error dialog box prompting for a valid NetWare ID and password. You can supply “Supervisor” and the password entered earlier for the Supervisor account.


Moving users and groups


 In the planning phase you had determined what the global password scheme would be - no password, all users with same password, or all passwords same as login ids. You also need to know if all users with NetWare “Supervisor” operator rights should be made Windows NT Server administrators. 


Migrating users and groups function within a Windows NT Server domain 


NWCONV.EXE is the utility that you will be using to move directories and files. However, before you actually run the utility, you should run a trial migration.


Select User Options button. Choose the password policy for migrating accounts.��� EMBED PBrush  ���


Select the Usernames tab. Click on the desired process to occur when a NetWare account to be migrated already exists on the Windows NT Server domain. ��� EMBED PBrush  ���


Note: If duplicate users are assigned a prefix during the migration, errors will most likely be encountered when group membership is being established.


Select the Group Names tab and specify action to be taken when duplicate group names are encountered.�� EMBED PBrush  ���


Select the Defaults Tab and pick whether the Windows NT Server or NetWare account policies will be the defaults. Enable the Supervisor Defaults if the NetWare Supervisor account restrictions will be migrated and used rather than the Windows NT Server account policy. If it has been decided to maintain Windows NT Server account policies, you can disable this by unchecking the box. These restrictions include password requirements and intruder lockout settings. By selecting Add Supervisor to Administrator Groups all users with Supervisor-Equivalent NetWare accounts will be added to the Windows NT Server Administrators Group automatically. The last option appears only if using the FPNW and enables NetWare clients to still maintain log-ins to NetWare servers. Windows NT Server does not have this checked by default for security reasons.


Deselect the File Transfer in order to isolate this portion of the migration to the users and groups.


Run a trial migration and view the resulting log files. Make any adjustments to NetWare user or group names. Rerun the trial migration until you are insured of a smooth migration. The ERROR.LOG, SUMMARY.LOG and LOGFILE.LOG files are physically stored in the \<winnt_root>\system32 directory.


When you are satisfied that the user and group account migration will be smooth, start the stopwatch and run the NWCONV.EXE for real. Upon completion, note the time and double check the resulting log files. (Deployment/rollout - remember that NetWare 2.x, and 3.x servers each have user accounts - there is no concept of directory service. Thus, you will likely be “merging” Novell ID’s from multiple servers into a multiple server, single Windows NT Server domain - there will be issues of duplicate names, groups, etc.). Users that are successfully migrated will now be valid Windows NT Server accounts and will also be NetWare compatible. This will be evident when viewing the user properties from the User Manager for Domains. The NetWare Compatible icon is now available.


Moving directories and files


The time has come to copy directories and files from the NetWare server to the Windows NT Server. Prepare for this by creating a mapping on paper. Note that current drive and directory locations may not be the ultimate target drive and directory. You may be moving from a Novell server that had multiple logical partitions to a Windows NT Server configured with one very large C: partition. 


NWCONV.EXE is also the utility that you will be using to move directories and files. Again, configure the utility for a specific NetWare to Windows NT Server file transfer.
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Check the directories that are to be moved and provide the destination partition and directory. You can also have new shares created by the file migration process.
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The share’s permissions will be set to Full Control for Everyone. However, if the partition is NTFS, which is the choice you should make in most instances, the file level permissions will also be converted and maintained. You should run a trial migration that will provide some useful statistics, for example, the number and size of the files and directories involved. In addition, if there is not enough room on the destination Windows NT Server for the files and directories, a warning will be raised. Once you are satisfied with the resulting log files of the trial, you are ready to start the actual move. When the move is complete, review all of the resulting LOG files. Document the number, size and time information. This information will be used for planning future phases.


NWCONV also migrates trustee rights to their equivalent on the Windows NT Server as long as the destination partition is formatted NTFS. There is not a one to one relationship between trustee rights and Windows NT Server file and directory permissions. There is a conversion document that outlines the assignments (put it in the appendix). You should review the resulting Windows NT Server permissions if you have any concerns about the conversion.


Create login scripts


For the NetWare clients who will be running login scripts on the FPNW-enabled Windows NT Server , the first step is to be sure that the corresponding user subdirectories in the \MAIL directory were migrated to the same location (SYS volume and \MAIL directory) of the Windows NT Server. To find which subdirectory is associated with a user, go to User Manager for Domains, open the user properties, and invoke the NW Compatible button. The resulting dialog box will include a user Object ID which corresponds to the user’s script directory in the \MAIL directory. The Edit Logon script button will modify the LOGIN text file in the user’s home directory. If you need to create a system login script, you will need to create and/or modify the file NET$LOG.DAT that will be found in the SYS:\PUBLIC directory. During the logon process the system login script runs first followed by the personal login script.


Note: The user and/or system login scripts that load TSRs or device drivers with the “#” or “EXIT” login script commands will not work properly on Windows 95 clients. This is because the login process loads them into an MS-DOS VM during the running of the login script. However, when the login script is completed the MS-DOS VM is closed and any local environment changes are discarded. 


Create home directories


If NetWare users’ home directories will be moved to the Windows NT Server, there are three steps that must be completed. First, create the directories and appropriate shares. Next, migrate the files from the NetWare Server to the Windows NT Server. Finally, modify the user account to indicate the home directory. 


Document the process


Be sure to document the time to complete the following:


Server installations


User and Group Migration


File and Directory Migration


User login script setup


Home directory setup


Include any problems that were encountered, what was done to resolve them, and appropriate signatures indicating who did the work and who verified the work was complete in the documentation. Throughout the entire Deployment phases, script and batch files will most likely be developed to simplify and standardize specific tasks. These in-house tools should also be documented and stored in a central location for future use. The timings that are documented will be used to verify and modify as necessary estimated time to complete future phases.


Client configuration assumption 


In many cases the workstations will be NetWare clients. This means that they were already configured with a NetWare-compatible redirector - real or protected mode depending on the client and have the IPX/SPX protocol loaded. There are two options with these clients. The first is to make no changes to the client at all! This is accomplished by renaming the NetWare server if it is still to remain in service and adopting the old NetWare server name as the name for your Windows NT Server. By doing this you can avoid any change at all on your NetWare client machines. The second alternative is to leave the NetWare server with its name and to assign a new name to the FPNW-enabled Windows NT Server. In this case additional changes may be required for the NetWare Clients to have access to shared resources and applications on the Windows NT Server and those changes are described below.


Configure Your Clients


Configure NetWare Windows for Workgroups client 


If your clients are Windows for Workgroups 3.11-based NetWare clients that will still use a NetWare server as the preferred server, then no changes are needed to enable the client to access the FPNW-enabled server. Depending on the access these workstations require to the Windows NT Server you may elect to alter the workstation configuration (although no changes are required). You might wish to add a second protocol if you selected TCP/IP or NetBEUI for your Windows NT Server transport rather than IPX. TCP/IP could be a good choice if you wanted access across your WAN or if you intend to replace the NetWare servers and see no need to continue supporting IPX. NetBEUI would be an unlikely choice unless you started with a mixed environment that included Microsoft LAN Manager, IBM LAN Server or other machines only running the NetBEUI protocol.


Configure Windows NT Server 3.5x Workstation client


These NetWare clients already have the IPX protocol installed and have the Client Services for NetWare (CSNW) service installed and running. No changes are necessary in order to access resources and applications on the FPNW-enabled Windows NT Server .


If the Windows NT Server Workstation clients will be logging into the FPNW-enabled Windows NT Server, then the preferred server must be modified. This is not recommended, but can be done as follows: From the Control Panel, invoke the Client Service for NetWare applet icon. The resulting dialog box shows the current preferred server and provides the opportunity to change it.


Configure Window® 95 NetWare client


Again, no changes will be necessary if keeping the current NetWare preferred server. However, if the preferred login server will be changed to the FPNW-enabled Windows NT Server . From Control Panel, invoke the Network Icon. You should then select the Client for NetWare Networks entry, and activate it’s property sheet by pressing the <Properties> button or by double clicking it. The general properties tab is displayed (default). There is a drop-down box to facilitate selecting the Preferred Server. You may also optionally allow for the processing of NetWare logon scripts and set the First Network Drive from this sheet.


Be cautious. You may not want to allow your users to configure their Windows 95 clients for sharing. You may also want to prohibit them from selecting a machine name that is the same as one of your NetWare servers as it may hang your network, especially if the server is the preferred server. This is a known issue. Windows 95 will not check for a duplicate name on the network and refrain from announcing itself. It will just go ahead and establish itself. This is rarely a problem. You can assure it is never a problem if your disable peer sharing on the clients which is a common practice in larger nets


Test Basic Connectivity


Sufficient functionality should be available in the “Proof of Technology” LAN, to test basic connectivity. The test suite must include the following, if applicable, in the planned production environment, and must be executed from each different workstation type involved in the beta. 


Isolate tests


Before starting the test develop a testing matrix that will be used to document the results. Include the following:


Logon from (NetWare) Client to Windows NT Server with no Logon Script


Logon from (NetWare) Client to Windows NT Server with System Logon Script


Logon from (NetWare) Client to Windows NT Server with Personal Logon Script


Logon from (NetWare) Client to Windows NT Server with System and Personal Logon Script


Connect (MAP) to a shared volume on the Windows NT Server (the SYS volume is created during the FPNW installation)


Copy a large file (5MB) from the workstation to the mapped drive on the Windows NT Server


Copy a large file (5MB) from the mapped drive on the Windows NT Server to the workstation


Test file level security. 


Attach to an Windows NT Server printer that has been configured as a NetWare printer queue.


Send output to the attached printer. Since this part of the deployment is not application testing, you can simply use Notepad or some other accessory to generate the print.


Use the SETPASS utility that comes with the File and Print Services for NetWare to change the NetWare Login password and the Windows NT Server password. Do not use the standard SETPASS that is provided with the NetWare client software. Run SETPASS when the Windows NT Server (PDC) is available and when it is not. Note that the FPNW clients have both an Windows NT Server Domain user account and an FPNW account each with separate passwords. 


Use the CHNGPASS utility that comes with the File and Print Services for NetWare. Note that the Windows NT Server CHNGPASS utility does the same thing as SETPASS.


These steps will be required in order to test an Windows NT Server replacement for the NetWare preferred server. In an environment where the Windows NT Server will coexist with the current NetWare servers, these steps may not be necessary.


Time tests/document findings


Each test should be documented.  First, how long did it take to complete the test? For most tests, a simple stopwatch will work fine. If you had created a test matrix previously, you can simply insert the timing in the appropriate client/server intersection cell. Identify any special problems or considerations illuminated during the testing, such as getting the correct preferred server configured, running system or user login scripts, and setting user rights and permissions. 


Compare timings to baseline 


Each of the test scenarios duplicated an existing function in the current NetWare environment. You previously had timed the same test suite in the complete NetWare environment and had saved these baseline from the current NetWare clients to the NetWare Servers. You need to compare the Proof of Technology test findings to the baseline test results. Note any major discrepancies. If there are timings that are significantly higher in the beta testing you need to do some investigatory work. Common items that can affect performance:


Client is configured with multiple networking options. Be sure that the NetWare client has preference. 


If multiple protocols are bound, the NWLink (IPX compatible transport) protocol should have the higher bindings in order to achieve maximum performance.


Network adapter card being used is slow or the driver installed is real mode instead of protected mode.


Physical network is improperly configured or damaged. 


Server is not properly configured. 


Modify time and cost estimates for pilot phase


The Proof of Technology phase provided an opportunity to run through actual server installations, configurations, NetWare migrations and workstation reconfiguring. The amount of time required to complete each task was noted. With this information, you should now make any adjustments to the time and cost estimates to complete the Pilot phase and departmental rollouts. 


Update installation kits


You entered the Proof of Technology phase with an installation kit that contained all the necessary CD-ROMs,. diskettes, etc., for each server and workstation involved in the migration. Through the beta process, the installation kits may have been modified. Common changes or additions to standard installation kits include:


Updated printer driver diskettes


Windows NT Server drivers for new components not in Windows NT Server 3.51


In-house utilities


System and User logon scripts


Complete documentation of proof of technology phase


Pull all of the details into a single, presentable format. All data must be well organized and easily understood. Verification of results through sign offs must be included. An executive summary discussing general outcome of the phase, important issues raised and recommended actions should be written down. This is the package that will determine the viability and feasibility of subsequent migration phases. This documentation will also be the basis of presentations to be made to critical decision makers.


Present findings and recommendations


A formal presentation of the results and recommendations of the “Proof of Technology” phase should be made to the appropriate corporate decision makers. The information that must be disseminated needs to include:


Objectives of the Proof of Technology Phase


Scope of the Proof of Technology Phase


Baseline vs. beta Timing Comparisons


Major Issues Uncovered and Resolutions or Recommendations


Actual Cost of Phase vs. Estimated Cost


Changes to Time and Cost Estimates of Subsequent Phases


Recommendation for Continuing with Pilot Phase


Acceptance Page (See below)


Obtain proof of technology acceptance


This is the corporate blessing of the Proof of Technology phase and the go ahead to continue with the Pilot Phase. To make things simpler, the formal presentation materials can include an acceptance form to be signed by the appropriate staff members. This significant milestone paves the way to advance with the next major step in the NetWare migration/coexistence process.


Pilot Phase


As mentioned previously, the Pilot phase expands the testing in two ways. First, the group involved in the testing will be a production department. And second, the items to be tested now include applications. In smaller projects and less complex environments this Phase and the Proof of Technology Phase can be rolled into one. In larger environments it is easier to deal with them as distinct Phases. 


Objective and Overview


The primary objective of the Pilot phase is to verify that all current applications or application replacements work properly, that the basic “Proof of Technology” connectivity requirements and basic functionality work acceptably in an expanded networking environment, and to build support for the project in a group of early adopters in the user community. The byproducts of this phase will include installation, configuration and timing documentation that will be used for future phases. 


Select Friendly Department


The selection of the pilot department is extremely important. The group profile should include:


Enthusiastic about the pending integration and/or migration. 


Derives significant benefit from the eventual deployment. 


Fairly technical group members. 


Day to day computer tasks accommodate the possibility of some down time or performance degradation tolerance.


The workstations should be as standard as possible from the perspective of installed applications as well as hardware base.


It might be best to write down a list of potential departments and continue with an interviewing process to pre-screen the best candidates.


Meet to discuss pilot


A face to face meeting with the group or department manager is the next step. Lay out the specifics of the pilot implementation and testing. The expected start date and pilot duration must be clearly understood. The responsibility of the pilot department must be well defined. This pilot must be viewed as a win-win situation if it is to be successful. The department must understand the possible impact of pilot testing and must agree to work within the confines of the new environment. 


Allay any fears


Understandably there will be concerns from department management as well as individuals involved in the testing. People might be concerned that they will be prevented from completing their work, that support will be missing, that there will not be sufficient training. A questionnaire could be the tool to elicit the pilot department fears and subsequently address them during this phase.


Target to test new environment with minimal impact on production


Understanding the existing environment will pinpoint critical areas. During the pilot phase you will migrate a small population of existing systems and users with minimal impact on production to demonstrate and iterate your process. Identify what and how production systems are accessed by this group to assure that when the Pilot is complete they have the same or more functionality and accessibility. A list of environment and application specifics should be developed. Items to include in the list are:


�
File and Print sharing requirements


Legacy systems accessed. 


Server applications running


Client applications running


Communication requirements. Modem for dial-in


Local workstation applications. 


Wide-area connectivity 


Any non-standard applications


Any unsupported applications


Identify department liaison


There must be one primary and a backup department liaison selected. Although the selection criteria is ultimately the responsibility of the department head, there are some desired characteristics that drive the selection process. First, the persons chosen for this function should understand the systems currently used and accessed from a user’s point of view. The department liaison must be technically inclined and have good interpersonal and communication skills. Other department members must respect the individual and feel comfortable working with the liaison. The liaison must have sufficient time to work on the project. It would not be unusual for a liaison to spend one day a week on pilot-related problems, resolutions and communications.


Introduce pilot team members and contact information


All department liaisons should be formally introduced to the technical staff that will be coordinating the pilot phase. This provides an opportunity to establish a comfort level for subsequent communications. It is much easier to call someone that you know than someone who you haven’t met, especially if the message being delivered concerns problems or negative feedback. At this session, names, numbers and contact information must be disseminated. The pilot department liaisons need to know who should be contacted, how to contact them, and when to contact them. There may be one central contact person, or perhaps multiple subject matter experts, depending on the problem being reported. Perhaps one person is the 8am-5pm contact, and another is the 5pm-8am. Phone numbers, pager numbers, email addresses are all required. Prior to this introductory session, the pilot team should prepare a document that details the appropriate contact information.


Implement a mechanism for pilot status feedback


A major responsibility of the pilot department liaison is to report back to the project team. This feedback falls into two categories, each with different levels of urgency and communication mechanisms. First, if a condition exists that prevents work from being done, an immediate feedback process should be followed. Included are inability to access legacy systems, inability to access local file and print resources, and unresolvable application errors. It is not expected that each system hiccup will prompt an immediate call of distress to the pilot team. The pilot team might find it useful to create an ‘urgent’ list. Any time a condition that appears on the list is encountered, a call should be placed immediately. 


The second type of status feedback should include performance issues, effectiveness of applied solutions, unknown situations and general questions. A formal process to present this status must be adhered to. Some suggestions include a daily conference call, with a pilot team member designated as the scribe, or an email process that describes the conditions encountered and any resolutions applied, areas affected, etc. Whatever is decided, all must agree to and follow the process. The information provided will be used to make adjustments to the new environment and to ensure the production viability of the pilot department


Document Test Environment


In order to document the results, you must first document the environment. Most likely, the pilot environment and tests will be a superset of those involved in the Proof of Technology phase. Therefore, this section will only address the additional test environment items that must be documented.


Local network


The local network of the pilot department may not be as isolated as the beta network was. Document other users, systems and major applications on the local network, other physical components and additional protocols. Any or all of these environmental conditions may affect the testing. 


Wide Area Network


The pilot department might span a wide area network. If so, the pertinent information must be documented. For example, what types and speeds of links between the department sites are installed? Are the clients and servers separated by the WAN? For what applications or services? Is IPX/SPX being routed? Or is TCP/IP tunneling being used to provide IPX routing? This information will be needed in order to resolve any potential communication problems and to understand performance statistics. 


Create/Obtain List of Applications Installed on Server


During the planning phase, the actual applications to be tested should have been listed. Now is the time to obtain the list, verify the accuracy and make any changes or additions. This first section includes the application files that are physically installed on the server and then shared for client access. For the pilot phase, the same files will most likely be installed and shared on the Windows NT Server. 


Create/Obtain List of Applications Installed on Workstation


Although the pilot phase typically does not affect application software installed on the workstation, a list of standard software that is installed on the workstations is important to have. This list of installed client software must include the version number and any known problems with the product and the existing network environment. 


Review NetWare NLM Replacements for Windows NT Server


During the planning phase all NLMs that run on the NetWare server were identified. Their Windows NT Server counterpart was identified. It is time to take a look at the Windows NT Server replacements for the NLMs and determine if there are any issues surrounding their subsequent installation and execution. Things to consider fall into the following categories:


Is there sufficient memory on the Windows NT Server?


Is there adequate hard disk space on the Windows NT Server?


Are there any special communication components required?


Are special devices required?


Are there major functional differences or feature deficiencies in the NLM replacement software?


Create A Server Installation Checklist


The pilot phase includes the complete installation of the Windows NT Server. The pilot server will start with the same basic configuration and structure as the server in the Proof of Technology phase. From there, application files need to be loaded, applications installed, configured and started, directories shared, and users and groups assigned appropriate permissions. A list delineating the discrete installation and configuration tasks must be developed. It will be used later as a guide and a validity check.


Application Test Matrix


Create a test matrix that details application testing components and clients. This form must include a section for each application. List specific application tasks or functions in each application section. For example, under the Microsoft Word heading might be: Open large document. Save large document. Print large document. Link Excel spreadsheet and PowerPoint graphics into document. Under the Windows NT Server Backup heading might be listed: Create automatic backup schedule. Run complete server backup. Restore selected files from backup tape. During the testing you will be verifying that the basic functions work and documenting associated timings. 


In order to determine the performance of applications running on the Windows NT Server compared to the NetWare NLMs, your test matrix must include applications and NLMs running on the Novell servers. The original NetWare environment timings will be the baseline. 


Install the Windows NT Server Software


Either reuse the Windows NT Server built during the Proof of Technology for the Pilot or if required, reinstall the Windows NT Server Software. In that case this is a repeat of the Proof of Technology installation server setup and account migration. The installation documentation should be used as reference and modified if necessary. Any modifications made to the installation process at this time need to be submitted for changes/modifications/exceptions for the installation documentation.


Install Application Files on Windows NT Server


All application software will be installed on the server at this time. This includes any networked client software, server applications and additional built-in Windows NT Server components, such as Remote Access Service. 


Document installation and configuration specifics 


Add to the Proof of Technology server setup documentation. As each application is installed and configured, the process should be documented. The gathered information will include such items as installation drive and location, special or standard naming conventions, configuration parameters used, problems encountered and solutions applied. The application installation documentation must also include the actual time to complete the process. 


Create and share FPNW volumes


Installation of the FPNW service creates a standard SYS volume. Additionally, you may need to create other FPNW shared volumes to provide application access. You will use the Windows NT Server File Manager’s FPNW menu to create and share volumes. This utility will also be used to set volume permissions.


Assign appropriate permissions


If the partitions are NTFS, you may also need to assign appropriate file and directory level permissions. The applied permissions will be the most restrictive of the volume or file permissions. NTFS file permissions are established using the File Manager Security menu.


Create FPNW printer queue


For NetWare clients to capture to Windows NT Server Printers, all that is required is to create the Windows NT Server Printer and then share it. NetWare clients specify the Printer name as the print queue name when using the Capture utility.


Document the time to install and configure the server


The actual time to install the basic Windows NT Server components, FPNW and other applications will be used to estimate time required to complete later phases. The more real data that is available, the better the estimates will be. 


Update Clients (Optional) 


Updating the clients is completely optional and can be avoided as described previously by renaming the NetWare server and adopting the previously used name for the FPNW-enabled Windows NT Server.


Workstation modification can represent the most significant amount of time in the project. For that reason many projects do not change the workstations except where absolutely required and this is not usually the case in this instance. If you do decide to alter them start with the same changes, if any, that were needed to satisfy the Proof of Technology requirements. Typically these changes involve preferred server modifications. 


If any local client startup processing is used to establish network connections, these may need to be modified to refer to the appropriate FPNW-enabled Windows NT Server, volume and directory. Many organizations create simple batch files that control the initial connections, while others use the “persistent connection” option of Windows for Workgroups or Windows NT Server to reestablish standard connections at Login time. Whatever the standard mechanism is, it must be identified and modified as needed. 


Most client/server applications require that a client component be installed and configured on each participating client workstation. For any such server application that will be replacing a NetWare NLM, it is likely that the clients will need to be upgraded. For example, if Microsoft’s SQL Server 6.x will be replacing a SQL database engine NLM, then the SQL 6.x client software will need to be installed and configured. 


Build Client Update Mechanism


Upgrading a single client may not seem like a lengthy process. However, upgrading 200, 2000, or 20,000 clients becomes an enormous task in terms of time and available person hours. Therefore, once a client has been upgraded, and the issues surrounding the upgrade have been identified and addressed as appropriate, it is time to create some automation mechanism to simplify and streamline the client update process. 


A typical approach to developing upgrade processes is as follows:


Store all client files in a shared volume on the FPNW server


If supported by the application, create customized installation information files


Create a script file or files that invokes the installation executable 


Make the script file available to the workstation 


Update the Installation Kit to include steps and scripts


Test the Applications


After the pilot environment is completely set up, test the applications. A copy of the test matrix that was developed earlier should be given to the pilot department liaison. He or she must be aware of the components involved in the testing so that appropriate attention can be given. A pilot team member should work on site at the pilot department location for the first few days of testing. When things are running smoothly, the pilot team member can return to his or her primary office. 


During the testing phase one must:


Document all results


Identify and document problems


Resolve problems, develop and document workarounds and solutions


Escalate project as necessary


Modify Server and Client Installation Documents and Script


Request and procure formal test acceptance from the pilot department. The test matrix normally contains a column for initials that the liaison completes when the test is satisfactory. A fixed portion of the daily status report can also include test results and acceptance levels.


Update installation kits


Depending on changes that were made during the installation, configuration and testing of the pilot phase, the installation kits may need to be modified. For example, if different client drivers were required for a specific application, be sure to create a diskette with the appropriate files and include it with the workstation installation kit. If any standard logon scripts were created and/or modified or if standard client installation scripts were created they should also be included in the installation kit. 


The finalized installation kits should contain all of the software and files necessary to successfully complete the departmental rollouts.


Complete pilot phase documentation


All of the findings of the pilot phase must be compiled into a single documentation package that can be published. The information contained in this pilot phase tome or CD should include:


Description of the pilot environment


Server Installation Results 


Client Installation Results


Problems Encountered and Resolved


Problems Encountered and Open


Test Matrix Data


Estimated vs. Actual Costs


Acknowledgments


Recommendations for Future Phases


Present Document, Findings and Recommendations


Before progressing to the next phase in the deployment, the complete results of the pilot phase must be formally presented to the major decision makers. The objective of this presentation is to secure acceptance to continue with the departmental rollouts. Participants of this session should include key pilot team members, the pilot department manager and project liaisons. It is likely that the decision makers will have questions and it is best to have the answers immediately available. 


The presentation should be based on the pilot phase documentation. In fact, the documentation might be distributed as supporting reference material. A pilot overview followed by implementation and application test results and recommendations should be the core of the presentation. A brief overview of the anticipated departmental rollout phase might also be educational. A request for formal acceptance of the pilot tests and permission to continue with the deployment phase can now be made.


Obtain pilot acceptance sign off


Putting closure on a phase is not always a simple thing to do, especially where some uncovered problems may remain unresolved. However, unless a formal acceptance of the completed pilot phase is obtained, the next phase should not begin. Formalizing the process guarantees ownership, funding, acceptance, and assumes an understanding of both the completed phase and the subsequent phase. In certain conditions, it might be appropriate for the acceptance to contain some caveats. 


Departmental Rollout


Implementation of the new environment will be scheduled on a department by department basis. For each department, certain pre-screening activities are necessary. Before you roll out, make sure that the department is audited for the unique applications, the manager signs off on accepted applications, a written test plan for functionality and that there is a procedure in place to handle the exceptions. Otherwise, the installation will come to a grinding halt while trivial problems are being resolved. The 80/20 rule is especially applicable during a rollout as broad as the departmental rollout. Twenty percent of the users and their applications will cause eighty percent of the problems.


Each department must have a local support staff that will work closely with the project team during the rollout and beyond. Each department must understand the responsibilities of the local support staff and assign individuals to this group. Typically there will be one local lead who funnels all information between the project support staff and the department. Other local staff members are often local “subject matter experts.”


For each department you need to estimate the time to complete the installation and migration. The estimates will be figured from timings documented throughout the Proof of Technology and pilot phases and the number and types of servers, clients and applications at the target department. You need to decide how many project team members will be involved in the rollout phase and ensure their availability. In addition, you may need to factor extra time for non-standard applications in use by the department. These may affect logon scripts, protocols, print requirements, communication setup, etc.


The objective is to create a schedule of departmental rollouts that will begin with the simpler sites and progress to more complex sites.  You also want to identify any departments that may be hostile to the rollout and factor the negative attitude into the scheduling algorithm. Build a schedule that will lend itself to success. 


This is also the time when you’ll discover the number one networking problem which affects any and all conversions: PRINTING. Again, survey the department for their printing requirements and address them before the migration takes place. The department manager’s sign off to your plan is critical.


Create a list of all departments that will be involved in the migration. Include the following information for each department:


Identify and Prioritize Departments


Number of current NetWare Servers


Number of planned FPNW Servers


Number and types of client workstations


Server Applications


Gateways to Other Networks


Special processing requirements such as graphics printing, imaging, etc.


Geographic Location


Critical Business Applications


Departmental Outlook on Migration plan. 


Determine Time and Resource Requirements per Department


Because the building block for larger deployments is the departmental rollout, measuring and maintaining time and resource requirements by department is useful. Because applications tend to be similar across departments it is likely that the numbers collected early can be meaningfully extrapolated to predict the amount of time it will take to deploy in other similar departments if those numbers are originated and maintained department by department.


Build On-Site Support Staff Per Department


The local support staff will be responsible for escalating problems through the appropriate channels. This implies that there are different escalation procedures based on the severity of the problem and that the escalation channels and contacts are clearly documented. The project team must educate the local support staff as to problem severity. Of course, the local support has the authority to override the documented severity level if the problem is affecting other components or has been unresolved for a long period of time. The escalation process is critical. It will enable the project team to resolve problems as quickly as possible. If the escalation process breaks down, the project team will not be aware of local issues and consequently will not be able to address them.


Each department typically has individuals who are deemed the “experts” in various work related systems. These are the people who understand the technology that they are working with and are a source of local information or troubleshooting support. For example, there may be someone who knows everything about Microsoft Excel or Word. It is important that the local “expert” understand how the application is impacted by the migration. The rollout team must identify each local expert and provide hands on training so that they can continue to provide local support. These individuals frequently initiate problem escalation, either directly or indirectly.


The local support staff must document all problems encountered. The information that must be gathered includes:


User and Workstation experiencing Problem


Date and Time of Problem


Application Involved


Workstation Software Status (for example,How many applications were currently open? How many network resources in use? )


Steps leading up to Problem


Description of Problem


Resolution if Any


Ability to Reproduce Problem


Severity of Problem


Scope of Problem (does it affect just one user or more than one)


Some functions will not work properly in a production environment. Even though the pilot phase thoroughly tested the application environment, a production environment introduces other variables. For example, network traffic may have been light in the pilot department but is a bottleneck in the department. 


Problems have a history of repeating themselves. Instead of reinventing the wheel, a well documented source of problem descriptions and solutions can be used as a reference. 


Although we frequently think of documentation as paper copy, it is perhaps preferable for the documentation to be centrally stored in some electronic form. Depending on the networking environment, individual departments can access the information for read only.


Schedule Department Rollout


Utilizing the information gathered to date set up the schedule. Let the order of deployment lend itself to success. Work with the easier sites first and then handle the more complex environments. Be realistic about the estimated completion time per department. If additional resources are needed to meet an imposed installation deadline, be sure to secure the required help. 


Once the schedule is created, forward it to the involved departments for review. There may be production or other activity that would conflict with the implementation schedule. Each department must respond with an acceptance or rejection of the schedule and reasons for any rejections. Reschedule as necessary and repeat the review process until all departments have accepted the department rollout schedule.


Complete Department Rollout


All of the planning and testing phases were preparation for this moment. Regardless of the diligence and attention to detail paid in the preceding steps, there will be some department rollouts that will not go as smoothly as planned. Do not get discouraged. The mechanisms should be in place to identify problems, communicate symptoms to the proper technical support staff member, determine the appropriate resolutions, implement solutions and document the entire process.


Document Each Department Rollout


Each departmental rollout must be completely documented. Successful as well as unsuccessful installation tasks must be included. A large portion of this documentation will be the natural result of completing the installation forms. Any problems encountered during the rollout, whether resolved or unresolved, should be completely detailed. Each department’s rollout documentation will be a testament to the success of the project as a whole. The original documentation should reside with the project team, however, it might be advantageous for copies to be available in the departments.


Stabilize the Network - By Department and Overall


With the implementation of the new networking environment complete, it is time to tune. Tuning is the art of getting the best performance based on application priorities and existing hardware and software. First, let’s discuss the application priorities issue. Servers have a fixed hardware configuration, including such items and amount and speed of memory, number and type of processors, number and type of hard drives, etc. In a multiprocessing environment these physical resources are shared among multiple applications. You could decide that a sizable chunk of memory should be dedicated to a specific server application, leaving less for basic file and print sharing functions. This might degrade performance for the file and print sharing tasks if virtual memory is required due to the reallocation of physical memory resources. Similarly, you might choose to boost the priority of a server application to the detriment of file and print sharing. These priorities might change between departments. You should be aware of these application priorities and tune the network services accordingly.


There are many other areas that can be tuned. You need to understand what is fixed and what can be changed. For example, the number and type of hard drives are fixed. The placement of files and directories on the hard drives can be changed. If performance is slow and the culprit is a logical or physical drive queue length, merely moving the data to another location might solve the performance problem.


There are many configuration parameters that can be changed on the Windows NT Server using the Control Panel and the Registry. Windows NT Server also provides Performance Monitor as a tool to help determine where the bottlenecks are and to measure the effect of configuration or system changes. You may wish to obtain a copy of the Windows NT Resource Kit and read the sections on optimizing Windows NT Server.


Monitor the Deployment Areas


Each department network must be continually monitored. Once the initial rollout is complete, information about the responsiveness of the system must be reviewed to determine if there are areas that need to be tuned. This system responsiveness comes from the end users themselves, typically through the departmental staff liaison. There are certain daily “heavy usage” time periods. These should be identified and closely watched. In addition, there may be other processing that interferes with the end user responsiveness, such as server backups during normal working hours.


What you are looking for are bottlenecks and they can be anywhere in the networking model layers (physical, transport, application, etc.) or in your various system or subsystem components. There are many possible types of monitoring that would be appropriate they include:


Protocol and Transmission system bandwidth monitoring (could use SMS Network Monitor)


CPU Utilization, Disk IO, NIC throughput (should use Performance Monitor in Windows NT Server)


Gateway and communication line throughput


Application responsiveness (depending on the application you may be able to use performance monitor or Windows NT Server Auditing for certain types of statistics)


Monitor Traffic Flow


Unacceptable response time does not always mean that the server is the bottleneck. Frequently, the physical network cannot support the amount of traffic that is being generated. As noted above it is important to monitor the traffic flow to determine if the network needs some restructuring. A common culprit of network overload is printing. Print jobs, especially those that contain graphics or many different fonts and styles, can be large. It is not uncommon to see a print file that is 4MB or more. Sending this output to a network printer will generate 4MB “plus” of traffic. The “plus” is determined by the physical media, packet and frame sizes, etc. On top of this, if the printer is a network attached printer such as HP LaserJet with a Jet Direct card, the 4MB “plus” file will hit the network twice - once to arrive at the print queue on the server and once to go from the server print queue to the physical device. Monitoring and understanding traffic flow will enable you to make appropriate adjustments to the physical network as necessary to alleviate any congestion on the network. This will, in turn, improve overall network performance and end user response times.


Talk With End Users


Even if the channels of communication are working perfectly between the departments and the central support staff, it is still important to talk face to face with the end users. A stroll through the department during working hours frequently uncovers issues that would otherwise go unspoken. Sometimes these issues fester until they emerge as major problems. It is to everyone’s benefit if these situations can be prevented. Sometimes end users are reluctant to report their concerns to the department liaison. Perhaps there is a personality conflict that prevents an open line of communication. For whatever reason, a new concerned face will generally be welcomed. A happy user makes for a successful and productive network.


Prepare for Ongoing Support


Preparation for the transition from the planners, pilot, deployment support and installation team to the on-going support team requires attention when the on-going support team is made up of people different from those who worked on the project in the early phases. Until support is formally transferred, the deployment support team must continue supporting the deployment. Preparation for the transition and other issues surrounding this subject are covered in detail in section V.


Milestone IV: Review Deployment and Approve Transition Plan


A major milestone is reached when all department networks have been rolled out and stabilized. It is now time to look back, objectively review the Proof of Technology, Pilot and Departmental Rollout phases and plan for the next step - the transition to production. The transition to production often involves the following:


Establishing a Transition Date


Reassignment of support personnel


Training of production support personnel


Establishment of production reporting and escalation procedures


Communicating contact and escalation policy changes to the department liaisons


Formal Presentation of Deployment Results and Transition Plans


There are different groups involved to varying degrees in the entire deployment process. At a higher level in the organization structure are those individuals ultimately responsible for the entire system from a performance, productivity and budget standpoint. This is the group that ultimately authorizes the next phase to commence and releases budget dollars to support the effort. A presentation must be made to this group to review activity to date, and to propose subsequent steps. The objective of such a presentation is to secure formal approval for the next phase. 


Review of Phase IV


A review of Phase IV must include the following:


Phase Objectives


Quantifiable Items (Number of departments, networks, servers, workstations, users, etc.)


Benchmark vs. Current Performance Information


Benefits to the Organization (Direct and Indirect)


Actual vs. Budget Costs


Actual vs. Estimated Time


Goals for Phase V


The goals and objectives of Phase V - the transition to production - must be clearly presented. The concept of system maintenance is important if the newly deployed networks are to continue optimum performance in support of business activities. The responsibility for the network shifts from the deployment team to a production systems support group.


Budget for Phase V


Transitioning to a production environment releases the technical staff for other projects. The resources to provide production support are typically shared with other similar production systems. Support mechanisms are typically already in place and can be utilized at little or no additional cost. Therefore, the overhead cost of production support is less. This presentation should include the estimated annual costs of providing maintenance level support.


Team Reviews - performance vs. plan


A team review goes into greater detail about the just completed phase. The objective of a team review is to understand what was successful so that it can be applied to future projects and to understand what was not successful so that modifications can be made for future projects.


What worked


There are so many facets of “what worked.” This is not a discussion of the technology but the process of planning, testing, implementing and tuning. Processes, forms, communication mechanisms, department scheduling, etc. are included. So are such items as user migration, server installation process, workstation conversion process, file transfers and application migration. 


What failed


The object is to identify what failed, understand why it failed and recommend alternatives for future projects. This is not a finger pointing session but a candid look at policies and procedures. 


Actual vs. budget


A detailed look into how the project managed money and time will determine if the project met or failed to meet budget estimates. There are two facets to project costs: how much money was spent and how much time did it take? In essence, time relates back to dollars, but each criteria must be addressed separately. Dollars generally refers to capital expenditures made for the project components. Included in this category are hardware and software costs, outside training costs, networking components, etc. If the project ran significantly under or over budget, the reason should be investigated. The actual vs. budgeted time spent is also critical to understand. If a project exceeded the time by a large percentage, was it due to unforeseen problems? Were initial estimates based on misconceptions? Again, understanding what actually happened and why will enable one to make a better estimate for future projects.


What to change next time


Although implied, at this point one wants to document the changes that will be implemented in future deployments. The list of changes should periodically be reviewed to ensure that they are still valid.


Approval to Implement Transition Plan


Getting the final approval to implement the transition plan (Phase V) is the last task of Phase IV.
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