Preventing Large Distribution List Message Storms (Bedlam)

What is “Bedlam” and what causes it?

In some cases a single message sent to a very large number of recipients will result in a growing flood of Reply All type messages. As more and more users respond with additional Reply Alls, the message system quickly becomes clogged. The more Reply Alls there are, the more other users get tired of wading through their inboxes and so join the bandwagon and add their own contribution.  The two most common replies tend to take one of the following forms: 1) “Remove me from this list,” and ironically, 2) “Please quit Replying All to this message” (which is exactly what they proceed to do themselves).

It needs to be made very clear that sending to any one or any combinations of large distribution lists (DLs) does not cause Bedlam.  Large, unrestricted DLs and human nature cause it.  Users that would never think of sending an original message to a DL such as “All Employees Worldwide,” won’t even blink at doing a Reply All to the same list.  While user education definitely helps, locking down or restricting the largest DLs to those with a clear business need can do much more.

Another form of Bedlam occurs when a message to a large list of recipients is sent with Delivery or Read Receipts.  If the message is also sent to unsecured DLs you will encounter the worst form of Bedlam.  To resolve this second Bedlam contributor, DLs should have the “Report to message originator” option disabled.

Securing a Distribution List

The mechanics of securing distribution lists is quite simple.  Who is given access and the specifics of implementation will vary by company.  

To secure a distribution list:

1. Select the “Delivery restrictions” tab from the DL’s property pages

2. Add the mailboxes (or DLs containing the mailboxes) of the users who will be allowed to send mail to this DL to the “Accept messages from” windowpane.

3. Select the “Advanced” tab

4. Uncheck the “Report to message originator” box from the “Distribution list options”

Refinements

· Create and use a few special distribution lists to restrict access to other large DLs.  In essence this is similar to using Groups to assign NT permissions.  Doing this makes managing DL access easier and also reduces replication overhead as any change to a DL will cause the updated DL to be replicated.  By using a smaller DL to make access changes to the larger DL only the smaller DL changes and so much less data is replicated every time a change is made.

· Use a DL to secure itself.  By adding a DL into the “Accept messages from” windowpane of its own property page you restrict use of the DL to Members of the DL.  This is one way to prevent spam to a DL.  Security DLs as described in the bullet above should be self-secured.

· Attempt to keep DL length to 5000 or less.  This greatly aids in processing the DLs.  If you need an overall list of recipients that is larger, break it into Sub-DLs and then embed the Sub-DLs into a Master DL.  Microsoft’s Internal Technology Group has found that on our own servers the sweet spot for best performance is about 3000 members per Sub-DL.  If a DL has grown to large and needs split into Sub-DLs the BackOffice Resource Kit tool ONDL can be used.

· Large DLs can also be placed on the BCC line when sending to prevent Reply Alls (though rules based on the DLs won’t trigger)

