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Part 1. Introduction to messages

It is assumed that you are familiar with the functions of the operating system
where DB2® is installed. You can use the information contained in the following
chapters to identify an error or problem and resolve the problem by using the
appropriate recovery action. This information can also be used to understand
where messages are generated and logged.

Message Structure

Message help describes the cause of a message and describes any action you
should take in response to the message.

Message identifiers consist of a three character message prefix, followed by a four
or five digit message number, followed by a single letter suffix. For example,
SQL1042C. For a list of message prefixes, see “Invoking message help” on page 2
and “Other DB2 Messages” on page 2. The single letter suffix describes the severity
of the error message.

In general, message identifiers ending with a C are for severe messages; those
ending with an E indicate urgent messages; those ending with an N indicate error
messages; those ending with a W indicate warning messages; and those ending
with an I indicate informational message.

For ADM messages, message identifiers ending with a C indicate severe messages;
those ending with an E indicate urgent messages; those ending with a W indicate
important messages; and those ending with an I indicate informational messages.

For SQL messages, message identifiers ending with a C indicate critical system
errors; those ending with an N indicate error messages; those ending with a W
indicate warning or informational messages.

Some messages include tokens, sometimes also called message variables. When a
message containing tokens is generated by DB2, each token is replaced by a value
specific to the error condition that was encountered, to help the user diagnose the
cause of the error message. For example, the DB2 message SQL0107N is as follows:
* from the command line processor:

SQL0107N The name "<name>" is too long. The maximum length is "<length>".
* from the DB2 information center:

SQLO0107N The name name is too long. The maximum length is length.

This message includes the two tokens "<name>" and "<length>". When this
message is generated at runtime, the message tokens would be replaced by the
actual name of the object that caused the error, and the maximum length allowed
for that type of object, respectively.

In some cases a token is not applicable for a specific instance of an error, and the
value *N is returned instead, for example:

SQL20416N The value provided ("*N") could not be converted to a security
label. Labels for the security policy with a policy ID of "1" should be "8"
characters long. The value is "0" characters Tong. SQLSTATE=23523

© Copyright IBM Corp. 2012 1



Invoking message help

To invoke message help, open the command line processor and enter:
? XXXnnnnn

where XXX represents a valid message prefix and nnnnn represents a valid
message number.

The message text associated with a given SQLSTATE value can be retrieved by
issuing:

? nnnnn
or

? nn

where nnnnn is a five digit SQLSTATE (alphanumeric) and nn is the two digit
SQLSTATE class code (first two digits of the SQLSTATE value).

Note: The message identifier accepted as a parameter of the db2 command is not
case sensitive. Also, the single letter suffix is optional and is ignored.

Therefore, the following commands will produce the same result:
* ? SQLOOOON

* ?5ql0000

* ? SQLO00OW

To invoke message help on the command line of a UNIX based system, enter:
db2 "? XXXnnnnn"

where XXX represents a valid message prefix
and nnnnn represents a valid message number.

If the message text is too long for your screen, use the following command (on
Unix-based systems and others which support 'more’):

db2 "? XXXnnnnn" | more
Other DB2 Messages

Some DB2 components return messages that are not available online or are not
described in this manual. Some of the message prefixes might include:

AUD Messages generated by the DB2 Audit facility.

DIA  Diagnostics messages generated by many DB2 components. These
messages are written in the DB2 diagnostic (db2diag) log files, and are
intended to provide additional information for users and DB2 service
personnel when investigating errors.

In most cases, these messages provide sufficient information to determine the

cause of the warning or error. For more information on the command or utility that
generated the messages, please refer to the appropriate manual where the
command or utility is documented.
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Other Message Sources

When running other programs on the system, you may receive messages with
prefixes other than those mentioned in this reference.

For information on these messages, refer to the information available for that
program product.

Part 1.Introduction to messages 3
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Part 2. ADM Messages

This section contains the Administration Notification (ADM) messages. The
messages are listed in numeric sequence.

© Copyright IBM Corp. 2012
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Chapter 1. ADM0000 - ADM0499

ADMO0001C A severe error has occurred. Examine
the administration notification log and
contact IBM Support if necessary.

© Copyright IBM Corp. 2012
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Chapter 2. ADM0500 - ADM0999

ADMO0500E

The DB2 Service does not have the
necessary authority to complete the
command. If a user account has been
associated with the DB2 Service, ensure
that the user account has the correct
access rights on the local system and
access to the Domain Security Database
for user authentication and group
enumeration.

ADMO0501C

A stack overflow exception has occurred.
The DB2 instance has terminated
abnormally. To remedy this problem,
you may increase the default stack size
for db2syscs.exe using the db2hdr utility
as follows: db2hdr \sqllib\bin\
db2syscs.exe
/s:<stackreserve>[,<stackcommit>] Note
that increasing the default stack size
will consume virtual memory space and
may reduce the maximum number of
concurrent connections. Contact IBM
Support for further assistance.

ADMO0502C

The DB2 instance has terminated
abnormally. To remedy this problem,
increase the AGENT_STACK_SZ DBM
configuration parameter. Contact IBM
Support for further assistance.

ADMO0503C

An unexpected internal processing error
has occurred. All DB2 processes
associated with this instance have been
shutdown. Diagnostic information has
been recorded. Contact IBM Support for
further assistance.

ADMO0504C

An unexpected internal processing error
has occurred. All DB2 processes
associated with this instance have been
suspended. Diagnostic information has
been recorded. Contact IBM Support for
further assistance.

ADMO0505E

DB2 received a SIGDANGER signal
from the operating system. This signal
indicates that the system is running low
on paging space. If the paging space
gets too low, the operating system will
forcibly terminate user processes.
Contact your system administrator to
increase your paging space.

© Copyright IBM Corp. 2012

ADMO05061

DB2 has automatically updated the
parameter kernel parameter from
originalValue to the recommended value
recommendedValue.

ADMO0507W

DB2 could not automatically update the
parameter kernel parameter to the
recommended value recommendedValue.
Update this kernel parameter manually.

ADMO508E

DB2 was unable to load the Java
interpreter library libraryPath. This error
commonly occurs because of restrictions
imposed by the operating system.
Consult the IBM DB2 documentation for
a solution. If this problem persists,
contact IBM support.

ADMO509E

A non root capable instance of DB2 has
been detected. Limited functionality
will be available.

ADMO510E

AGENTPRI configuration variable or
Agent Priority Resource Configuration
changes are not possible without root
capabilities.

ADMO511E

Raw device access via the character
device controller has been deprecated by
the operating system and may be
removed in the future. DB2 can access
the same device via the block device
interface; however relocatedb will need
to be run on each individual database to
change the name of the affected device
in the table space container(s) and/or
raw log container(s). Consult the IBM
DB2 documentation for more
information.

ADMO0512W

The database manager instance does not
have permission to pin a database
memory segment. Contact your system
administrator to grant permission for
the database manager instance owner to
pin memory. The database manager will
continue to function with unpinned
database memory.

ADMO0513W

db2start succeeded. However, no I/O
completion port (IOCP) is available.



ADMO0514W « ADMO517W

Explanation: This error is returned when there are no
I/0O completion ports with status "Available" on the
computer where DB2 database is installed. An I/O
completion port is an operating system channel for I/O
requests. Using I/O completion ports can improve the
performance of very large databases.

User response: You do not have to respond to this
error, unless you want to use I/O completion ports to
improve performance. To, configure I/O completion
ports, follow the instructions in the topic called
"Configuring IOCP on AIX" in the DB2 Information
Center.

ADMO0514W The system Network Time Protocol
(NTP) process was not detected to be up
and running or properly synchronized.

Explanation: To ensure that clock-sensitive operations
like error-logging, monitoring and point-in-time
recovery run optimally across a distributed
environment, it is highly recommended that the
Network Time Protocol (NTP) service be running and
synchronized to the same system peer across all
members.

User response: Ensure that the NTP service is up and
running and that all members are synchronized to the
same host.

ADMO0515W The system clock on this member is out
of synchronization by more than the
allowed threshold with member
coordinator-member. The differential is
timestamp-diff minutes.

Explanation: Timestamps from each member are
periodically compared to ensure that the time
discrepancy between members is less than the
predefined allowable threshold set by the
MAX_TIME_DIFF database manager configuration
parameter. The differential between the local system
clock on this host and that of the indicated remote
member has been detected to exceed this limit.

User response: Verify that the differentials between
the system clocks on all members are within the limit
specified by MAX_TIME_DIFFE.

ADMO0516W CPU binding information: cluster
caching facility (CF) processes are
bound to number cores.

Explanation: When a cluster caching facility and a
DB2 member coexist on a single host, the CF processes
will be assigned to a subset of the total cores available.
For more specific information on the logical processors,
see the db2diag.log file.

User response: No user response is required.
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ADMO0517W CPU binding information: DB2 member
processes are bound to number cores.

Explanation: When a DB2 member and a cluster
caching facility (CF) coexist on a single host, the
member processes will be assigned to a subset of the
total cores available. For more specific information on
the logical processors, see the db2diag.log file.

User response: No user response is required.



Chapter 3. ADM1000 - ADM1499

ADM1010I

Reconcile started on table tableName.

ADM1011I

Reconcile has completed successfully on
table tableName.

ADM1012W

Reconcile has failed on table tableName.
The table will now be placed into
DATALINK Reconcile Not Possible
(DRNP) state.

ADM1013W

Reconcile for table tableName is
successful on Data Links Managers
(DLMs) that were up and is pending on
DLMs that were down. The table will
now be placed in DATALINK Reconcile
Pending (DRP) state.

ADM1014E

Reconcile has failed on table tableName.

ADM1022W

The metadata information for the
DATALINK column(s) is missing on
DB2 Data Links Manager serverName.

ADM1023W

Reconcile processing is PENDING on
Data Links Manager serverName.

ADM1024W

Reconcile processing is COMPLETE on
Data Links Manager serverName.

© Copyright IBM Corp. 2012
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Chapter 4. ADM1500 - ADM1999

ADM1500W DB?2 is unable to locate log file filename.

ADM1501W Log file compression failed on log file
log-file during archiving for
log-archive-method for database database on
member member-number.

Explanation: A log file could not be compressed
before it was archived. The warning message is logged
in the db2diag.log file. The log file is still archived
without being compressed.

Should the archive of the log file fail, an ADM1848W
message is also logged in the db2diag.log file.

User response: None.

ADM1510W A file sharing violation has occurred
while accessing log file fileName.
Another process may be using this file.
DB2 will try to delete it later.

ADM1511W The error error has occurred while
deleting log file filename. DB2 will try to
delete this file later.

ADM1512E The error error has occurred while
deleting log file filename. User must
manually delete this file.

ADM1513W The log file fileName has been deleted.

ADM1514W The log file fileName no longer exists.

ADM15241 Member crash recovery has been

initiated.

Explanation: The database modified by a DB2
member is being returned to a consistent and usable
state. Any incomplete transactions that were in memory
when the DB2 member crashed will be rolled back, and
any committed transactions that were in memory when
the DB2 member crashed will be completed. The
database is not available on this DB2 member until
member crash recovery successfully completes;
however, other DB2 members can continue to access
the database while the recovery is in progress.

User response: No user action required.

ADM15251 Member crash recovery has completed

successfully.

Explanation: The database modified by this DB2

© Copyright IBM Corp. 2012

member has been returned to a consistent state. Any
incomplete transactions that were in memory when the
crash occurred were rolled back and any committed
transactions were completed.

User response: No user action required.

ADM1526E Member crash recovery has failed with
SQLCODE SQLCODE

Explanation: Member crash recovery has failed. The
database is not available on the failed DB2 member
until member crash recovery successfully completes.
Transactions on other DB2 members may be affected if
there were any retained locks held on the member at
the time of the DB2 member's abnormal termination,

User response: See the DB2 Information Center for
information about the given SQLCODE.

ADM15271  Group crash recovery has been initiated.

Explanation: The database is being returned to a
consistent and usable state. Any incomplete
transactions that were in memory when the crash
occurred will be rolled back and any committed
transactions will be completed. The database is not
available until group crash recovery successfully
completes.

User response: No user action required.

ADM15281 Group crash recovery has completed

successfully.

Explanation: The database has been returned to a
consistent and usable state. Any incomplete
transactions that were in memory when the crash
occurred were rolled back and any committed
transactions were completed.

User response: No user action required.

ADM1529E Group crash recovery has failed with
SQLCODE SQLCODE

Explanation: Group crash recovery has failed. The
database is not available until group crash recovery
successfully completes.

User response: See the DB2 Information Center for
information about the given SQLCODE.

ADM1530I Crash recovery has been initiated.

Explanation: The database is being returned to a
consistent and usable state. Any incomplete
transactions that were in memory when the crash

13



ADM1531]1 « ADM1601E

occurred will be rolled back, and any committed
transactions that were in memory when the crash
occurred will be completed. The database is not
available until crash recovery successfully completes.

User response: No user action required.

ADM15311 Crash recovery has completed

successfully.

Explanation: The database has been returned to a
consistent and usable state. Any incomplete
transactions that were in memory when the crash
occurred were rolled back and any committed
transactions were completed.

User response: No user action required.

ADM1532E Crash recovery has failed with
SQLCODE SQLCODE.

Explanation: Crash recovery has failed. The database
is not available until crash recovery successfully
completes.

User response: See the DB2 Information Center for
information about the given SQLCODE.

ADM1533W Database has recovered. However, one
or more table spaces are offline.

ADM1534W Table space tablespaceName could not be
reduced in size because there are used
pages at the end of the table space.

ADM1540W Application appl_name with application
handle appl_handle and application id
appl_id executing under authentication id
auth_id has used more log space then
allowed by database configuration
parameter MAX_LOG (current value
MAX_LOG_value). Terminate this
application by COMMIT, ROLLBACK
or FORCE APPLICATION.

ADM1541W Application appl_name with application
handle appl_handle and application id
appl_id executing under authentication id
auth_id has been forced off of the
database for violating database
configuration parameter
NUM_LOG_SPAN (current value
NUM_LOG_SPAN_value). The unit of
work will be rolled back.
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ADM1542W Application appl_name with application
handle appl_handle and application id
appl_id executing under authentication id
auth_id will be forced off of the database
for violating database configuration
parameter MAX_LOG (current value
MAX_LOG_value). The unit of work will
be rolled back.

ADM1550W The active log space exceeds the
LOGPRIMARY DB configuration
parameter. ROLLBACK may be slow if
log files have to be retrieved from
archive.

ADM1551W DB2 is retrieving the active log file
fileName from archive. This may result in
a delay.

ADM1552E DB2 is unable to open active log file
filename. This could be caused by
problem in retrieving the log file from
archive. DB2 will try again every 5
minutes.

ADM1600W There was not enough memory to
enable parallel recovery; however,
recovery is proceeding. Increase either
the DBHEAP or UTIL_HEAP_SZ
configuration parameters by blockSize for
any future recoveries.

ADM1601E A recovery or rollforward operation on
database database-name cannot continue
because of a missing log file log-file-name
on database partition dbpartitionnum and
log stream log-stream-ID.

Explanation: The recovery or rollforward operation
cannot find the specified log file in the archive,
database log directory, or overflow log directory for the
given log stream.

If the operation was a crash recovery, the database is
left in an inconsistent state. If the operation was a
rollforward operation, the operation has stopped and
the database is left in rollforward pending state.

User response: Recover the missing log file by taking

one of the following actions:

* Move the specified log file into the database log
directory and restart the operation.

¢ If an overflow log path can be specified, restart the
operation with the overflow log path, specifying the
path that contains the log file.

If the missing log file cannot be found, determine
whether one of the following special cases applies:



¢ If the operation is a ROLLFORWARD DATABASE

command to maintain a standby system through log
shipping, this error might be normal, because some
files that are available on the primary site might not
yet be available on the standby system. To ensure
that your standby system is up-to-date, issue a
ROLLFORWARD DATABASE command with the
QUERY STATUS option after each rollforward
operation to verify that the log replay is progressing
properly. If you find that a rollforward operation on
the standby system is not making progress over an
extended period of time, determine why the log file
that is reported as missing is not available on the
standby system, and correct the problem. Note that
the ARCHIVE LOG command can be used to
truncate currently active log files on the primary
system, making them eligible for archiving and
subsequent replay on the standby system.

If a ROLLFORWARD DATABASE command with the
TO END OF LOGS option was issued following a
restore operation from an online backup image in
which the only available logs are those that were
included in the backup image, there are two possible
scenarios to consider:

— Scenario 1: All of the log files contained in the
backup image are found by the rollforward
operation. However, the rollforward operation still
looks for log files that were updated following the
original backup operation. Bring the database to a
consistent state by issuing the ROLLFORWARD
DATABASE command with the STOP option
(without the TO END OF LOGS option). To avoid
this scenario in the future, use the END OF
BACKUP option instead of the END OF LOGS
option, because the rollforward operation will not
look for log files that were updated after the
backup was taken.

— Scenario 2: One or more log files that were
contained in the backup image were not found by
the rollforward operation. These log files are
required to bring the database to a consistent
state. Attempting to bring the database to a
consistent state by issuing the ROLLFORWARD
DATABASE command with the STOP option
(without the TO END OF LOGS option) will fail
with SQL1273N; recover the missing log file, as
described earlier in this section.

If the missing log file cannot be recovered:

¢ If the operation is a ROLLFORWARD DATABASE
command, you can issue the ROLLFORWARD
DATABASE command again with the STOP option
(without the END OF LOGS option or the END OF
BACKUP option) to bring the database to a
consistent state. If this consistency point
(immediately prior to the missing log file) is not
acceptable, you can restore the database and roll
forward to any point in time that is prior to the
missing log file by providing an earlier time stamp to
the ROLLFORWARD DATABASE command.

ADM1602W « ADM1613W

e If the operation is a ROLLFORWARD DATABASE
command with the STOP or COMPLETE option
(without the END OF LOGS option or the END OF
BACKUP option), the missing log file is needed to
bring the database to a consistent state. Because you
cannot recover the missing log file, you must restore
and roll forward to an earlier point in time (as long
as that point in time is not prior to the minimum
recovery time).

ADM1602W Rollforward recovery has been initiated.

ADM16031 DB2 is invoking the forward phase of
the database rollforward recovery.

ADM1604I DB2 is invoking the forward phase of
the table space rollforward recovery.

ADM16051 DB2 is invoking the backward phase of
database rollforward recovery.

ADM16061 DB2 is invoking the backward phase of
table space rollforward recovery.

ADM16071 DB2 is invoking the completion phase
of the database rollforward recovery.

ADM1608I DB2 is invoking the completion phase
of the table space rollforward recovery.

ADM1609W DB2 is canceling the database
rollforward recovery.

ADM1610W DB2 is canceling the table space
rollforward recovery.

ADM1611W The rollforward recovery phase has
been completed.

ADM1612W Online table space rollforward recovery
could not complete due to the high
volume of database activity. Either
reduce the database activity, increase the
MAXAPPLS configuration parameter, or
perform an offline table space
rollforward.

ADM1613W The table space tablespaceName (ID
tablespacelD) was previously rolled
forward to timestampPIT at
timestampRFWD.
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ADM1614W « ADM1801W

ADM1614W

The table space tablespaceName (ID
tablespacelD) has been placed into restore
pending state. The rest of the table
spaces have been rolled forward to the
end of logs.

ADM1615W

DB2 cannot roll forward table space
tablespaceName (ID tablespacelD) because
it is still used by an active transaction.
The application handle is appHandle.
Terminate this application by COMMIT,
ROLLBACK, or FORCE APPLICATION.

ADM1616E

DB2 could not find the dropped table
log record that matches the given
dropped table with ID droppedTable]D
during recovery.

ADM1617W

The table space tablespaceName (ID
tablespacelD) that was included in the
last rollforward has not yet completed.
It has not been included in the table
space list provided for this rollforward.
It has been placed into restore pending
state.

ADM1618W

DB2 cannot recover table space
tablespaceName (ID tablespaceIlD) during
database rollforward. The table space
has been placed in rollforward pending
state. To recover, perform a table space
rollforward after the database
rollforward is complete.

ADM1619W

Rollforward cannot stop here.
Rollforward to LSN rollforwardLSN in
log file logFilename.

ADM1620W

Table partition with objectID objectID in
tablespace tablespace]lD was skipped
during drop table recovery. To recover
the data from this partition include the
tablespace in the rollforward list.

ADM1700W

DB2 is unable to use the log path
specified by the backup image;
Switching to the default log path.

ADM1701W

The USEREXIT log retention logging is
not enabled because the
LOGARCHMETH1 DB configuration
parameter is set to LOGRETAIN.

User response:
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ADM1710C

The database is not accessible because
the DB2 database manager cannot write
to the log control file file-name on
database partition database-partition-num.
Possible reasons for this include: the
file does not exist; the file is not
accessible to the database manager
because of network, file system, or OS
problems; or incorrect file permissions
are preventing the database manager
from writing to the file. Ensure that the
file is accessible to the database
manager and that the file system is
functioning properly, and restart or
reconnect to the database.

ADM1711W

The log control file log-control-file-name
on database partition
database-partition-num was missing or
corrupt. This might be a result of the
database previously being stopped
abnormally. The database manager
recreated this file.

ADM1712C

The log control file file-name on database
partition database-partition-num was
missing or corrupt. The DB2 database
manager attempted to recreate it, but
was not successful. Possible reasons for
this include: the file is not accessible to
the database manager because of
network, file system, or OS problems; or
incorrect file permissions are preventing
the database manager from reading from
or writing to the file. Ensure that the
file is accessible to the database
manager and that the file system is
functioning properly.

ADM1713C

The DB2 database manager cannot start
the database on database partition
database-partition-num because the
database manager can open neither the
primary log control file primary-log-file
nor the secondary log control file
secondary-log-file.

ADM1800E

DB2 was unable to confirm log
logNumber was archived on the old log
path. Take a database backup to ensure
that the database may be recovered.

ADM1801W

DB2 could not access more than 2GB of
file storage on the raw device.
Therefore, only 2GB of file storage will
be used for logging.




ADM1802W « ADM1824W

ADM1802W

Database was put into offline backup
pending state because the LOGFILSIZ
DB configuration parameter has
changed while using raw device for

logging.

ADM1803W

There is not enough space left on raw
device path for log files. The actual
device size is actualDevice 4K pages. The
minimum required device size is
minimumDevice 4K pages.

ADM1804W

The raw device is too small to support
active log space. actualDeviceSize 4K
pages are available, however,
minimumDeviceSize 4K pages are
required. Use a larger device or reduce
the LOGPRIMARY and/or the
LOGFILSIZ DB configuration
parameters.

ADM1805E

DB2 is unable to use the
NEWLOGPATH DB configuration
parameter because the raw device is
already being used as a log or table
space container elsewhere.

ADM1806E

Unable to use the NEWLOGPATH DB
configuration parameter newlLogPath DB2
will continue to use the current log
path.

ADM1807E

The new DB configuration parameter
values for NEWLOGPATH and
MIRRORLOGPATH are identical, this is
not allowed. Ensure that the values are
different for the two parameters.

ADM1810E

The new value of the
MIRRORLOGPATH DB configuration
parameter is invalid or cannot be used.
DB2 will ignore the new value. Confirm
the new path value and ensure that it is
valid.

ADM1811E

DB2 will now switch to the default log
path logpath.

ADM1812E

The new value of the MIRRORPATH
DB configuration parameter
newMirrorPath is not usable. DB2 will
continue to use the existing mirror path
defaultMirrorPath.

ADM1813E

The current mirror path
currentMirrorPath is invalid.

ADM1814E

The current log path currentLogPath is
invalid.

ADM1815E

An error occurred while DB2 was trying
to remove log files from logFilePath.

ADM1817E

DB2 was unable to execute the user exit
program when archiving log file
logFilename from dirPath for database
DBName. The error code was returnCode.
Verify user exit program by manually
running it.

ADM1818E

An error was received from the user exit
program. DB2 will not call the user exit
program for this database for 5 minutes.

ADM1819C

DB2 was unable to switch to the new
log file size because an error occurred
while archiving an old log on the raw
device. As a result, the database cannot
be accessed.

ADM1820W

For USEREXIT to be enabled, you
cannot have both DB configuration
parameters LOGRETAIN set to
CAPTURE and USEREXIT turned on.
Therefore, USEREXIT is disabled.

ADM1821E

The log path has been reset to the
default value.

ADM1822W

The active log is being held by dirty
pages. This is not an error, but database
performance may be impacted. If
possible, reduce the database work load.
If this problem persists, either decrease
the SOFTMAX and/or increase the
NUM_IOCLEANERS DB configuration
parameters.

ADM1823E

The active log is full and is held by
application handle handle. Terminate this
application by COMMIT, ROLLBACK
or FORCE APPLICATION.

ADM1824W

DB2 cannot delete the log file filename.
User must manually delete the log file.
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ADM1825W « ADM1838W

ADM1825W DB2 cannot create the next log file
because of a user exit problem.

ADM1826E DB2 cannot continue because the disk
used for logging is full.

ADM1827E There is no space left on raw device
used for logging. User must make an
offline backup of the database.

ADM1828C DB2 will attempt to create the log file
again in 5 minutes.

ADM1829E The active log is full and is held by an
indoubt transaction.

Explanation: This message is returned when the
database manager must release the current active log
file and use a different log file, but cannot release the
current active log file because an indoubt transaction
has a lock on the current active log file.

User response: Resolve the indoubt transaction using
the LIST INDOUBT TRANSACTIONS WITH
PROMPTING command.

ADMI1830E The active log path is set to the default
value.

ADM1831E DB2 was unable to execute user exit
program when retrieving log file
logFilename to dirPath for database
DBName. The error code was returnCode.
Verify the user exit program by
manually running it.

ADM1832E DB2 was unable to find the user exit
program when archiving log file
logFilename from dirPath for database
DBName. The error code was returnCode.

ADM1833E The user exit program returned an error
when archiving log file logFilename from
dirPath for database DBName. The error
code was refurnCode.

ADM1834E DB2 was unable to find the user exit
program when retrieving log file
logFilename to dirPath for database
DBName. The error code was returnCode.
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ADM1835E The user exit program returned an error
when retrieving log file logFilename to
dirPath for database DBName. The error
code that was returned by the user exit
program to the database manager was:
returnCode.

Explanation: You can automate log file archiving and
retrieval by creating a user exit program that the DB2
database manager calls to carry out the archiving or
retrieval operation.

When the DB2 database manager invokes your user
exit program, the following happens:

¢ The database manager passes control to the user exit
program

¢ The database manager passes parameters to the user
exit program

¢ On completion, the use exit program passes a return
code back to the database manager

The DB2 database manager can only handle specific
error codes. However, a user exit program might
encounter many different kinds of error conditions,
such as operating system errors. A user exit program
must map the error conditions it encounters to error
codes that the database manager can handle.

This message is returned when a user exit program
fails and returns the specified return code to the DB2
database manager.

User response:

1. Refer to the documented list of standard user exit
error codes.

2. Refer to any error handling information for your
user exit program.

ADM1836W The table tableID (ID tableID) on
tablespaceName (ID tablespaceName) is in
DATALINK Reconcile Pending (DRP)
state.

ADM1837W The table tableName (ID tableID) on
tablespaceName (ID tablespacelD) is in
DATALINK Reconcile Not Possible
(DRNP) state.

ADM1838W An application is waiting for a lock held
by an indoubt transaction. This will
cause the application to wait
indefinitely. Use the LIST INDOUBT
TRANSACTIONS command to
investigate and resolve the indoubt
transactions.




ADM1839W An error occurred while DB2 was
writing log data to log file logFile on
path logPathl. The log file is still
available on log path logPath2. DB2 will
attempt to use both paths for
subsequent log files. In the meantime,
check that the specified log path in
which the error occurred exists and is
accessible. Also check that there is space
available in the file system.

ADM1840W The error on log path logPath has been
resolved. DB2 will now write log files
to this path.

ADM1841W DB2 was unable to locate log logNumber
while attempting to archive it. Your
existing recovery strategy may not work
if the missing log file is required during
recovery. A database backup is required
to ensure the recoverability of the
database. However, the backup should
be taken after the First Active Log file
(LOGHEAD) DB configuration
parameter is beyond the specified log.
You might want to consider deactivating
the database now to have the First
Active Log file (LOGHEAD) move up,
and then take a backup.

User response:

ADM1842W The database configuration update was
successful, but the database could not
be made recoverable.

Explanation: Although the update was successful, the
database is not recoverable. Possible reasons for this
are:

* At least one table space is in a table space state other
than "Normal"

¢ Member crash recovery is pending on at least one
member in this DB2 pureCluster instance.

The database will continue to use circular logging until
all of the table spaces are in a "Normal" state.

In environments using DB2 pureCluster, all members
are consistent.

User response: If this error is being returned because

one or more table spaces are not in "Normal" state,

respond to this error by performing the following steps:

1. Determine which table spaces are not in the
"Normal" state using the MON_GET_TABLESPACE
table function.

2. For each table spaces that is not in "Normal" state,

resolve the issue that corresponds to the state that it
is in.

ADM1839W  ADM1849C

If this error is being caused by a pending member
crash recovery, perform member crash recovery on each
member that is inconsistent. In most cases, this requires
no user response because member crash recovery is
initiated automatically. If member crash recovery is not
initiated automatically, issue a RESTART DATABASE
command.

The database will be recoverable when it is next started
or activated. A full database backup will be required at
that time.

ADM18431  Started retrieve for log file logFilename.
ADM18441  Started archive for log file logFilename
ADM18451 Completed retrieve for log file
logFilename on chain chain from destPath.
ADM18461 Completed archive for log file

logFilename to destPath from dirPath.

ADM1847W Failed to retrieve log file logFilename on
chain chain to destPath.

ADM1848W Failed to archive log file logFilename to
destPath from dirPath.

ADM1849C The database has reached
current-LSN/LSO/LFS-value for log record
identifier type LSN/LSO/LFS-type, which
is approaching its maximum value.
After that maximum value is reached,
you will no longer be able to use the
database.

Explanation: The database manager identifies
database log records using various non-decreasing
identifiers: LSN, LFS, and LSO.

Your database has used nearly all of the possible values
for at least one of these identifiers.

User response: Before your database runs out of
unique LSN/LSO/LFS values, perform the following
steps:

1. Unload all of the data from the database.

2. Drop and recreate the database.

3. Reload the data.

The LSN/LSO/LFS values will restart at 0 after these
steps have been completed.

For additional assistance in responding to this error,
contact IBM software support.
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ADM1850C

ADM1850C The database has run out of log record
identifiers. Log record identifier type
LSN/LSO/LFS-type has reached
current-LSN/LSO/LFS-value. The database
cannot process any transactions that
require additional log records to be
written.

Explanation: The database manager identifies
database log records using various non-decreasing
identifiers: LSN, LFS, and LSO.

Your database has used nearly all of the possible values
for the LSN/LSO/LFS-type identifier. No more log
records can be written.

User response: Perform the following steps:

1. Unload all of the data from the database.

2. Drop and recreate the database.

3. Reload the data.

The LSN/LSO/LFS values will restart at 0 after these
steps have been completed.

For additional assistance in responding to this error,
contact IBM software support.
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Chapter 5. ADM2000 - ADM2499

ADMZ2000E The Event Monitor eventMonitor was
deactivated because it encountered an
I/O error.

ADMZ2001W The Event Monitor eventMonitor was
deactivated because the MAXFILES and
MAXFILESIZE CREATE EVENT
MONITOR parameters' limits have been
reached.

ADM2002E The Event Monitor eventMonitor was
deactivated when the process reading
from the target pipe had disconnected.

ADM2003W The Event Monitor eventMonitor was not
activated because the limit on the
number of active event monitors has
already been reached.

ADM2004E The Event Monitor eventMonitor was not
activated because there was not enough
storage space in the database monitor
heap. To remedy this problem, increase
the MON_HEAP_SZ DBM configuration
parameter.

ADM?2005W The database monitor heap is exhausted.
Increase the MON_HEAP_SZ DBM
configuration parameter.

ADM?2006W The database monitor heap is exhausted.
Statement elements may be unreliable.
Increase the MON_HEAP_SZ DBM
configuration parameter.

ADM2007W The event monitor eventMonitor was
deactivated due to PCTDEACTIVE limit
reached. To reactivate the named event
monitor, either increase the table space
size or increase the PCTDEACTIVE
threshold.

ADM2009C The Event Monitor eventMonitor detected
on table tableName (ID tableID) that the
column name colName is invalid.

ADM2010C The Event Monitor eventMonitor detected
on table tableName (ID tableID) that the
column colName is not allowed.
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ADM2011C The Event Monitor eventMonitor detected
on table tableName (ID tableID) that the
column colName has an invalid dataType
data type.

ADM2012C For table tableName, (ID tableID) the row
size is bigger than the page size.

ADM2013C The Event Monitor eventMonitor detected
on table tableName (ID tableID) that the
column colName is incorrect. The first
column must be PARTITION_KEY.

ADM2014W The Event Monitor eventMonitor detected
on table tableName (ID tableID) that the
size of the column colName is smaller
than the default size of
defaultColumnSize. Therefore, contents
will be truncated to the user specified
size.

ADM2015W The SQLCODE received from the
remote target node is SQLCODE.

ADM2016W The table tableName (ID tableID) was not
found.

ADM2017C The Event Monitor monitor-name has
reached its file capacity. Delete the files
in the target directory directory or move
them to another directory.

ADM2018W The Event Monitor monitor-name has
been deactivated. Event monitor data
collection cannot be performed.

Explanation: The event monitor deactivated due to
some error in processing that is described in probe
information found in the administration notification
and db2diag log files.

User response: Look in the administration notification
or db2diag log file for probe information that indicates
why the event monitor deactivated, correct the error,
and then reactivate the event monitor by issuing the
following statement:

SET EVENT MONITOR monitor-name STATE 1
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Chapter 6. ADM2500 - ADM2999

ADMZ2500E A serious error has occurred at the
database server DRDAApplicationServer
which has made continued processing
impossible. A dump has been generated.
If the remote server is DB2 UDB for
08/390,z0S, check the console log for
information about this error. If the
remote server is DB2 UDB for iSeries,
the job log of the server job, and/or a
first failure data capture (FFDC) spooled
file is usually necessary to determine
the cause of the error. If the remote
server is DB2 Database for Linux, UNIX,
and Windows, check the remote
database server's administration log for
information regarding this error.

ADM2501C The amount of data received for a data
type at the database server did not
match the amount which was expected.
A dump has been generated. If the
remote server is DB2 UDB for
08/390,z08S, check the console log for
information about this error. If the
remote server is DB2 UDB for iSeries,
the job log of the server job, and/or a
first failure data capture (FFDC) spooled
file is usually necessary to determine
the cause of the error. If the remote
server is DB2 Database for Linux, UNIX,
and Windows, check the remote
database server's administration log for
information regarding this error.

ADM2502C The remote database server has
encountered an error.

Explanation: The client has detected a problem on the
remote server.

User response: If the remote server is DB2 UDB for
05/390,z0S, check the console log for information
about this error.

If the remote server is DB2 UDB for iSeries, the job log
of the server job, and/or a first failure data capture
(FFDC) spooled file is usually necessary to determine
the cause of the error.

If the remote server is DB2 Database for Linux, UNIX,
and Windows, check the remote database server's
administration log for information regarding this error.

If the remote server is IBM Informix Dynamic Server,
check the online.log or use onstat (-m) for information
about this error.
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ADM2503C A datastream parsing error has been
detected. A dump has been generated.

ADM2504C The LOB data type is not supported on
this database server. APAR fixes are
required. If this database server is DB2
for OS/390 v6 and v7, apply the fixes for
APARs PQ50016 and PQ50017. If the
database server is DB2 for iSeries, any
release prior to V5.1 is not supported.
For DB2 for iSeries v5.1, the PTF for
APAR 9A00531 must be applied. If the
database server is DB2 for VM and VSE,
contact IBM Support.

ADM2505E While DB2 was attempting to utilize
sysplex support, a connection could not
be established to the database server at
SNA address SNAAddress due to an
unknown cpic symbolic destination
name destName. Check your SNA
configuration and validate it with
network support personnel or disable
sysplex support at the DB2 Connect
Server.

User response:

ADM2506W While an application was attempting to
issue a deferred SET statement, the
server returned a non-zero sqlcode. The
sqlcode is SQLCODE. Check your
application, and validate the deferred
SET statement.

ADM25071 Client Reroute failed because of product
signature violation. Original product
signature: product signature. Retry

product signature: product signature.

ADM2508I Client Reroute successful. Hostname/IP
Address: hostname/IP address and Service
name/Port number: service name/port

number.

Database connection is successful.
Connecting to --> Hostname/IP Address:
hostname/IP address and Service
name/Port number: service name/port
number.

ADM25091
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Chapter 7. ADM3000 - ADM3499

ADMB3000C The network host entry networkHostEntry
at line lineNumber of db2nodes.cfg
cannot be resolved.

ADM3001C DB2 cannot create the intermediate
socket directory socketDirectory. Check
the permissions of this path.

ADMB3003C The node node is no longer present in
db2nodes.cfg, even though this node
had existed when FCM had started up.
This may indicate a communication
failure.

ADM3006C The retry limit was reached while
attempting to establish a connection to
node node. DB2 will now initiate node
recovery.

ADMB3008C The connection with node node has been
unexpectedly severed. DB2 will now
initiate node recovery.

ADM3019C The link between node nodel and node
node2 is broken. Check your switch and
cables.

ADM3020C The number of FCM buffers is too
small. This will impact communication
between DB2 agents and lead to
runtime errors. If this message persists,
you should adjust the
FCM_NUM_BUFFERS DBM
configuration parameter.

ADMB3021W VI is enabled on this node.
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Chapter 8. ADM3500 - ADM3999

ADM3500W The group IDs on the database
partitions do not match. In a partitioned
database, each partition must have the
same set of users and groups defined. If
the definitions are not the same, a user
may be authorized to perform different
actions on different partitions.
Consistent user and group definitions
across all partitions is recommended.

© Copyright IBM Corp. 2012
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Chapter 9. ADM4000 - ADM4499

ADMA4000W A catalog cache overflow condition has
occurred. There is no error but this
indicates that the catalog cache has
exceeded the configured maximum size.
If this condition persists, you may want
to adjust the CATALOGCACHE_SZ DB
configuration parameter.

ADMA40011 A failure has occurred while
regenerating the view viewName.

ADM4002W The Event Monitor target table
targetTableName (table schema tableSchema
) already exists.

ADM4003E The UPGRADE DATABASE command
failed to upgrade the DB2 Text Search
catalogs or indexes due to an error in
stored procedure stored-procedure-name.

Explanation: The database is enabled for DB2 Text
Search and has been upgraded successfully. However,
an error occurred while upgrading the text search
catalogs or indexes.

User response: Call the stored procedures to upgrade
the DB2 Text Search catalogs or indexes.

e If SYSPROC.SYSTS_UPGRADE_INDEX failed to
complete successfully, reissue the stored procedure.

 If SYSPROC.SYSTS_UPGRADE_CATALOG failed to
complete successfully, then call these upgrade
procedures again in this specific order:

1. SYSPROC.SYSTS_UPGRADE_CATALOG
2. SYSPROC.SYSTS_UPGRADE_INDEX

ADM4004W The db2ckupgrade utility found that the
database contains the following types of
objects, which are not supported by the
version of DB2 database to which
upgrading is being considered: XML
global variables; or compiled SQL
functions that use XML parameters or
that return XML types.

Explanation: You can verify that a given database can
successfully be upgraded to a later version of DB2
database using the db2ckupgrade utility.

This message is returned when the db2ckupgrade
utility finds database objects which are not supported
in the version of DB2 database to which you are
upgrading. Specifically, this message is returned when
the following database objects are in a database being
checked:
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* Global variables of type XML

* Compiled SQL functions that use parameters of type
XML or that return XML types

If you proceed to upgrade the database to the target
version of DB2 database, these objects will be
invalidated during database upgrade. You will be
unable to use these database objects until you upgrade
to a version of DB2 database that supports those
database objects.

User response: To be able to use the database objects
that are invalidated during upgrade, upgrade to a
release and fix pack of DB2 database that supports
XML global variables and compiled SQL functions that
use XML parameters or that return XML types. When
you upgrade to a fixpack that supports those database
objects, the objects will be automatically revalidated the
first time they are referenced after the database has
been upgraded.

ADM4005W The upgrade procedure marked the
following types of database objects as
"invalidated" because those objects are
not supported in the upgraded version
of DB2 database: XML global variables;
and compiled SQL functions that use
XML parameters or that return XML

types.

Explanation: You can upgrade a database to a later
version of DB2 database using the UPGRADE
DATABASE command.

This message is returned when a database that contains
the following database objects is upgraded to a version
of DB2 database that does not support those types of
database objects:

* Global variables of type XML

* Compiled SQL functions that use parameters of type
XML or that return XML types

The upgrade operation marked all of these types of
database objects as "invalidated". You will be unable to
use these database objects until you upgrade to a
version of DB2 database that supports those database
objects.

User response: To be able to use the database objects
that were invalidated during upgrade, upgrade to a
release and fix pack of DB2 database that supports
XML global variables and compiled SQL functions that
use XML parameters or that return XML types. When
you upgrade to a fixpack that supports those database
objects, the objects will be automatically revalidated the
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ADM4014N « ADM4100W

first time they are referenced after the database has
been upgraded.

ADM4014N The ALTER TABLE ATTACH operation
failed because either there are no
indexes on the source table, or the
indexes on the source table
source-table-name do not match the
partitioned index index-name on the
target table target-table-name. Reason:
reason-code.

Explanation: See the applicable reason code for more
information:

1

The indexes on the source table do not match
the unique partitioned index on the target
table.

The indexes on the source table do not match
the partitioned XML pattern values index that
was created with the REJECT INVALID
VALUES on the target table.

The indexes on the source table do not match
the partitioned indexes on the target table, and
the ALTER TABLE ATTACH statement is
defined with the REQUIRE MATCHING
INDEXES clause.

User response: Respond according to the reason code,
and then rerun the ALTER TABLE ATTACH operation.

1

Create a unique index on the source table that
matches the unique partitioned index on the
target table.

Create an XML pattern values index on the
source table (using the REJECT INVALID
VALUES clause) to match the index on the
target table.

Either create an index on the source table that
matches the partitioned index on the target
table, or remove the REQUIRE MATCHING
INDEXES clause from the ALTER TABLE
ATTACH statement.

ADMA40151 No index on the source-table source table
matches the partitioned index index-name
on the target table target-table. ALTER

TABLE ATTACH processing continues.

Explanation: After the ATTACH operation completes
successfully, the index partition will be built on the first
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access to the newly attached table partition. Usually,
the first access is from a SET INTEGRITY statement.

To maximize roll-in efficiency, create indexes on the
source table that match the partitioned indexes on the
target table before attaching the source table to the
target table. For more information, see the topic on
attaching data partitions in the DB2 Information Center.

User response: No response is required.

The index indexName on the source table
source-table does not match any
partitioned indexes on the target table
target-table . ALTER TABLE ATTACH
processing continues.

ADM40161

Explanation: A successful ATTACH operation will
drop this index on the source table.

To maximize roll-in efficiency, drop the indexes on the
source table that do not match the indexes on the target
table before attaching the source table to the target
table. For more information, see the topic on attaching
data partitions in the DB2 Information Center.

User response: No response is required.

ADM4100W The db2ckupgrade or UPGRADE
DATABASE command identified
external routines or user-defined
wrappers that could have potential
incompatibility with the multi-threaded
database manager. See the file
generated-file that contains the list of
routines and wrappers identified, or a
set of statements to restore the routine
or wrapper definitions altered by the
UPGRADE DATABASE command.

Explanation: Beginning in DB2 Version 9.5, the
database manager is now multi-threaded as opposed to
multi-processed on Linux and UNIX operating systems.
The execution of NOT FENCED and NOT
THREADSAFE external routines or user-defined
wrappers, which are NOT FENCED in the
multi-threaded database manager, could lead to
incorrect results, database corruption, or abnormal
termination of the database manager. As a result, all
NOT FENCED routines and all NOT FENCED
user-defined wrappers must be THREADSAFE.

During database upgrade, all external NOT FENCED
routines that have no dependency on the DB2 engine
library are altered to FENCED and NOT
THREADSAFE. Also, the DB2_FENCED option is set to
"Y' for all user-defined wrappers. The UPGRADE
DATABASE command generates a script generated-file
that contains the statements to restore the routine or
wrapper definitions.

When running db2ckupgrade, external NOT FENCED
routines that have no dependency on the DB2 engine
library are identified. These routines will be altered to



FENCED and NOT THREADSAFE during database
upgrade. The file generated-file is generated with a list
of all the identified external NOT FENCED routines
and user-defined wrappers with the DB2_FENCED
option is set to 'N'.

User response: When upgrading the database, verify
that all the affected routines and user-defined wrappers

can safely be run as NOT FENCED and THREADSAFE.

Once verified, they can be altered back to NOT
FENCED and THREADSAFE, by running the file
generated-file to alter all of the routines and user-defined
wrappers to NOT FENCED. Modify this file to contain
only the statements that should be executed and run
the CLP script after the database has been upgraded.

After running db2ckupgrade and before upgrading
your database, alter the identified routines, listed in the
generated file generated-file, to FENCED and NOT
THREADSAFE and set the DB2_FENCED option to 'Y’
for user-defined wrappers.

ADM4101W The UPGRADE DATABASE command
failed to automatically collect statistics
on the table-name system catalog table.
The following RUNSTATS command
returned SQLCODE sglcode with tokens
tokens : command.

Explanation: After successfully completing the
database upgrade, the UPGRADE DATABASE
command was unable to collect the statistics on the
table-name system catalog table. The RUNSTATS
command returned SQLCODE sglcode with tokens
tokens.

User response:

1. Determine the appropriate user response based on
the SQLCODE sglcode returned.

2. Correct the problem and re-issue the RUNSTATS
command on the table-name system catalog table to
collect statistics.

ADM4102W The database contains one or more
identifiers called NULL. To avoid
conflict with the NULL keyword, you
should qualify or delimit with double
quotes any identifiers called NULL in
SQL statements.

Explanation: An untyped NULL specification can
occur anywhere in an expression. If an identifier called
NULL is used in an SQL statement without being fully
qualified or delimited, the identifier specification might
resolve to the NULL keyword instead of the identifier
reference. This would result in a change in behavior
from previous releases.

User response: Determine if you have identifiers
called NULL in the database by issuing the following
statements:

ADM4101W « ADM4104E

* SELECT TABSCHEMA, TABNAME, COLNAME
FROM SYSCAT.COLUMNS WHERE COLNAME =
'NULL';

* SELECT ROUTINESCHEMA, ROUTINENAME,
PARMNAME FROM SYSCAT.ROUTINEPARMS
WHERE PARMNAME = 'NULL}

¢ For Version 9.5 databases or later, SELECT
VARSCHEMA, VARNAME FROM
SYSCAT.VARIABLES WHERE VARNAME = 'NULL".

To avoid conflict with the NULL keyword, qualify or
delimit with double quotes the identifiers called NULL
in SQL statements.

ADM4103W The connection attribute attributename
contains asterisks (*) in the workload
workloadname. A single asterisk (*) will
be replaced with two asterisks (**)
during database upgrade. Reason code =
reason-code.

Explanation: Starting with DB2 Version 9.7, you can
use a single asterisk (*) as a wildcard character and two
asterisks (**) to represent one literal asterisk (*) in some
workload attributes.

The db2ckupgrade command identifies asterisks (*) in
the connection attribute and the UPGRADE
DATABASE command replaces the single asterisk (*)
with two asterisks (**) if the type of connection
attribute is one of the following values: 1 ( APPLNAME
) 6 ( CURRENT CLIENT_USERID ) 7 ( CURRENT
CLIENT_APPLNAME ) 8 ( CURRENT
CLIENT_WRKSTNNAME ) 9 ( CURRENT
CLIENT_ACCTING )

Reason codes are as follows:

1
The connection attribute was truncated
because it reached the maximum length when
a single asterisk (*) is replaced with two
asterisks (**) during database upgrade.

2

The connection attribute was not truncated
when a single asterisk (*) is replaced with two
asterisks (**) during database upgrade.

User response: Replace asterisks (*) in the connection
attribute with another character if possible.

ADM4104E One or more databases are enabled for
XML Extender. You must remove the
XML Extender functionality from the
instance and databases before
upgrading.

Explanation: Starting with DB2 Version 9.7, XML
Extender is discontinued. Possible reasons for this error
are:
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¢ The instance that you specified for upgrade has XML
Extender functionality enabled, and the implicit call
to db2ckupgrade fails because one or more databases
are enabled for XML Extender.

* The database that you are checking for upgrade is
enabled for XML Extender.

User response: Remove the XML Extender
functionality from the instance and disable databases
for XML Extender. Then re-issue the db2iupgrade or
db2ckupgrade command.

Refer to the DB2 Information Center for details on the
steps to upgrade XML Extender, including how to
disable XML Extender in databases.

ADM4105W The Database is enabled for DB2
WebSphere MQ functions. The set of
functions defined for XML Extender
will be dropped during database
upgrade.

Explanation: Starting with DB2 Version 9.7, XML
Extender is discontinued. The set of DB2 WebSphere
MQ functions that are defined for XML Extender will
be dropped during database upgrade. These functions
declare parameters using XML Extender user-defined
data types.

User response: After the database upgrade, if you
want to use DB2 WebSphere MQ functions with xml
data type parameters, run the enable_MQFunctions
command with the -force and -xml parameters to create
new MQ functions for XML data type and re-create the
existing MQ functions. Refer to the DB2 Information
Center for details on how to run the
enable_MQFunctions command.

ADM4106W The upgraded database was enabled for
XML Extender. XML Extender
functionality was not disabled during
database upgrade. However, this
functionality will fail to run.

Explanation: Starting with DB2 Version 9.7, XML
Extender has been discontinued. The database that you
restored from a backup image created in a previous
release is enabled for XML Extender.

The database was upgraded successfully. However, the
XML Extender functionality such as routines will fail to
run.

User response: Restore the database to a DB2 copy
running a DB2 database product version that supports
XML Extender, then follow the steps to upgrade from
XML Extender.

Refer to the DB2 Information Center for details on the
steps to upgrade from XML Extender.
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ADM4200N The data type of the column could not
be changed because of the data in the
row with row identifier rowid.

Explanation: You can change the data type of a table
column by using the ALTER TABLE statement with the
ALTER COLUMN clause and the SET DATA TYPE
clause.

This message is returned when an attempt to change
the data type of a column fails because of an
incompatibility between data in one of the rows of the
table and the data type to which the column is being
changed.

User response:

1. Review the db2diag logs for more detailed
information about why the data in the named row
prevented the data type of the column from being
changed.

2. Resolve the incompatibility by doing one of the
following:
¢ Modify the data in the row so that the data type
of the column can be changed.

¢ Change the data type of the column to one that is
compatible with the existing data.

ADM4201IN The data type of the column could not
be changed because of the default
values for the column named
column-name in the table named
table-name.

Explanation: You can change the data type of a table
column by using the ALTER TABLE statement with the
ALTER COLUMN clause and the SET DATA TYPE
clause.

This message is returned when an attempt to change
the data type of a column fails because of an
incompatibility with the default values for the column
being altered.

User response:

1. Review the db2diag logs for more detailed
information about why the default values for the
column prevented the data type of the column from
being changed.

2. Resolve the incompatibility by doing one of the
following:
¢ Modify or drop the default values for the column

so that the data type of the column can be
changed.

¢ Change the data type of the column to one that is
compatible with the existing data.
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ADMA4500W A package cache overflow condition has
occurred. There is no error but this
indicates that the package cache has
exceeded the configured maximum size.
If this condition persists, you should
perform additional monitoring to
determine if you need to change the
PCKCACHESZ DB configuration
parameter. You could also set it to
AUTOMATIC.

© Copyright IBM Corp. 2012
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ADMS5500W DB2 is performing lock escalation. The
affected application is named appl_name,
and is associated with the workload
name workload_name and application ID
appl_id at member member_num. The total
number of locks currently held is
locksHeld, and the target number of locks
to hold is targetNumber.

Explanation: The token locksHeld lists the total number
of locks currently held by all applications in the
database.

User response: No response is required.

ADMS55011 DB2 is performing lock escalation. The
affected application is named appl_name,
and is associated with the workload
name workload_name and application ID
appl_id at member member_num. The total
number of locks currently held is
locksHeld, and the target number of locks
to hold is targetNumber. The current
statement being executed is
currentStatement.

ADMS5502W The escalation of numLocks locks on
table tableName to lock intent lockIntent
was successful.

Explanation: The token numLocks lists the total
number of locks currently held by all applications that
are accessing the table.

User response: No user response is required.

ADMS5503E The escalation of numLocks locks on
table tableName to lock intent lockIntent
has failed. The SQLCODE is SQLCODE.

ADMS5504W The escalation of numLocks locks on
DATAPARTITIONID datapartitionid of
table tableName to lock intent lockIntent
was successful.

ADMS5505E The escalation of numLocks locks on
DATAPARTITIONID datapartitionid of
table tableName to lock intent lockIntent
has failed. The SQLCODE is SQLCODE.

© Copyright IBM Corp. 2012

The current unit of work was involved
in an unresolved contention for use of
an object. The type of the event is:
event-type. The identifier of the lock on
which this event happened is: lock-ID.
The timestamp of the event is: timestamp.
The identifier of the member at which
the event happened, and the identifier
of the event is: member-ID-event-ID. The
affected application is named
application-name The application is
associated with the workload named
workload-name. The application identifier
is: application-ID. The identifier of the
member on which the application is
running is: app-member-id. The role that
this application plays with respect to
this lock is: role.

ADMS55061

Explanation: The current unit of work was involved
in an unresolved contention for use of an object.

Lock escalation is the process of replacing row locks
with table locks, reducing the number of locks in the
list.

User response: To investigate this event further, create
an event monitor using the CREATE EVENT
MONITOR FOR LOCKING statement which should
help to narrow down the source of the problem.

To help avoid a deadlock or lock timeout, issue
frequent COMMIT operations, if possible, for a
long-running application, or for an application likely to
encounter a deadlock.

Deadlocks are often normal or expected while
processing certain combinations of SQL statements. It is
recommended that you design applications to avoid
deadlocks to the extent possible.

If a deadlock state was reached because of a queuing
threshold such as the
CONCURRENTDBCOORDACTIVITIES threshold,
increase the value of the queuing threshold.

For more detailed information about preventing
deadlocks or lock timeouts, search the DB2 Information
Center using phrases such as "deadlock prevention”,
and terms such as "deadlocks" and "lock timeouts".

To prevent lock escalations, adjust the locklist and
maxlocks configuration parameters. For assistance, see
the DB2 Information Center.
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The current unit of work was involved
in an unresolved contention for use of
an object. The type of the event is:
event-type. The identifier of the lock on
which this event happened is: lock-ID.
The timestamp of the event is:
event-timestamp. The identifier of the
member at which the event happened is:
event-source-member-id. The identifier of
the event is: event-ID. The identifier of
the member at which the application is
holding the lock is: app-member-id.

ADM55071

Explanation: The current unit of work was involved
in an unresolved contention for use of an object.

Lock escalation is the process of replacing row locks
with table locks, reducing the number of locks in the
list.

User response: To investigate this event further, create
an event monitor using the CREATE EVENT
MONITOR FOR LOCKING statement which should
help to narrow down the source of the problem.

To help avoid a deadlock or lock timeout, issue
frequent COMMIT operations, if possible, for a
long-running application, or for an application likely to
encounter a deadlock.

Deadlocks are often normal or expected while
processing certain combinations of SQL statements. It is
recommended that you design applications to avoid
deadlocks to the extent possible.

If a deadlock state was reached because of a queuing
threshold such as the
CONCURRENTDBCOORDACTIVITIES threshold,
increase the value of the queuing threshold.

For more detailed information about preventing
deadlocks or lock timeouts, search the DB2 Information
Center using phrases such as "deadlock prevention”,
and terms such as "deadlocks" and "lock timeouts".

To prevent lock escalations, adjust the locklist and
maxlocks configuration parameters. For assistance, see
the DB2 Information Center.

ADMS5508] One or more partitioned indexes on data
partition DATAPARTITIONID of the
table named tableName are marked

invalid and require rebuilding.

Explanation: The DB2 data server will automatically
rebuild the invalid index partitions on this data
partition. A super exclusive Z lock will be held on the
data partition from the time that the index rebuild
begins until the end of unit of work in which the
rebuild occurs.

User response: No response is required.
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ADMS55091  Rebuilding count index partitions on
data partition DATAPARTITIONID of the

table tableName.

Explanation: The data server is rebuilding index
partitions for the table on the specified data partition.

User response: No response is required.

ADMS5510E  The table space tableSpace (ID tableSpace)
is full. There is no more room in the
internal object table of this table space.

ADMS5511E  The object object with id object-id in
tablespace tbspace-id for table tableName
has reached the maximum possible size.

ADMS5512N  Rebuild of index partitions on partition
DATAPARTITIONID of table tableName
failed with SQLCODE of SQLCODE.

Explanation: The rebuild of the index partitions failed
for the specified data partition.

User response: See the DB2 Information Center for
information about the given SQLCODE.

ADMS55131 Index rebuild on the data partition
DATAPARTITIONID of table tableName

completed successfully.

Explanation: Although the data server successfully
rebuilt the index for the data partition, other
partitioned indexes on the data partition might still
require rebuilding. This index rebuild will occur during
the current unit of work.

User response: No response is required.

ADMS55141 Rebuilding index partition with IID
indexIID in object indexObjectID and
table space indexTablespacelD on data
partition DATAPARTITIONID of table

tableName.

Explanation: The data server is rebuilding the
specified index partition.

User response: No response is required.

ADMS55151  Index partitions on data partition
DATAPARTITIONID of table tableName

are successfully rebuilt.

Explanation: The data server has rebuilt the index
partitions for the table on the specified data partition.

User response: No response is required.




ADMS5520E This database version is not supported
for database upgrade.

Explanation: The database version that you are trying
to upgrade is unsupported in the DB2 copy from which
you try to upgrade the database.

User response: Determine what releases are supported
for database upgrade in the DB2 copy from which you
want to upgrade the database. Upgrade the database to
one of those releases. Then re-try upgrading the
database to the DB2 copy.

Refer to the DB2 Information Center for details on
what versions are supported for database upgrade.

ADMS5521C The table tableName is missing or it was
truncated and was not migrated.
Database migration will continue, but
this table will be inaccessible.

ADMS5530W The COMMIT processing of table
tableName that used NOT LOGGED
INITIALLY has been initiated. It is
recommended that you take a backup of
this table's table space(s).

ADMS5540W Rebuilding count indexes on table
tableName.

Explanation: The rebuild is either for nonpartitioned
indexes on a partitioned table, or for indexes on a
nonpartitioned table.

User response: No response is required.

ADMS5541W Rebuilding index with IID indexIID in
object with ID indexObjectID and table
space ID indexTablespacelD on table
tablename.

Explanation: The rebuild is either for nonpartitioned
indexes on a partitioned table, or for indexes on a
nonpartitioned table.

User response: No response is required.

ADMS5542W Indexes on table tableName are
successfully rebuilt.

Explanation: The rebuild was either for
nonpartitioned indexes on a partitioned table, or for
indexes on a nonpartitioned table.

User response: No response is required.

ADMS5543E  Rebuild of indexes on table tablename
failed with SQLCODE of SQLCODE.

Explanation: The rebuild was either for
nonpartitioned indexes on a partitioned table, or for
indexes on a nonpartitioned table.

ADMS5520E « ADM5571W

User response: See the referenced SQLCODE for more
information.

ADMS5550C The table space tablespaceName (ID
tablespacelD) is being removed from the
rollforward set. The SQLCODE is
SQLCODE.

ADMS5560C DB?2 is unable to redo the reorganization
of a table unless both the data table
space dataTablespaceName (ID
dataTablespacelD) and the long table
space LongTablespaceName (ID
dataTablespacelD) are being rolled
forward together. Ensure that both of
the table spaces are being rolled
forward together, or restore a backup
image taken after the reorganization to
eliminate the need for reorganization to
be redone.

ADMS5561C DB2 is unable to redo the reorganization
of a table unless both the data table
space dataTablespaceName (ID
dataTablespacelD) and the long table
space longTablespaceName (ID
dataTablespacelD) are at the same point in
time. Ensure that a backup of both table
spaces are either from before the table
reorganization (so that it can be redone)
or from after the table reorganization (so
that it does not have to be redone).

ADMS5562C DB2 is unable to undo the in-place
reorganization of a table unless both the
data table space dataTablespaceName (ID
dataTablespacelD) and the index table
space indexTablespaceName (ID
dataTablespacelD) are being rolled
forward together. Ensure that both table
spaces are being rolled forward together.

ADM5570W  Access was attempted on an unavailable
object with id object-id in tablespace
tbspace-id for table tableName. If the
object is a table it will have to be
dropped. If the object is a partition it
will have to be detached. If the object is
a non-partitioned index the index will
have to be dropped.

ADMS5571W  The object object with ID object-id in
table space tbspace-id for table tableName
is being marked as unavailable.

Explanation: The object cannot be accessed.

User response: If the object is a table or a
nonpartitioned index, drop it. If the object is a data
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partition of a partitioned table, detach it.

One or more indexes on table tableName
are marked invalid and require
rebuilding.

ADM55721

Explanation: The DB2 data server will automatically
rebuild the invalid indexes on this table. The rebuild is
either for nonpartitioned indexes on a partitioned table
or for indexes on a nonpartitioned table.

A super exclusive Z lock will be held on the table for
the duration of the index rebuild and the unit of work
in which the rebuild occurs.

User response: No response is required.

ADMS5580W The table space with ID tablespacelD
either does not exist or is not in the set
of table spaces being recovered.
Recovery will continue, but filtering of
this table space or tables/objects in this
table space will be ignored.

ADMS5581W DB2 has successfully filtered table space
with ID tablespacelD, object ID object-ID.

ADM5582C Internal error error occurred while
attempting to filter table space ID
tablespacelD, object ID objectID.

ADMS5583W The total alloted time of 16.7 hours per
Data Links Manager has been exceeded.

ADMS5590E The specified INPLACE table
reorganization action on table tableName
is not allowed on this node because of
SQLCODE -2219 reason code reasonCode.

ADM5591W A new compression dictionary could not
be built for the object of type object-type
and object ID objectID because
insufficient data was found. The object
is in the table named table-name, which
is in the table space: table-space-id.

Explanation: When Automatic Dictionary Creation
(ADC) occurs, a compression dictionary is created for a
table when the table is enabled for data row
compression. A dictionary is created to compress data
in the rows of the database table. For a tables with
columns of type XML, an additional, separate
dictionary is created to compress the data in the XML
storage object of the table.

A compression dictionary for the table table-name was
not created. If the object-type is DATA, a dictionary
could not be created for rows in the table table-name. If
the object-type is XML, a dictionary could not be created
for the XML storage object of the table.
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If a dictionary exists and a new compression dictionary
cannot be built, the following occurs:

¢ When not using LOAD, the existing dictionary is
retained and used.

¢ When using LOAD, the existing dictionary is not
retained.

User response: No user action required.

ADM55921 A compression dictionary for the
object-type object with ID objectID in
tablespace table-spacelD for table
table-name was built by dictionary-creator

processing.

Explanation: When Automatic Dictionary Creation
(ADC) occurs, a compression dictionary is created for a
table when the table is enabled for data row
compression. A dictionary is created to compress data
in the rows of the database table. For a tables with
columns of type XML, an additional, separate
dictionary is created to compress the data in the XML
storage object of the table.

If the object-type is DATA, a compression dictionary was
created for the table object for the table table-name. If
the object-type is XML, a compression dictionary was
created for the XML storage object of the table.

User response: No user action required.

ADMS55931  Automatic Dictionary Creation (ADC)
processing for the object-type object with
ID objectID in tablespace table-spacelD for
table table-name has been temporarily
disabled. ADC processing will be
enabled again once the instance is

restarted.

Explanation: When Automatic Dictionary Creation
(ADC) occurs, a compression dictionary is created for a
table when the table is enabled for data row
compression. A dictionary is created to compress data
in the rows of the database table. For a tables with
columns of type XML, an additional, separate
dictionary is created to compress the data in the XML
storage object of the table.

ADC processing has been disabled for the object
objectID. If the object-type is DATA, ADC processing is
disabled for the table rows for the table table-name. If
the object-type is XML, ADC processing is disabled for
the XML storage object of the table.

Even if the table contains sufficient table row data to
create a dictionary, a dictionary might not be created if
the data is fragmented .

User response: To defragment table row data, use the
REORG TABLE command to reorganize the table
table-name. If object-type is XML use the
LONGLOBDATA option to reorganize the XML storage
object of the table
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To enable ADC processing, restart the instance.

ADM55941  Automatic Dictionary Creation (ADC)
processing for object-type objects has
been temporarily disabled for the
database.

Explanation: When Automatic Dictionary Creation
(ADC) occurs, a compression dictionary is created for a
table when the table is enabled for data row
compression. A dictionary is created to compress data
in the rows of the database table. For a tables with
columns of type XML, an additional, separate
dictionary is created to compress the data in the XML
storage object of the table.

This message is returned when ADC processing is
disabled for the database. If the object-type is DATA,
ADC processing is disabled for the data in tables. If the
object-type is XML, ADC processing is disabled for data
in the XML storage objects of tables.

User response: To enable ADC processing, restart the
database.

ADMS5595E  An index data inconsistency is detected
on table schema-name. table-name. Please
run "INSPECT CHECK TABLE NAME
table-name SCHEMA schema-name
INDEXDATA RESULTS KEEP
table-name_resfile.out" on the node that
failed, and then contact DB2 support
team to report the problem.

ADMS56001  Scan sharing is temporarily limited due
to memory constraints.

User response: No response is required.
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ADMBG6000E DB2 encountered a read error while
reading page page-number from
tablespace tbspace-id for object object-id
(located at offset offset of container
container-path). DB2 was able to bypass
the error by re-reading the page, but
this may indicate the presence of a
serious problem that could result in a
future outage. You may wish to begin
an investigation of the hardware (such
as disk, controllers, network) and/or the
filesystem involved in accessing the
container.

ADMG6001I A container was renamed based on the
rules defined in the path rename
configuration file configFile. The
container oldName has been renamed to
newName.

ADMBG6002E A container path of an invalid length
was specified. The path specified was
containerName. Refer to the
documentation for SQLCODE -297.

ADMG60031 A container was not renamed because it
was not affected by the rules defined in
the path rename configuration file
configFile. Its name remains as contname.

ADM6004N The SET WRITE SUSPEND command
failed for the database. Database name:
database-name.

Explanation: An error occurred during an attempt to
suspend the write operations for the database.
User response:

1. Investigate the cause of the failure by reviewing the
DB2 diagnostic log files.

2. Correct the problem.
3. Reissue the SET WRITE SUSPEND command again.

ADMG6005N The SET WRITE RESUME command
failed for the database. Database name:
database-name.

Explanation: An error occurred during an attempt to
resume the write operations for the database.

User response:

1. Investigate the cause of the failure by reviewing the
DB2 diagnostic log files.
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2. Correct the problem.
3. Reissue the SET WRITE RESUME command again.

ADMBG6006E DB2 encountered an error while reading
page page-number from table space
tbspace-id for object object-id (located at
offset offset of container container-path).

Explanation: DB2 was not able to complete the
operation, but the database remains accessible. This
may indicate the presence of a serious problem that
could result in a future outage.

User response: You can begin an investigation of the
hardware (such as disk, controllers, network) and/or
the file system involved in accessing the container.

If it is suspected that the DB2 data itself is in error,
contact IBM Software Support and they will guide you
through the proper corrective actions.

ADM6007C DB2 detected an error while processing
page page-number from table space
tbspace-id for object object-id of object
type object-type.

Explanation: DB2 was not able to complete the
operation, but the database remains accessible. This
may indicate the presence of a serious problem that
could result in a future outage.

User response: Contact IBM Software Support and
they will guide you through the proper corrective
actions.

ADMG6008I Extents within table space
tablespace_name (ID tablespace_id) have
been moved. Reason code = reason-code.

Explanation: Here are the reasons why the extent
movement terminated:

1. Another utility attempted to work with the table
space and interrupted the extent movement.

2. A pending delete state is preventing the movement
of the high water mark.

3. There is no remaining free space in the table space
to move the remaining extents.

4. The extent movement has completed.
User response: You should consider the following
actions based on the reason code:

1. Re-run the extent movement when another utility
cannot interrupt the move operation.

2. Correct the pending delete state before re-running
the extent movement operation.
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3. No action is required.

4. No action is required.

ADMG6009W The database manager detected that the
amount of restart light memory
(rstrt_light_mem) is too small for
optimal recovery performance.

Explanation: The database manager automatically
reserves some memory on each member host to be
used for restart light operation. This reserved memory
is used to accommodate failed members that need to be
restarted in restart light mode, on a host other than
their home host. The rstrt_light_ mem database manager
configuration parameter specifies the maximum
amount of memory that is allocated and reserved on a
host for restart light recovery purposes.

This message is returned when the amount of memory
reserved for restart light purposes on a host is not large
enough for optimal recovery performance.

User response: Optional: To improve recovery
performance, increase the value of the following
database manager configuration parameters:

e RSTRT_LIGHT_MEM
* INSTANCE_MEMORY

ADM6010I Rebalance for table space tsname (ID

tsid) has been suspended.

Explanation: The rebalance operation for the table
space has been manually suspended using the ALTER
TABLESPACE REBALANCE SUSPEND statement.

User response: Manually resume the table space
rebalance operation by running the following
statement:

ALTER TABLESPACE tablespace-name REBALANCE
RESUME

ADMG6011E Write operations could not be
suspended or resumed on this DB2
member because the database is in the
process of shutting down or stopping, or
the database is quiesced.

Explanation: You can suspend and resume write
operations for a database using the SET WRITE
command or the db2SetWriteForDB API. In a DB2
pureCluster environment, when you execute the SET
WRITE command or call the db2SetWriteForDB API on
any member, write operations are suspended or
resumed on all members in the DB2 cluster.

Write operations can be successfully suspend or
resumed only when the database is either active or
stopped. This message is returned when an attempt is
made to suspend or resume write operations for a
database that is neither active nor stopped. For
example, this message can be returned when the SET
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WRITE command is executed in the following kinds of
scenarios:

e The STOP DATABASE command has been executed
for the database but the database has not completely
stopped.

* The QUIESCE DATABASE command has been
executed.

* The database encountered an error and is entering
crash recovery.

This message is returned in DB2 pureCluster
environments only. Specifically, this message is printed
to the administration notification log for the member
that detected the problem with the status of the
database.

User response: To resolve the problem that is
preventing the SET WRITE command from succeeding
on the member that is reporting this error, wait until
the database makes the transition into being either
active or stopped.

After resolving the problem on this member, review the
administration notification log on other members in the
DB2 cluster.

ADMG6012W The total combined maximum number
of authorization IDs that can be
specified in both of the
DB2_HI_PRI_PREFETCH_AUTHID and
DB2_LO_PRI_PREFETCH_AUTHID
registry variables maxAuthlds has been
surpassed. Ensure that no more than
this specified number of authorization
IDs is specified by removing
authorization IDs from one or both of
the registry variables. The changes made
will not take effect until the instance is
restarted.

ADMG6013W Authorization ID authld was specified
multiple times in either one or both of
the DB2_HI_PRI_PREFETCH_AUTHID
and DB2_LO_PR_PREFETCH_AUTHID
registry variables. As a result, the
highest priority was chosen for this
authorization ID. If this behaviour is
undesirable, it is necessary to set the
registry variables accordingly ensuring
that there are no duplicate authorization
IDs among them. The changes made
will not take effect until the instance is
restarted.

ADMG6014E Write operations could not be
suspended or resumed on this DB2
member because one or more table
spaces are not in NORMAL state.

Explanation: You can suspend and resume write



operations for a database using the SET WRITE
command or the db2SetWriteForDB API. In a DB2
pureCluster environment, when you execute the SET
WRITE command or call the db2SetWriteForDB API on
any member, write operations are suspended or
resumed on all members in the DB2 cluster.

Write operations can be successfully suspend or
resumed only when all table spaces in the database are
in the NORMAL state.

This message is returned in DB2 pureCluster
environments only. Specifically, this message is printed
to the administration notification log for the member
that detected the problem with the state of the table
spaces.

User response: To resolve the problem that is
preventing the SET WRITE command from succeeding
on the DB2 member that is reporting this error, perform
the following steps:

1. Identify which table spaces are not in NORMAL
state using the MON_GET_TABLESPACE table
function. The TBSP_STATE column lists the table
space state.

2. Change any table spaces in the database that are
not in a NORMAL state into a NORMAL state by
performing the required troubleshooting steps.

After resolving the problem on this member, review the
administration notification log on other members in the
DB2 cluster.

ADMG6015E  Write operations could not be
suspended on this DB2 member because
an internal error was encountered while
database logging was being suspended.

Explanation: You can suspend and resume write
operations for a database using the SET WRITE
command or the db2SetWriteForDB API. In a DB2
pureCluster environment, when you execute the SET
WRITE command or call the db2SetWriteForDB API on
any member, write operations are suspended or
resumed on all members in the DB2 cluster.

This message is returned in DB2 pureCluster
environments only. Specifically, this message is printed
to the administration notification log for the member
that detected the internal problem processing the
suspend operation.

User response: To resolve the problem that is

preventing the SET WRITE command from succeeding

on the DB2 member that is reporting this error, perform

the following troubleshooting steps:

1. Collect additional diagnostic information from the
DB2 diagnostic (db2diag) log files on this member.

2. Identify and resolve the root cause of the failure of
the suspend operation using the additional
diagnostic information from the db2diag log files.

ADM6015E « ADM6017E

After resolving the problem on this member, review the
administration notification log on other members in the
DB2 cluster.

ADMG6016E Write operations could not be resumed
on this DB2 member because an internal
error was encountered while database
logging was being resumed.

Explanation: You can suspend and resume write
operations for a database using the SET WRITE
command or the db2SetWriteForDB API. In a DB2
pureCluster environment, when you execute the SET
WRITE command or call the db2SetWriteForDB API on
any member, write operations are suspended or
resumed on all members in the DB2 cluster.

This message is returned in DB2 pureCluster
environments only. Specifically, this message is printed
to the administration notification log for the member
that detected the internal problem processing the
resume operation.

User response: To resolve the problem that is
preventing the SET WRITE command from succeeding
on the DB2 member that is reporting this error, perform
the following troubleshooting steps:

1. Collect additional diagnostic information from the
DB2 diagnostic (db2diag) log files on this member.

2. Identify and resolve the root cause of the failure of
the resume operation using the additional
diagnostic information from the db2diag log files.

After resolving the problem on this member, review the
administration notification log on other members in the
DB2 cluster.

ADMBG6017E The following table space is full. Table
space name: table-space-name. Table space
identifier: table-space-ID. Container path:
container-path. Container identifier:
container-ID.

Explanation: This message can be returned for many
different reasons, including the following reasons:
* The underlying file system is full.

* The maximum allowed space usage for the file
system has been reached.

¢ User limits on maximum file size have been reached.

* User limits on maximum number of open files have
been reached.

User response:

1. Review information in diagnostic logs to determine
which limits have been reached.

2. Depending on the limits that were reached, free the
necessary resources. For example, free memory,
allocate more memory, or close open files.
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ADMG60181 Unmounting filesystem at directory-path.

ADMBG6019E All pages in buffer pool bpname (ID
bpid) are in use. Refer to the
documentation for SQLCODE -1218.

ADMG6020I Leaving mounted filesystem used for
contPath.
ADMG60211 Multi-page file allocation is not

currently enabled. Disabling it has no
effect.

ADMG6022W Asynchronous drop of a temporary table
failed. The resources associated with
this table will not be freed until next
database startup. You are advised to
restart the database for this reason. You
are also advised to contact IBM support
to determine the reason for the failure.

ADMG60231 The table space tablespaceName (ID
tablespacelD) is in state tablespaceState.
The table space cannot be accessed.
Refer to the documentation for

SQLCODE -290.

User response:

ADM6024C The database cannot be restarted.
Database name: database-name.

Explanation: The database cannot be restarted because
write operations for the database are suspended or are
being suspended.

User response: To restart the database if the database
write operations are suspended, specify the RESTART
DATABASE command with the WRITE RESUME
parameter.

To restart the database if the database write operations
are being suspended, wait until the SET WRITE
SUSPEND operation that is being processed completes,
then reissue the RESTART DATABASE command with
the WRITE RESUME parameter.

ADMBG60251 The table space tsname (ID tsid) is in
state state. operation is not possible. Refer
to the documentation for SQLCODE

-290.

User response:
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ADMG6026E Write operations could not be
suspended or resumed on this DB2
member because an internal error
occurred during the suspend or resume
process.

Explanation: You can suspend and resume write
operations for a database using the SET WRITE
command or the db2SetWriteForDB API. In a DB2
pureCluster environment, when you execute the SET
WRITE command or call the db2SetWriteForDB API on
any member, write operations are suspended or
resumed on all members in the DB2 cluster.

This message is returned in DB2 pureCluster
environments only. Specifically, this message is printed
to the administration notification log for the member
that detected the internal problem processing the
suspend or resume operation.

User response: To resolve the problem that is
preventing the SET WRITE command from succeeding
on the DB2 member that is reporting this error, perform
the following troubleshooting steps:

1. Collect additional diagnostic information from the
DB2 diagnostic (db2diag) log files on this member.

2. Identify and resolve the root cause of the failure of
the suspend or resume operation using the
additional diagnostic information from the db2diag
log files.

After resolving the problem on this member, review the
administration notification log on other members in the
DB2 cluster.

ADMBG6027E  Error writing page page-number from
table space tbspace-id for object object-id
(writing to offset offset of container
container-path). The operation did not
complete.

Explanation: DB2 was not able to complete the
operation, but the database remains accessible. This
might indicate a serious problem that could result in a
future outage.

User response: Investigate the hardware such as disk,
controllers, and network, and the file system involved
in accessing the container. If the problem is being
caused by errors in the DB2 data, contact DB2 Support
for guidance through the proper corrective actions.

ADMBG6028W The registry variable setting regvarstr
was ignored because of an out of
memory condition that did not permit
the processing of the registry variable
setting.
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ADMG6029W The registry variable setting (regvarstr)
was ignored because the specified
setting is invalid.

ADM6031W EXTENDED STORAGE was configured
for use with buffer pool bpname (ID
bpid) but this configuration will be
ignored because AWE is enabled for the
database. EXTENDED STORAGE
should be disabled and buffer pools
should be configured not to use it.

ADM6034W EXTENDED STORAGE was configured
for use with buffer pool bpname (ID
bpid) but this configuration will be
ignored because the
DB2_OVERRIDE_BPF registry variable
is set. This registry variable is only
meant to be used under the direction of
IBM support.

ADMG6035W Scattered read could not be used
because the registry variable
DB2NTNOCACHE was not set. Set the
DB2NTNOCACHE registry variable to
enable scattered read.

ADM6036W EXTENDED STORAGE is being used
for multiple page sizes. Performance
may not be optimal. Refer to the DB2
documentation for more information
regarding the use of EXTENDED
STORAGE.

ADMG6037W Container path was created to be
userBytes KB in size on a device that is
userBytes KB in size. Extra storage will
be wasted. The container can be
extended to use the wasted space by
using ALTER TABLESPACE.

ADMG6038E Unable to perform an operation on
container path because it does not exist
in table space tsname (ID tsid). Refer to
the documentation for SQLCODE -298.

ADMG6039E Invalid stripe set sset specified in
ALTER TABLESPACE for table space
tsname (ID tsid). Maximum stripe set in
table space is maxsset.

ADMBG6040E Invalid container size specified for
container contpath. The number of pages
specified for use is too large. Refer to
the documentation for SQLCODE -1422.

ADMG6041E A table space operation failed because
the resulting size of the table space
would have exceeded the defined
maximum size for the table space. Table
space name: fable-space-name. Table space
identifier: table-space-id. Defined
maximum size: max-size.

Explanation: Rows of table data are organized into
blocks called pages. For database-managed spaces
(DMS), temporary DMS and nontemporary automatic
storage table spaces, the page size you choose for your
database using the PAGESIZE database configuration
parameter determines the upper limit for the table
space size.

This message is returned when a table space operation
on a REGULAR or USER TEMPORARY DMS table
space causes the size of the table space to increase
beyond the defined maximum allowed size, as
determined by the PAGESIZE database configuration
parameter.

User response: Respond to this error in one of the
following ways:

e Increase the maximum allowable size of the table
space using the ALTER TABLESPACE statement with
the MAXSIZE clause or the EXTEND clause, and
then execute the table space operation again.

* Modify the table space operation so that it does not
increase the size of the table space beyond the
maximum allowed size, as determined by the
PAGESIZE database configuration parameter, and
then execute the table space operation again.

ADMG6042E An operation for table space tsname (ID
tsid) was not successful because the size
of the current table space is too big. The
size of a REGULAR table space is
limited to 0x0100 0000 (16777216) pages
while the size of LARGE and
TEMPORARY table spaces are limited
to Ox7FFF FEFF (2147483391) pages.
Refer to the documentation for
SQLCODE -1139.

ADMG6043W The registry variable
DB2_NO_MPFA_FOR_NEW_DB is set
to an invalid value (regVarVal). As a
result, the newly created database will
have multi-page file allocation enabled.
If this is not the desired result, set the
DB2_NO_MPFA_FOR_NEW_DB registry
variable to YES and recreate the
database. To disable multi-page file
allocation for all newly created
databases, set the
DB2_NO_MPFA_FOR_NEW_DB registry
variable to YES.
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ADMG6044E The DMS table space tsname (ID tsid) is
full. If this is an autoresize or automatic
storage DMS tablespace, the maximum
table space size may have been reached
or the existing containers or storage
paths cannot grow any more. Additional
space can be added to the table space by
either adding new containers or
extending existing ones using the
ALTER TABLESPACE SQL statement. If
this is an autoresize or automatic storage
DMS table space, additional space can
be added by adding containers to an
autoresize table space or by adding new
storage paths to the storage group it is
using.

User response:

ADMG60451 The database is no longer in the WRITE
SUSPEND state. Database name:

database-name.

Explanation: The WRITE SUSPEND state has been
removed because write operations were resumed for
the database by either the db2DatabaseRestart API or
the RESTART DATABASE command with the WRITE
RESUME parameter.

User response: No user action is required.

ADMG60461 Multi-page file allocation already

enabled. Enabling it again has no effect.

ADMG6047W The table space tsname ( ID tsid) is in the
DROP_PENDING state. The table space
will be kept OFFLINE. The table space
state is state. This table space is
unusable and should be dropped.

User response:

ADMG60481 The table space tsname (ID tsid), which

was previously OFFLINE has been
brought back ONLINE. The table space
state is state.

User response:
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ADMG6049E The database cannot be restarted
because one or more table spaces cannot
be brought online. To restart the
database specify the "DROP PENDING
TABLESPACES" option on the
RESTART DATABASE command.
Putting a table space into the drop
pending state means that no further
access to the table space will be
allowed. The contents of the table space
will be inaccessible throughout the
remainder of the life of the table space;
and the only operation that will be
allowed on that table space is "DROP
TABLE SPACE". There is no way in
which it can be brought back. It is
important that you consider the
consequences of this action as data can
be lost as a result. Before proceeding
consult the DB2 documentation and
contact IBM support if necessary. The
table spaces to specify in the DROP
PENDING TABLESPACES list are:
tsnames.

ADMG6050W The ALTER BUFFERPOOL statement for
buffer pool bpname (ID bpid) was
successful but could not be performed
immediately because of insufficient
memory. The change will take effect on
the next database startup. Refer to the
documentation for SQLCODE 20189.

ADMG6051E The REORG command failed during
RESTART DATABASE (crash recovery).

Explanation: An index or index partition cannot be
recreated because the associated table or data partition
is in a table space that is in the DROP_PENDING state.

User response: Set the INDEXREC database
configuration parameter to "ACCESS" to delay index
recreation until RESTART DATABASE completes.

ADMBG6052E Invalid container size specified for
container contpath in the CREATE
TABLESPACE or ALTER TABLESPACE
statement. The number of pages
specified for use is too small.

Explanation: You can specify the size of database
managed space (DMS) table space containers when you
create the table space using the CREATE TABLESPACE
command. You can also change the size of DMS table
space containers using the ALTER TABLESPACE
command.

This message is returned when the specified number of
pages is too small, when compared to the value of
EXTENTSIZE that was specified when the table space
was created.



For more information about the size of DMS table
spaces, refer to the following topics in the DB2
Information Center: "CREATE TABLESPACE statement"
and "Resizing DMS containers."

User response: If you are executing the CREATE

TABLESPACE statement, execute the statement again,
specifying a value for the container size that is at least
twice as large as the value specified for EXTENTSIZE.

If you are executing the ALTER TABLESPACE
statement, execute the statement again, specifying a
value for the container size that is at least twice as
large as the value for EXTENTSIZE that was specified
when the table was created.

ADMG6053W The CREATE BUFFERPOOL statement
for buffer pool bpname (ID bpid) could
not be performed immediately because
not enough free memory existed in the
database shared memory. The
bufferpool will be created on the next
database restart. Refer to the
documentation for SQLCODE 20189.

ADM6053W « ADM6066I

ADMBG6058I  Rebalancer for table space tsname (ID
tsid) was started.

ADMG60591 Rebalancer for table space tsname (ID
tsid) was restarted.

ADMG6060I The rebalancer utility started
successfully for table space tsname (ID
tsid) but due to an out of memory
condition the ability to throttle the
execution of this utility has been
disabled. Restarting the instance may
resolve the memory issue and will allow
throttling to be enabled.

ADMBG6061I  Rebalance for table space tsname (ID
tsid) stopping. The last extent moved by
the rebalance was lastext.

ADMG6062I Rebalance for table space tsname (ID
tsid) has been completed.

ADMG60541 DB2DART encountered table space
tsname (ID tsid) which is currently not
accessible. Since DB2DART is a
diagnostic utility it will continue
working on this table space.

ADMBG60551  Page pagenum was requested from table
space tsname (ID tsid) but is not yet
available because a rebalance which is
in progress on this table space has not
yet made that space useable. The
requestor will wait for the page to
become available.

ADMG60561 Prefetch queue full has been
encountered. A prefetch request has not
been queued as a result and
performance will not be optimal.
Reconsider the prefetcher configuration
(NUM_IOSERVERS, PREFETCHSIZE)
and number of containers in each table
space.

ADMG60571 Prefetch queue full has been
encountered. Agent will wait for space
to free up on the queue and thus
performance will not be optimal.
Reconsider the prefetcher configuration
(NUM_IOSERVERS, PREFETCHSIZE)
and number of containers in each table
space.

ADMG60631 Rebalance for table space tsname (ID
tsid) has been paused.

ADMG60641  Rollforward is waiting on rebalance of
table space tsname (ID tsid) to complete.

ADMG60651 An attempt was made to remove the
OFFLINE state from table space tsname
(ID tsid) but it was not offline. This
command will be ignored. The table
space state is tsstate.

User response:

ADMG60661 An attempt was made to remove the
OFFLINE state from table space tsname
(ID tsid) but the action was not
successful and so the table space will
remain in this state. The table space
state is tsstate. Refer to the
documentation for SQLCODE -293.

User response:

Chapter 12. ADM6000 - ADM6499 47



ADM6069W « ADM6078W

ADMG6069W Buffer pool bpname (ID bpid) has a
NUMBLOCKPAGES value of
oldNumBlockPages which exceeds the
maximum supported value for a buffer
pool of this size. The
NUMBLOCKPAGES value for this
buffer pool has been reduced to
newNumBlockPages for its current
activation. The value of
NUMBLOCKPAGES can be
permanently changed by using the
ALTER BUFFERPOOL SQL statement.

ADM6070W Buffer pool bpname (ID bpid) has a
NUMBLOCKPAGES value of
numBlockPages. This value is smaller
than the smallest allowable value for
NUMBLOCKPAGES which is the
BLOCKSIZE of blockSize. As a result the
buffer pool will not be made block
based for its current activation. The
value for NUMBLOCKPAGES can be
permanently changed by using ALTER
BUFFERPOOL SQL statement.

ADM60711 The maximum number of pinned pages
allowed concurrently was reached in
buffer pool bpname (ID bpid). As a result
performance may not be optimal.
Increasing the SORTHEAP database
configuration parameter may reduce the
chances of this condition occurring in

the future.

ADMG6072W Disk full was encountered when writing
out a temporary page from buffer pool
bpname (ID bpid). The buffer pool cannot
be decreased in size until all necessary
pages have been written to disk. Refer
to previous messages in the
administration notification log for
details regarding the disk full condition.
DB2 will continue to retry writing this
page to disk until the disk full
condition is resolved.

ADMG6073W The table space tsname (ID tsid) is
configured to use buffer pool ID
ondiskBP, but this buffer pool is not
active at this time. In the interim the
table space will use buffer pool ID
RTBP. The inactive buffer pool should
become available at next database
startup provided that the required
memory is available.
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ADMG60741  The database is already in the WRITE
SUSPEND state. Database name:

database-name.

Explanation: An attempt was made to put the
database in the WRITE SUSPEND state but this
database is already in the WRITE SUSPEND state. All
write operations for the database are suspended until
you issue a SET WRITE RESUME command or a
RESTART DATABASE command with the WRITE
RESUME parameter.

User response: No user action is required.

ADM6075W The database has been placed in the
WRITE SUSPEND state. Database name:
database-name.

Explanation: All write operations for the database are
suspended until you issue a SET WRITE RESUME
command or a RESTART DATABASE command with
the WRITE RESUME parameter.

User response: No user action is required.

ADMG6076W The database is no longer in the WRITE
SUSPEND state. Database name:
database-name.

Explanation: The database, which was previously in
the WRITE SUSPEND state, is no longer in that state.
Write operations have resumed for the database.

User response: No user action is required.

The database is not in the WRITE
SUSPEND state. Database name:
database-name.

ADMG60771

Explanation: An attempt was made to remove the
database from the WRITE SUSPEND state, but the
database is not in the WRITE SUSPEND state.
Specifying WRITE RESUME has no effect.

User response: If the command that failed is the SET
WRITE RESUME command, no user action is required.

If the command that failed is the RESTART DATABASE
command with the WRITE RESUME parameter, issue
the RESTART DATABASE command without the
WRITE RESUME parameter. If this fails and the
database is not in the WRITE SUSPEND state:

1. Wait until all SET WRITE SUSPEND operations are
completed.

2. Reissue the RESTART DATABASE command with
the WRITE RESUME parameter.

ADM6078W The following table spaces were
specified on the RESTART DATABASE
command to be placed in the
DROP_PENDING state: tsnames.



ADM6079E « ADM6090W

ADMG6079E

The table space tsname (ID tsid), was in
the ROLLFORWARD_IN_PROGRESS
state but can no longer be accessed. The
table space has been taken offline and
put into the RESTORE_PENDING state.

ADMBG6080E

The table space tsname (ID tsid), was put
OFFLINE and in
ROLLFORWARD_PENDING.
Tablespace state is tsstate.

User response:

ADM6081W The table space tsname (ID tsid) is in the

OFFLINE state and is not accessible.
The table space state is fsstate. Refer to
the documentation for SQLCODE -293.

User response:

ADMG6082W The current transaction is attempting to

do work that is not allowed to fail.
However, this work could not be
completed as there are no free pages
available in the buffer pool. Further
attempts will be made to find free pages
but in the future this situation can be
avoided by increasing the size of buffer
pool bpname (ID bpid).

ADMG6083E

An error occurred while redoing an alter
tablespace operation against table space
tsname (ID tsid) This error will be
temporarily ignored while the
remainder of the transaction is replayed.
If the alter operation is eventually rolled
back then the error will be discarded.
However, if the operation is committed
then this error will be returned,
stopping recovery against the table
space.

ADMG6084E

An attempt is being made to commit an
alter operation against table space
tsname (ID tsid) but a previous error is
preventing this from being done.
Resolve the original error before
attempting the recovery again.

ADM60851

An out of memory condition was
encountered while resizing buffer pool
hash buckets. As a result of this
condition, performance may not be
optimal. It is recommended that
database be shut down and started
again so that the buffer pool can start
up with an optimally sized hash table.

ADM6086W

The attempt to acquire and reset the
phantom quiesce state for table space
tsname (ID tsid) did not change the state
even though the command returned
successfully. The authorization ID of the
current user does not match the quiescer
authorization ID and these must be the
same to successfully acquire and reset a
phantom quiesce. Determine the correct
quiescer authorization ID by taking a
table space snapshot and retry the
quiesce reset command using that ID.

ADM®60871

An attempt has been made to reset the
quiesce state of table space tsname (ID
tsid) but the table space is not currently
in the quiesce state.

ADM6088W

Due to an out of memory condition, the
current agent is unable to monitor table
space tsname (ID tsid). As a result,
monitor output may be unreliable.
Increase the DBHEAP configuration
parameter to avoid this problem in the
future.

ADM60891

The rebalancer utility started
successfully for table space tsname (ID
tsid), but due to an out of memory
condition the progress monitor service is
disabled. Restarting the instance may
resolve the memory issue and will
enable the progress monitor service
again.

ADM6090W

A file handle limit, system wide or
process/thread specific, was reached by
a page cleaner. The page cleaner will
respond by closing all file handles
opened by the cleaner that received the
error condition. This error will only be
logged once per page cleaner that
receives this error. Recommended
actions are: check operating system file
handle limits, then reduce the value of
the maxfilop configuration parameter.
You must restart the database (database
deactivation or last connection
termination), for any changes to these
parameters to take effect.

User response:
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ADMG6091W An attempt was made to automatically

increase the size of auto-resize table
space tsname (ID tsid) but the table
space's maximum size (maxsize bytes)
has been reached. Note that this value
may be lower than expected due to
uncommitted ALTER TABLESPACE
statements. Also, because DB2 attempts
to extend containers at the same rate
and extending must occur in a multiple
of extents, it may not actually be
possible to reach the maximum size
exactly. In this case, the current size
(currentsize bytes) will have a smaller
value than the maximum size. The
MAXSIZE clause of the ALTER
TABLESPACE statement can be used to
increase the maximum size for this table
space.

ADMG6092W

An attempt was made to automatically
increase the size of automatic storage
table space tsname (ID tsid). This failed
because all of the storage paths
associated with the storage group are
full or they do not have enough space to
create a new container on them. New
storage paths can be added to the
storage group using the ALTER
STOGROUP statement.

User response:

ADMG6093W

An attempt was made to automatically
extend container container in auto-resize
table space tsname (ID tsid) but there is
no space on the filesystem. As a result,
the table space cannot increase in size
any further. One way to resolve this is
to make more space available on the
filesystem. Alternately, a new stripe set
can be added to the table space using
the BEGIN NEW STRIPE SET clause of
the ALTER TABLESPACE statement.
When subsequent attempts to
auto-resize the table space occur, only
those newly added containers will be
extended and the existing ones will
remain as-is.

50 Message Reference Volume 1

ADMG6094W A RESTORE DATABASE or

ROLLFORWARD DATABASE command
resulted in storage changes for
auto-resize table space tsname (ID tsid).
The effect is that the table space's
maximum size had to be increased from
oldmaxsize bytes to newmaxsize bytes on
this partition. If there are multiple
database partitions then the maximum
size for the table space is now
inconsistent between the database
partitions. This will not cause any
problems but it may not be desired. To
resolve this use the ALTER
TABLESPACE statement to set a new
MAXSIZE value that is greater than or
equal to the current size for each of the
database partitions. Alternately, use the
MAXSIZE NONE option to indicate that
there is no maximum size.

ADMBG6095W

A rollforward operation encountered a
log record associated with the ADD
STORAGE clause of the ALTER
DATABASE statement or the ADD
clause of the ALTER STOGROUP
statement. However, this log record was
not replayed because the storage paths
associated with the database were
redefined during the previous database
restore and it is assumed that the full
set of storage paths were defined at that
point. As a result, storage path
storagepath was not added to the
database.

User response:



ADM6096W ¢ ADM6104W

ADMG6096W The rollforward operation encountered a
log record that is attempting to alter the
maximum size for auto-resize table
space tsname (ID tsid). While this was
successful at run-time, a new container
configuration has been established
during the process of restoring and
rolling forward the database or table
space and this maximum size is less
than the current size of the table space.
The effect is that the table space's
maximum size is being set to currentsize
bytes instead of maxsize bytes. If there
are multiple database partitions then the
maximum size for the table space is
now inconsistent between them. This
will not cause any problems but it may
not be desired. This can be resolved
after the rollforward has completed by
using the ALTER TABLESPACE
statement to set a new MAXSIZE value
that is greater than or equal to the
current size for each of the database
partitions. Alternately, use the
MAXSIZE NONE option to indicate that
there is no maximum size for the table
space.

ADMG60971 Table space tsname (ID tsid) was
successfully extended by extend bytes in

a new stripe set.

ADMG6098W Table space tsname (ID tsid) could not be
extended because th e container map
became too complex.

ADMG6099W Table space tsname (ID tsid) has reached
the maxiumum size (maxsize bytes) for a
tablespace of this type and page size. To
add more storage to the database, add a
new table space.

ADM6100W While attempting to autoresize table
space tsname (ID tsid), container cname
could not be grown.

ADM6101W While attempting to extend table space
tsname (ID tsid), there were less than
freebytes bytes free on path. This space is
reserved for use by DB2 and/or the
operating system.

ADM®6102I  Table space tsname (ID tsid) was

successfully extended by extend bytes.

ADMG6103W Table table-name cannot allocate a new
page because the index with identifier
index-id does not yet support large RIDs.
The table space in which this table
resides was converted to a large table
space via the CONVERT TO LARGE
clause of the ALTER TABLESPACE
statement. The table itself cannot
support large RIDs until all previously
existing indexes on the table have been
reorganized or rebuilt to support large
RIDs. The index(es) must be
reorganized or rebuilt to support future
growth of this table.

Explanation: The indexes can be reorganized using the
rebuild mode of the REORG INDEXES ALL FOR
TABLE table-namecommand. For partitioned tables
ALLOW NO ACCESS must be specified. Alternatively,
the table can be reorganized (classic REORG, not
INPLACE) which will not only rebuild all indexes, but
will enable the table to support greater than 255 rows

per page.

User response:

ADMG6104W Table space tbspace-name is being
converted from REGULAR to LARGE.
Indexes on tables in this table space
must be reorganized or rebuilt to
support large RIDs. The table space
being converted can, following
COMMIT, support a storage capacity
larger than that of a regular table space.
The maximum page number for a data
page in a regular table space is
0x00FFFFFE. A table which is allocated a
page number above 0x00FFFFFF must
have support from the indexes on the
table to support such a page number.
Until the indexes on a table are
reorganized or rebuilt to support such a
page number, allocation of such a page
number to the table will result in an
error.

Explanation: The documentation for the ALTER
TABLESPACE statement in the SQL Reference specifies
the best practices when using the CONVERT TO
LARGE option. Please follow these recommendations to
be pro-active in reorganizing or rebuilding all indexes
on all tables in this table space to prevent possible
future failures to grow the tables.
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ADMG6105E » ADM61111

ADMG6105E The storage paths associated with this
storage group are inconsistent between
database partition X and database
partition Y. The database manager
attempts to keep the storage paths
consistent across all database partitions
but there is now a discrepancy. While
the database continues to function, it is
recommended that the storage paths be
made consistent across all of the
partitions in the database. This is
accomplished by backing up the
database on each partition (unless
backup images already exist) and
restoring them. The catalog partition
should be restored first, specifying the
list of paths that each partition should
use (using the RESTORE REDIRECT
and SET STOGROUP PATHS
commands). If the database is
recoverable then a rollforward needs to
be done after the database is restored on
every partition.

User response:

ADMG6106E Table space name (ID = id) could not be
created during the rollforward
operation. The most likely cause is that
there is not enough space to create the
containers associated with the table
space. Connect to the database after the
rollforward operation completes and use
the SET TABLESPACE CONTAINERS
command to assign containers to the
table space. Then, issue another
ROLLFORWARD DATABASE command
to complete recovery of this table space.

ADMG6107E  Automatic storage table space name (ID
= id) could not be created during the
rollforward operation. The most likely
cause is that there is not enough space
on the storage group's storage paths to
create the size byte table space. If this is
the case then make more space available
on the existing storage paths or add new
storage paths using the ALTER
STOGROUP SQL statement before
issuing another ROLLFORWARD
DATABASE command to recover this
table space.

User response:
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ADM6108I A request was made to drop storage

path storage-path from the storage group.
Multiple instances of this path exist on
this database partition and all instances

of it are being dropped.

Explanation: When a storage group on a database
partition contains multiple instances of the specified
storage path, a request to drop this storage path, using
the ALTER STOGROUP statement, results in the
dropping of all of the instances of this storage path in
that storage group.

User response: No response is necessary.

ADM61091 A request was made to drop storage
path storage-path from the storage group.
The storage path will be dropped

immediately.

Explanation: No table space uses the storage path on
this database partition. The storage path is being
dropped immediately.

User response: No response is necessary.

ADMS6110I A request was made to drop storage
path storage-path from the storage group.
The storage path will not be removed
from this database partition until all
containers residing on it have been

dropped.

Explanation: One or more automatic storage table
spaces have containers on this storage path on this
database partition. Therefore, the storage path is being
placed into the "drop pending" state.

User response: One of the following actions:

¢ Drop and recreate temporary automatic storage table
spaces.

* Use the REBALANCE clause of the ALTER
TABLESPACE statement to move data from the
storage paths that are in the "drop pending" state.

* Drop table spaces that you do not need.

Determine the list of automatic storage table spaces
using storage paths in the "drop pending" state by
issuing the following SQL statement:

SELECT DISTINCT(A.TBSP_NAME),
A.TBSP_CONTENT TYPE
FROM SYSIBMADM.SNAPTBSP A,
YSIBMADM. SNAPTBSP_PART B
WHERE A.TBSP_ID = B.TBSP_ID AND
B.PATHS_DROPPED = 1

ADM61111  No table space containers reside on
storage path storage-path on this database
partition. The storage path is in the
"drop pending" state and will be

removed from this database partition.



Explanation: Because the storage path does not
contain any data, it will be dropped immediately.

User response: No response is necessary.

User response:

ADMBG6112I  Storage path storage-path was added to
the storage group. The new storage path
will not be used automatically.

Explanation: Temporary, regular, or large automatic
storage table spaces cannot automatically use new
storage paths.

User response: If you want temporary table spaces to
use the new storage path, the database must be
stopped and started again:

e If the database was explicitly activated, first
deactivate the database by using the DEACTIVATE
DATABASE command, then reactivate it by using the
ACTIVATE DATABASE command.

* If the database was not explicitly activated,
disconnect or force all users from the database and
then connect to the database again.

When the database is started, the temporary table
spaces will use the new storage path.

Alternatively, you can drop the temporary table space
by using the DROP TABLESPACE statement, then
recreate it by using the CREATE TABLESPACE
statement. When it is recreated, the temporary table
space will use the new storage path.

Regular and large table spaces do not use a new
storage path until a "disk full" condition occurs for an
existing container. If you want to stripe the table space
over all the storage paths (including new paths), use
the ALTER TABLESPACE statement with the
REBALANCE clause. This statement creates containers
for each of the table space stripe sets, one for each path
that does not already contain a container.

You can determine the list of automatic storage table
spaces in the database by issuing the following SQL
statement:
SELECT TBSP_NAME, TBSP_CONTENT_TYPE
FROM SYSIBMADM.SNAPTBSP
WHERE TBSP_USING_AUTO_STORAGE = 1

ORDER BY TBSP_ID

ADMBS6113I  Table space tablespace exceeded its
maximum size.

Explanation: A rebalance operation added data from
one or more dropped storage paths to this table space.
The rebalance operation was successful; however, the

table space has exceeded its maximum size.

ADM6112] « ADM6113I

No user response is required.
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Chapter 13. ADM6500 - ADM6999

ADM6500W

The connection for the DATALINK file
server fileServer has failed. The server is
blocked.

ADM6501W

The connection for the DATALINK file
server fileServer has failed to restart.

ADM6502W

The connection for the DATALINK file
server fileServer has failed.

ADM6510W

The DATALINK file server fileServer has
not been registered.

ADMBG6511W

The DATALINK file server fileServer is
not active.

ADMG6512W

DB2 is unable to read from the
DATALINK configuration file.

ADM6513W

DB2 is unable to create the DATALINK
configuration file fileName.

ADMG6514W

An error has occurred while DB2 was
writing to the DATALINK configuration
file.

ADM6515W

An error has occurred while DB2 was
closing the DATALINK configuration
file.

ADM6516W

DB2 is unable to open the DATALINK
configuration file fileName.

© Copyright IBM Corp. 2012
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Chapter 14. ADM7000 - ADM7499

ADMY7000W An invalid SEARCH discovery protocol, ADM7011E The Sync Point Manager does not
fileName, was specified in the support the version of Microsoft SNA
DISCOVER_COMM registry variable. Server installed on this machine.

Minimum requirement is Microsoft

ADM7001E The DB2 function sqloinstancepath has SNA Server V4 Service Pack 3.
failed. The instance path was not set. If
you are on UNIX, check the ADMZ7012E The SSL_SVR_KEYDB DBM
DB2INSTANCE registry variable. If you configuration parameter was not
are on Windows, check the configured. Update the
DB2INSTANCE, DB2PATH, and SSL_SVR_KEYDB configuration
DB2INSTPROF registry variables. parameter.

ADM7004E An invalid value (value) was specified ADM7013E The SSL_SVR_STASH DBM
for the DB2COMM registry variable. configuration parameter was not

configured. Update the

ADM?7005W The DISCOVER mode was set to SSL_SVR_STASH configuration
SEARCH. However, the parameter.

DISCOVER_COMM registry variable
was not configured with any protocols. ADM7014E The SSL_SVCENAME DBM
configuration parameter was not

ADM7006E The SVCENAME DBM configuration configured. Update the

. SSL_SVCENAME configuration
parameter was not configured. Update . h .
the SVCENAME configuration par?met(?r using the service name
. . defined in the TCP/IP services file.
parameter using the service name
defined in the TCP/IP services file.
ADM?70151 The connection is using SSL version

ADM7007E The SVCENAME DBM configuration version and cipher spec cipherspec.
parameter, socketAddress, is configured
with a port or a service name. When it ADM70161 The allowed SSLv3 cipher specs are
is configured with a service name, the cipherspecs. The allowed TLSv1 cipher
TCP/IP services files is used to map the specs are cipherspecs.
service name to a port number. The port
specified in this field is bel.ng used by ADM7017E TCP/IP and SSL cannot be configured
another process. Resolve this problem
by either deleting the process using the on the same port number.
port or use another port.

ADM7008W The DB2TCPCONNMGRS registry
variable value, userValue, is invalid. A
valid value is from 1 to 8. A default
DB2TCPCONNMGRS value of
defaultValue has been used.

ADMZ7009E An error was encountered in the

protocol TCPIP protocol support. A
possible cause is that the maximum
number of agents has been exceeded.
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Chapter 15. ADM7500 - ADM7999

ADM?7500W A request was made to quiesce an
instance with the following quiesce
mode: quiesce-mode

Explanation: You can force off all users of a database
manager instance and put the instance and all
databases in the instance into quiesce mode using the
QUIESCE INSTANCE or the START DATABASE
MANAGER commands (or the db2InstanceQuiece or
db2InstanceStart APIs). This message is returned to
acknowledge and log the quiesce mode of the request
to quiesce an instance.

User response: No user response is required.

ADM?7501W Instance quiesce request has completed
successfully.

ADMZ7502E Instance quiesce request has failed. The
SQLCODE is SQLCODE.

ADMZ7503W Instance unquiesce request has
completed successfully.

ADMY7504W Instance unquiesce has been requested.

ADM?7505E Instance unquiesce request has failed.
The SQLCODE is SQLCODE.

ADM?7506W A request was made to quiesce a
database with the following quiesce
mode: quiesce-mode

Explanation: The database was requested to be put
into quiesce mode using the QUIESCE DATABASE
command or the db2DatabaseQuiesce API. This
message is returned to acknowledge and log the
quiesce mode of the request to quiesce a database.

User response: No user response is required.

ADMZ7507W Database quiesce request has completed
successfully.

ADMZ7508E Database quiesce request has failed. The
SQLCODE is SQLCODE.

ADMZ7509W Database unquiesce request has
completed successfully.

ADMY7510W Database unquiesce has been requested.
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ADMZ7511E Database unquiesce request has failed.
The SQLCODE is SQLCODE.

ADMY7512E A transaction resynchronization error
has occurred, contact IBM Support for
assistance.

ADM7513W Database manager has started.

ADM7514W Database manager has stopped.

ADM?7515W The concentrator has been enabled
without directory caching support which
may result in a performance penalty. To
correct this problem, enable directory
caching in the database manager
configuration.

Explanation: Directory caching is a feature with
relatively low overhead that is enabled by default in
the engine. There are only a few valid reasons why a
user may want to disable it. The concentrator
configurations are particularly sensitive to having
directory caching turned off because the dispatcher
processes, which are the bottleneck for concentrator,
could be potentially required to go to disk with every
new connection.

User response: Enable directory caching, or run in a
non-concentrator configuration.

ADM?7516N During automatic restart, DB2 cluster
services failed to recover the database
named database-name on the following
DB2 member: member-ID

Explanation: In a DB2 pureCluster environment, if a
database member fails, member crash recovery is
automatically initiated for that member. In addition, if
both cluster caching facilities fail at the same time,
group crash recovery is automatically initiated.

During member crash recovery, no connections are
allowed against the database through that member.
Attempted connections to the named database through
the named DB2 member will fail until the database has
been successfully recovered.

This message is returned when DB2 cluster services
fails to recover a database for a failed member during
an automatic restart. An ALERT is set for the member
on the host where the recovery failed.

User response:

59



ADM7517W  ADM7525E

1. Collect additional, related troubleshooting and
diagnostic information by searching in the db2diag
log files for this message identifier.

2. Determine whether the database is in a backup
pending, rollforward pending, or restore pending
state by running the GET DB CONFIG command

3. If the database is in a pending state, take the
required actions to move the database out of the
pending state.

4. Manually recover the failed database by running the
RESTART DATABASE command. The alert will
automatically be cleared when the database is
successfully recovered.

ADM?7517W When the concentrator is enabled, the
maximum number of applications per
application group in the database
databaseName will be limited to maxApp.
To correct this problem, decrease the
value of the APPGROUP_MEM_SZ
configuration parameter.

ADM7518C The database manager has shut down
the following database because a severe
error has occurred: database-name.

Explanation: This error is returned when there is a
sudden, severe problem that might compromise the

integrity of data during database access. Here is one
example of the kind of scenario that could cause this
error to be returned:

* If a database object unexpectedly becomes
inaccessible during a transaction, all write operations
to the database logs would stop and all operations
on this database would be shut down. The database
would need to undergo crash recovery when it is
reactivated.

User response: Collect the following diagnostic
information and then contact IBM software support
using tools such as the db2support tool:

* Contents of the directory identified by the diagpath
database manager configuration parameter including
the contents of the FODC_ForceDBShutdown
directory.

ADM7519W DB2 could not allocate an agent. The
SQLCODE is SQLCODE.

ADM7520E Mount unmounted filesystem(s) has
failed on node db-partition-number.
Manual remount is required before
retrying migration. Check errorFile and
remount the filesystems before retrying
migration.
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ADM?7521E Unmount mounted filesystem(s) has
failed on node db-partition-number.
Remount the unmounted filesystem(s)
and try the database migration again.

ADM?7522E Remount unmounted filesystem(s) to
new mount points has failed on node
db-partition-number. Restart database
migration is needed.

ADMY7523E DB2 was unable to allocate the
application group memory set. This will
cause database activation to fail. Reduce
the APPGROUP_MEM_SZ DB
configuration parameter and retry.

ADMY7524W The database manager has increased the
amount of memory that is allocated for
restart light recovery purposes to the
minimum required size that is needed
for starting the DB2 idle process.

Explanation: The current calculated restart light
memory size is too small to allocate enough memory to
start the DB2 idle process. The restart light memory
size is calculated using the instance_memory
configuration parameter and the rstrt_light_mem
configuration parameter, which specifies a percentage
of instance_memory. The restart light memory size
must be greater than or equal to the minimum required
restart light memory size.

The DB2 idle process needs to be started for DB2START
processing to succeed, so the restart light memory size
has been increased to the minimum required size.

User response:
1. Check the db2diag.log to find the values for:
¢ calculated restart light memory size
* minimum required restart light memory size

2. Check the current values of the instance_memory
and rstrt_light mem configuration parameters and
increase one (or both) of them so that the calculated
restart light memory size is greater than or equal to
the minimum required restart light memory size.

ADM7525E The following member was unable to
access the secondary CF to initiate catch
up: member-id. Member host name:
host-name. Secondary CF host name:
CF-host-name.

Explanation: After a secondary cluster caching facility,
also known as CF, is added, and after a secondary CF
host computer is restarted, the secondary CF must go
through a process to join the cluster. Specifically, when
the first database connection is made after a secondary
CF joins a cluster, the secondary CF copies information
from the primary CF. This copying of information is



known as "catch up", and while the secondary CF is
copying data from the primary CF, the secondary CF is
in CATCHUP state.

This message is returned when the member that is
processing the first database connection after a
secondary CF joins a cluster cannot access the
secondary CF to initiate the catch up process.

Possible reasons that a member cannot initiate the catch
up process for a secondary CF include the following
reasons:

¢ Network errors, such as problems with uDAPL,
prevent the member from accessing the secondary
CF

e The host on which the secondary CF is located is
unavailable

* The secondary CF server processes are not running
User response: Perform the following troubleshooting
steps:

* Verify that the member member-id can access the host
on which the secondary CF is located, CF-host-name
using the ping utility, for example.

* Look for messages related to the secondary CF server
processes in the following diagnostic files:

— cfdump.out* files
- cfdiag.log files
— core files

¢ Investigate whether there are any uDAPL
communication problems.

ADM?7526E The database activation failed because
the secondary CF failed to allocate
required structures.

Explanation: The cluster caching facility, also known
as CF, contains the following structures:

* Group Buffer Pool (GBP)

* CF Lock Manager (LOCK)

* Shared Communication Area (SCA)

The size of each of these structures, GBP, SCA, and
LOCK can be configured online.

One reason that this failure can happen is that an
invalid size was calculated for one or more of the
structures of the secondary CF during database
activation. When this error occurs, detailed diagnostic
information about this error is printed in the DB2
diagnostic (db2diag) log files.

User response:

1. Collect detailed diagnostic information about this
error from the db2diag log files.

2. Correct the cause of the problem.

3. Retry the database activation.

ADM7526E « ADM7528N

ADM7527E The database activation failed because
the secondary CF server had insufficient
memory to allocate one or more
required structures.

Explanation: The cluster caching facility, also known
as CFE, contains the following structures:

* Group Buffer Pool (GBP)
* CF Lock Manager (LOCK)
* Shared Communication Area (SCA)

The size of each of these structures, GBP, SCA, and
LOCK can be configured online.

One reason that this failure can happen is that non-DB2
applications on the secondary CF host used a large
amount of memory while the secondary CF was
allocating memory for structures.

User response: Respond to this error by performing

one or more of the following steps:

e If there are non-DB2 applications running on the
secondary CF server host in addition to the
secondary CF itself, ensure there is sufficient memory
to handle the secondary CF workload before
activating the secondary CF.

For example, configure the amount of memory
specified by the CF_MEM_SZ database manager
parameter for the secondary CF to be as large as or
larger than the value of CF_MEM_SZ on the primary
CE

» Configure the secondary CF to use less total memory
by specifying a smaller size for the following
database configuration parameters:

CF_SCA_SZ

- CFE_GBP_SZ
CF_LOCK_SZ
CF_DB_MEM_SZ
CF_MEM_SZ

ADM?7528N The database manager started with
fewer Host Channel Adapter Adapters
(HCAs) than configured for the cluster
caching facilities (CFs).

Explanation: The database manager encountered a
non-critical error when starting. Communication could
not be established with one or more HCAs on a CF,
however each cluster caching facility (CF) is connected
by at least one HCA. With fewer HCAs the CF has less
throughput capacity. There is also a greater risk of
downtime due to the reduced redundancy.

User response: Review cluster alerts by running
'db2cluster -cm -list -alert' to see which HCAs are not
responding. Follow the corrective actions given by the
alerts to rectify any reported problem.
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ADM7529]1 « ADM7538E

ADMY75291 Cluster caching facility (CF) has

stopped.
Explanation: The CF has successfully stopped.

User response: No response is required.

ADMY7530W An unexpected cluster caching facility
(CF) error occurred. CF recovery will be
attempted.

Explanation: The CF stopped because of an
unexpected error. DB2 will perform a cleanup and
restart the CF.

User response: To avoid receiving this message in the
future, check the db2diag.log and the cfdiag.cfid.log
files to see if there are any messages around the time of
the recovery attempt.

ADM75311 A CF changed state. CF: identifier. New

state: state.

Explanation: The indicated CF is now in the indicated
state.

User response: No response is required.

ADMY7532E Cluster caching facility (CF) with
identifier identifier is now in ERROR
state.

Explanation: The indicated CF could not be restarted.

User response: Resolve the problem and manually
clear the alert. You can use the db2instance and
db2cluster commands to help you with this. After the
problem has been resolved, attempt to start the CE.

ADMY75331 Cluster caching facility (CF) has started.
Explanation: The CF has successfully started.

User response: No response is required.

ADMY7534W During database upgrade the rebind
operation failed for one or more
packages. Log file: log-file.

Explanation: The REBINDALL option was specified
on the UPGRADE DATABASE command to rebind all
the packages during database upgrade. The database
was upgraded successfully, however, one or more
packages failed to rebind. The errors and the package
names are recorded in the generated log file.

User response:

1. Resolve the source of the problem by following the
actions indicated by the messages that are recorded
in the generated log file.

2. Rebind the packages using the db2rbind command.
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ADM?7535W The UPGRADE DATABASE command
failed to refresh the table space
attributes in the catalog table. However
the database was upgraded successfully.

Explanation: In DB2 V10 some new attributes are
added in the catalog tables for each table space in the
database. The database upgrade process failed to
initialize these new attributes with appropriate values.
See the file db2diag.log to determine the cause of
failure. The database performance may not be optimal
until the table space attributes are properly initialized.

User response: Resolve the errors that caused the

initialization of the tablespace attributes to fail during
database upgrade. Execute the DATABASE UPGRADE
command again to initialize the table space attributes.

ADM?75361 The CF determined whether the
following adapter is online or offline.
Adapter name: adapter-name. Adapter

status: ONLINE-or-OFFLINE.

Explanation: When the cluster caching facility (CF) is
started, the CF determines whether adapters are online
or offline.

User response: No response is required.

ADM?75371 The status of the following adapter
changed. Adapter name: adapter-name.
New status: ONLINE-or-OFFLINE.
Number of adapters that are currently

online: number.

Explanation: The cluster caching facility (CF) monitors
adapters to determine whether those adapters are
online or offline.

This message is returned when the CF detects that an
adapter has changed from online to offline or from
offline to online.

User response: No response is required.

ADMZ7538E The database upgrade operation
completed successfully. However there
are tables in the upgraded database that
are in load pending state. These tables
cannot be used by the upgraded
database.

Explanation: This message is returned if the database
upgrade operation found that a previous LOAD
attempt on one or more tables in the database did not
complete successfully. These tables cannot be accessed
in the upgraded database.

User response:

1. To find out what tables are in a load pending state
run the following command:

select <tabname> from SYSIBMADM.ADMINTABINFO
where load_status is not NULL



ADM7538E

2. In the previous release environment, restart or
terminate the failed LOAD operation by issuing the
LOAD command with the RESTART or
TERMINATE option.

3. Reload the table by performing the following steps:

a. Unload the table from the previous release
database.

b. Drop and recreate the table in the upgraded
database.

C. Reload the table in the upgraded database, using
the data that was unloaded from the previous
release database.
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Chapter 16. ADM8000 - ADM8499

ADMS8000C

Backup has been terminated. The
SQLCODE returned is SQLCODE.

ADMBS8001W

Incremental backup was not enabled for
this database because the TRACKMOD
DB configuration parameter was not
enabled.

ADMS8002W

This backup image cannot be used for
ROLLFORWARD because the logs
associated with this backup has been
overwritten on the raw device. Use a
more recent backup image.

ADMS8003C

Restore has been terminated. The
SQLCODE returned is SQLCODE.

ADMBS8004W

Incremental backup was not enabled for
table space tablespaceName (ID
tablespacelD) because the TRACKMOD
configuration parameter was not
enabled.

ADMS8005W

Incremental backup was not enabled for
table space tablespaceName (ID
tablespacelD). A non-incremental backup
of this table space is required.

ADMBS8006W

DB2 cannot use the specified restore
buffer size of restoreBufferSize 4K pages.
A restore buffer size must be multiple
of backup buffer size of backupBufferSize
4K pages. The restore operation will
continue with the default buffer size.

ADMBS8007W

DB2 cannot perform multiple concurrent
incremental restores.

ADMBS8008W

DB2 could not find and/or delete the
online reorganization state files for all
table spaces during restore. Manual
intervention may be needed to remove
the file(s).

ADMS8009W

Could not find and/or delete the online
reorganization state files for table space
tablespaceName (ID tablespacelD ) during
restore. Manual intervention may be
needed to remove the file(s).
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ADMS8010E

Backup was unable to copy requested
log file logfileName for inclusion in the
backup image. The backup has been
aborted.

ADMS011W

The database backup succeeded.
However, the DB2 database server was
unable to create part of the incremental
chain of images during the backup, and
will be unable to use the affected
images during restore. Specifically, you
will not be able to use the backup
image with timestamp timestamp for
incremental restores involving table
space fable-space-name.

ADMBS8012W

The database backup succeeded.
However, the entry in the recovery
history file corresponding to the backup
image with timestamp timestamp will not
be well-formed, because a write error
occurred while updating the recovery
history file itself. See the db2diag log
file for more information.
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Chapter 17. ADM8500 - ADM8999

ADMS8500W DB2 has failed to read from the history
file because of a possible data
corruption. Ensure that the file exists
and is intact.

ADMS8501W DB2 has failed to write to the history
file because the disk is full.

ADMBS8502W The history file is corrupt. An
unrecoverable error has been detected
with the file. The existing file has been
deleted and a backup has been made. If
you would like to determine the root
cause of the problem, contact IBM
Support. Otherwise, no further action is
needed.

ADMS8503W DB2 was unable to record a history
entry for operation operation.

ADMBS85041  Successfully deleted the backup image
with timestamp timestamp.

ADMS85051  Successfully deleted the load copy
image with timestamp timestamp.

ADMBS85061  Successfully deleted the following
database logs log-list in log chain
log-chain.

ADMS8507N Unable to delete the backup image with
timestamp timestamp.

Explanation: The DB2 database manager attempted to
delete the given backup image, but was unsuccessful.

User response: Verify that the DB2 database manager
has access to the storage manager or directory where
the backup images are stored. See the db2diag log file
for more information.

ADMS8508N Unable to delete the load copy image
with timestamp timestamp.

Explanation: The DB2 database manager attempted to
delete the given load copy image, but was
unsuccessful.

User response: Verify that the DB2 database manager
has access to the storage manager or directory where
the load copy images are stored. See the db2diag log
file for more information.
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ADMS8509N Unable to delete the database logs
log-list in log chain log-chain.

Explanation: The DB2 database manager attempted to
delete the given database logs, but was unsuccessful.

User response: Verify that DB2 has access to the
storage manager or directory where the log files are
stored. See the db2diag log file for more information.
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Chapter 18. ADM9000 - ADM9499

ADM9000W Prefetching was disabled during sort
merge; performance may be suboptimal.
If this message persists, consider
increasing the buffer pool size for
temporary table space tablespaceName (ID
tablespacelD) or increase the value of the
SORTHEAP DB configuration parameter
to reduce the extent of sort spilling.

© Copyright IBM Corp. 2012
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Chapter 19. ADM9500 - ADM9999

ADM9500W Too many concurrent updates had
occurred on table fableName (ID tableID)
and table space tablespaceName (ID
tablespacelD) during online index
create/reorganization. Thus, it will take
a longer time to finish online index
create/reorganization. You may want to
increase your UTIL_HEAP_SZ DB
configuration parameter.

ADM9501W Index reorganization has started for
table tableName (ID tableID) and table
space tablespaceName (ID tablespacelD).

Explanation: The data server is reorganizing the
indexes for the specified table. The re-organization is
either for nonpartitioned indexes on a partitioned table
or for indexes on a nonpartitioned table.

User response: No response is required.

ADM9502W Index reorganization is complete for
table tableName (ID tableID) and table
space tablespaceName (ID tablespacelD).

Explanation: The data server reorganized the indexes
for the specified table. The index reorganization was
either for nonpartitioned indexes on a partitioned table
or for indexes on a nonpartitioned table.

User response: No response is required.

ADM9503W Reorganizing index IID indexIID
(OBJECTID indexObjectID) in table space
indexTablespaceName (ID indexTablespacelD)
for table tableName (ID tableID) in table
space tablespaceName (ID tablespacelD).

Explanation: The data server is reorganizing the
specified index. The reorganization is either for
nonpartitioned indexes on a partitioned table or for
indexes on a nonpartitioned table.

User response: No response is required.

ADM9504W Index reorganization on table tableName
(ID tableID) and table space
tablespaceName (ID tablespaceID) failed on
this database partition with SQLCODE
SQLCODE reason code reasonCode.

Explanation: Index reorganization failed on this
database partition for the reason described by the
SQLCODE. The indexes referred to in this context are
either nonpartitioned indexes on a partitioned table or
indexes on a nonpartitioned table
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User response: Correct the problem that is described
by the SQLCODE, and then retry the REORG INDEXES
command on the database partition.

ADM9505W Online index reorganization on table
tableName (ID tableID) and table space
tablespaceName (ID tablespaceIlD) has been
switched to offline mode because the
indexes are marked for rebuild. These
indexes may have been marked for
rebuild during a roll forward through
an index creation and/or recreation. If
this is the case, consider setting the
INDEXREC database manager
configuration parameter to RESTART.
This will cause indexes that are marked
for rebuild during roll forward to be
rebuilt during RESTART DATABASE
processing.

ADM9506W HADR is enabled, but full logging is
disabled for any index creation,
recreation, or reorganization on table
table-name (table object id: object-id) in
tablespace tablespace-name (tablespace id:
tablespace-id), since you have explicitly
requested to disable it. As a result, any
index build operations on this table will
not be recovered immediately on the
secondary database server using HADR.
Indexes on the secondary database
server will be recreated implicitly at the
end of the HADR takeover process or
after the HADR takeover process when
the underlying tables are to be accessed.
If this is not the desired behavior,
enable the full logging on the table
before any create, recreate, or reorg
index is performed.
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ADM9507W

When HADR is enabled, it is
recommended that the database
configuration parameter
LOGINDEXBUILD is set to ON, on
both the HADR primary database server
and the HADR secondary database
server. Otherwise, you may not log your
index creation, recreation, or
reorganization on current or future
HADR primary database server. Any
non-fully logged index creation,
recreation, or reorganization on the
primary database server will not be
recovered on the secondary database
server using HADR. Those indexes
which cannot be recovered will be
marked as invalid, and will be rebuilt
implicitly at the end of the HADR
takeover process or after the HADR
takeover process when the underlying
tables are accessed. If this is not the
desired behavior, enable the full logging
or use the default setting for this
configuration parameter before any
index build operations take place.

ADM9508W

When HADR is enabled, it is
recommended that the database or
database manager configuration
parameter INDEXREC is set to either
RESTART or ACCESS in order to enable
redo of any index creation, recreation or
reorganization. Otherwise, any fully
logged index creation, recreation, or
reorganization on the primary database
server will not be recovered on the
secondary database server using HADR.
Those indexes which cannot be
recovered will be marked as invalid and
will be rebuilt implicitly at the end of
the HADR takeover process or after the
HADR takeover process when the
underlying tables are accessed. If this is
not the desired behavior, update
INDEXREC or use the default setting
for this configuration parameter before
any index build operations take place.
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ADM9509W

It is recommended that the database
configuration parameter
LOGINDEXBUILD is set to ON before
HADR is started. Otherwise, any index
creation, recreate, or reorganization on
the current or future primary database
server may not be recovered on the
current or future secondary database
server using HADR. Those indexes
which cannot be recovered will be
marked as invalid and will be rebuilt
implicitly either at the end of the
HADR takeover process or after the
HADR takeover process when the
underlying tables are to be accessed. If
this is not the desired behavior, update
the database configuration parameter
LOGINDEXBUILD to ON.

ADM9510W

An error (sqlcode sglcode) occurred
which prevented the completion of the
index rebuild process. Any invalid
indexes that have not been rebuilt when
the process terminated will be recreated
on the first table access. The index
rebuild process was invoked either
during an explicit or implicit restarting
of the database, or at the end of the
HADR takeover.

ADM9511W

Index reorganization proceeds on index
indexname (IID indexIID, OBJECTID
indexQObjectID) in table space
indexTablespaceName (ID indexTablespacelD)
for table tableName (ID tableID) in table
space ID tablespacelD.

ADM9512W

Index reorganization for index indexname
(IID indexIID, OBJECTID indexObjectID)
in table space indexTablespaceName (ID
indexTablespacelD) for table tableName (ID
tableID) in table space ID tablespacel D
failed on this node with SQLCODE
SQLCODE reason code reasonCode. To
resolve this problem, re-submit the
REORG INDEX command on the failing
node(s).

ADM9513W

Explanation:

Online index reorganization on table
tableName (ID tableID) in table space
tablespaceName (ID tablespacelD) found
one or more indexes that are marked
invalid and cannot proceed until they
are rebuilt.

The data server will automatically

rebuild the indexes on this table. If any nonpartitioned
indexes are being rebuilt, the data server will obtain a
super exclusive Z table lock for the duration of the



rebuild. If only partitioned indexes are being rebuilt,
the data server will obtain a super exclusive Z partition
lock on each data partition that has invalid indexes for
the duration of the rebuild. After the rebuild is
complete, the online index reorganization will proceed
(using the original lock modes) for any indexes that
were specified for reorganization by the current
command and have not yet been rebuilt.

User response: No response is required.

ADM9514]1 « ADM9522|

ADM9518I  Index reorganization has started for the
partitioned indexes on data partition
dataPartitionID of table tableName (ID
tableID) and table space tablespace-Name
(ID tablespacelD).

Explanation: The data server is reorganizing the
partitioned indexes for the specified data partition.

User response: No response is required.

ADM95141 BEGIN async index cleanup on table
tableName (ID tableID) and table space
tablespaceName (ID tablespacelD).

ADM95151 END async index cleanup on table

tableName (ID tableID) and table space
tablespaceName (ID tablespacelD).

ADM9516W Indexes on the table table_identifier were
marked to be rebuilt while upgrading
the database.

Explanation: The fable_identifier is shown in one of the
following forms:

¢ TBSPACEID=table_space_id TABLEID=table_id

* schema_name.table_name

The indexes on the identified table must be rebuilt
because one of the following situations was
encountered during a database upgrade:

* A root page has insufficient space
e A type-1 index was detected

¢ One or more non-severe errors occurred converting
the index page.

User response: Indexes will be rebuilt automatically

after upgrading the database in one of the following

ways:

¢ If the indexrec database configuration parameter is
set to RESTART or RESTART_NO_REDO, then
issuing the RESTART DATABASE command will
trigger the rebuild of the indexes.

¢ If the indexrec database configuration parameter is
set to ACCESS or ACCESS_NO_REDO, then the
indexes will be rebuilt on first access to the table on
which the indexes are defined. The
ADMIN_GET_TAB_INFO function can be used to
identify which tables have indexes that require
rebuilding.

There will be a one-time performance impact while the
indexes are rebuilt.

ADMO95191  Index reorganization is complete for
partitioned indexes on data partition
dataPartitionID of table tableName (ID
tableID) and table space tablespaceName
(ID tablespacelD).

Explanation: The data server has reorganized the
partitioned indexes for the specified data partition.

User response: No response is required.

ADM9520I Reorganizing partitioned index IID
indexIID (OBJECTID indexObjectID) in
table space indexTablespaceName (ID
indexTablespaceID) for data partition
dataPartitionID of table tableName (ID
tableID) in table space tablespaceName (ID
tablespacelD).

Explanation: The data server is reorganizing the index
partition on the specified data partition for the
specified partitioned index.

User response: No response is required.

ADMO9521W Index reorganization for partitioned
indexes on data partition dataPartition]D
of table tableName (ID tableID) and table
space tablespaceName (ID tablespacelD)
failed on this database partition with
SQLCODE SQLCODE reason code
reasonCode.

Explanation: Index reorganization of the partitioned
indexes failed on this database partition for the reason
described by the SQLCODE.

User response: Correct the problem that is described
by the SQLCODE, and then retry the REORG INDEXES
command on the database partition.

ADM95221 Index reorganization is complete for
partitioned indexes on data partition
datapartitionID of table tableName (ID
tableID) and table space tablespaceName
(ID tablespacelD).

Explanation: The data server has reorganized the
partitioned indexes for the specified data partition.
Some partitioned indexes on the data partition might
still need to be reorganized. This index reorganization
will occur later during the reorganization.
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User response: No response is required.
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Chapter 20. ADM10000 - ADM10499

ADM10000W A Java exception has been caught. The
Java stack traceback has been written to
the db2diag log file.

© Copyright IBM Corp. 2012
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Chapter 21. ADM10500 - ADM10999

ADM10500E Health indicator Health-Indicator-Short-
Description (Health-Indicator-Short-Name)
breached the Threshold-Bound-Name alarm
threshold of Threshold-Bound-Value with
value Health-Indicator-Value on
Monitored-Object-Type
Monitored-Object-Name. Calculation:
Formula-String = Formula-with-Values =
Health-Indicator-Value. History
(Timestamp, Value, Formula):
Health-Indicator-History-List

Explanation: The health monitor generated an alert
because the alarm threshold for this health indicator
was breached. This situation should be addressed
immediately as it can lead to a degradation in database
performance or an interruption in operation.

User response: You can use CLP commands to obtain
recommendations, and in some cases take actions, to
resolve this alert.

From the CLP, you can obtain the Health indicator
description and recommended actions by executing the
following commands:

* GET RECOMMENDATIONS FOR HEALTH
INDICATOR Health-Indicator-Short-Name

* GET DESCRIPTION FOR HEALTH INDICATOR
Health-Indicator-Short-Name

ADM10501W Health indicator Health-Indicator-Short-
Description (Health-Indicator-Short-Name)
breached the Threshold-Bound-Name
warning threshold of
Threshold-Bound-Value with value
Health-Indicator-Value on
Monitored-Object-Type
Monitored-Object-Name. Calculation:
Formula-String = Formula-with-Values =
Health-Indicator-Value. History
(Timestamp, Value, Formula):
Health-Indicator-History-List

Explanation: The health monitor generated an alert
because the warning threshold for this health indicator
was breached. This condition does not necessarily
require immediate attention, but rather it may lead to a
degradation in database performance or an interruption
in operation if the condition worsens over time.

User response: You can use CLP commands to obtain
recommendations, and in some cases take actions, to
resolve this alert.

From the CLP, you can obtain the Health indicator
description and recommended actions by executing the
following commands:
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* GET RECOMMENDATIONS FOR HEALTH
INDICATOR Health-Indicator-Short-Name

* GET DESCRIPTION FOR HEALTH INDICATOR
Health-Indicator-Short-Name

ADM10502W Health indicator Health-Indicator-Short-
Description (Health-Indicator-Short-Name) is
in state Health-Indicator-Value on
Monitored-Object-Type
Monitored-Object-Name.

Explanation: The health monitor generated an alert
because the state value of this health indicator was
non-normal. This condition does not necessarily require
immediate attention, but rather it will depend on the
expected state of the database given operations being
performed on it at the time, and the prevailing
workload.

User response: You can use CLP commands to obtain
recommendations, and in some cases take actions, to
resolve this alert.

From the CLP, you can obtain the Health indicator

description and recommended actions by executing the

following commands:

* GET RECOMMENDATIONS FOR HEALTH
INDICATOR Health-Indicator-Short-Name

¢ GET DESCRIPTION FOR HEALTH INDICATOR
Health-Indicator-Short-Name

ADM105031 The health monitor has initiated an alert
action, running Alert-Action-Type
Alert-Action-Name on system
System-Name, because the Health
Indicator Health-Indicator-Short-Description
(Health-Indicator-Short-Name) is in the
Alert-State alert state on
Monitored-Object-Type
Monitored-Object-Name.

Explanation: The health monitor was configured to
initiate the action when the health indicator is in this
alert state. This message is an indication that the action
was indeed initiated.

User response: No action is required.
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ADM10504E The health monitor failed, with sqlcode
SQLCODE, to initiate an alert action,
running Alert-Action-Type
Alert-Action-Name on system
System-Name, when the Health Indicator
Health-Indicator-Short-Description
(Health-Indicator-Short-Name) went into
the Alert-State alert state on
Monitored-Object-Type
Monitored-Object-Name.

Explanation: The health monitor was configured to
initiate the action when the health indicator is in this
alert state, but received this SQLCODE when it called
the API to execute the action. The alert action was not
initiated.

User response: Check the First Failure Service log
(db2diag log file) for a record detailing the failure.

ADM10505E The DB2 Service does not have the
necessary authority to run the Health
Monitor. The Health Monitor has been
shut down. If the service is configured
to log on using the Local System
account (SYSTEM), then it must be
changed to log on with a particular user
account. If it is configured to log on
with a particular user account, then you
must ensure that the user account is
valid and has the necessary access rights
to run the DB2 service. Once the log on
configuration has been corrected, it is
necessary to restart the DB2 service to
start the Health Monitor.

ADM10506E The health monitor is unable to send an
alert notification because the SMTP
Server (smtp_server) DB2
Administration Server configuration
parameter is not set. Update the
smtp_server configuration parameter
with the name of a valid SMTP server.

Explanation: The health monitor was configured to
send notifications upon alert occurrence, but was
unable to send the notification because no SMTP server
name was specified for the SMTP Server DAS
configuration parameter.

User response: Update the smtp_server configuration
parameter with the name of a valid SMTP server.

ADM10507E The health monitor was unable to send
an alert notification because the server
SMTP-Server-Name, specified in the
SMTP Server DB2 Administration
Server configuration parameter
(smtp_server), does not appear to be an
SMTP server. Ensure that a valid SMTP
server name is specified in the DB2
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Administration Server configuration.

Explanation: The health monitor was configured to
send notifications upon alert occurrence, but was
unable to send the notification because the server
specified in the DB2 Administration Server
configuration does not have SMTP server functionality.

User response: Ensure that a valid SMTP server name
is specified in the DB2 Administration Server
configuration for the smtp_server parameter.

ADM10508E The health monitor was unable to send
an alert notification because invalid
recipient(s) were specified in the health
notification list which contains
Notification-List. Update the Contact
record with the invalid address.

Explanation: The health monitor was configured to
send notifications upon alert occurrence, but was
unable to send the notification because one or more
addresses for the contacts specified on the health
notification list are invalid.

User response: Check the Contact record for the
contacts specified for health notification and update the
invalid recipient address.

ADM10509E The health monitor was unable to send
an alert notification because the
notification was sent by an invalid
Sender with the address Sender-Address.
Look at the SMTP server configuration.
If all the settings are correct, contact
DB2 Support.

Explanation: The health monitor was configured to
send notifications upon alert occurrence, but was
unable to send the notification because the Sender
address was rejected as unacceptable by the SMTP
server. The Sender address has the format <instance
name>@<host>, where 'instance' is running on 'host'.

User response: Look at the SMTP server
configuration. If all the settings are correct, contact DB2
Support.

ADM10510E The health monitor was unable to send
an alert notification because the SMTP
server issued the following error:
SMTP_ERROR. Check the SMTP server
documentation for information on the
error code that was returned. If the
problem cannot be remedied, contact
DB2 Support.

Explanation: The health monitor was configured to
send notifications upon alert occurrence, but was
unable to send the notification because the SMTP
server encountered an error.

User response: Check the SMTP server documentation



for information on the error code that was returned. If
the problem cannot be remedied, contact DB2 Support.

ADM10511E The health monitor was unable to send
an alert notification because there was a
communication error with the SMTP
server. Check the First Failure Service
log (db2diag log file) for a record
detailing the failure.

Explanation: The health monitor was configured to
send notifications upon alert occurrence, but was
unable to send the notification because there was a
communication error when trying to reach the SMTP
server.

User response: Check the First Failure Service log
(db2diag log file) for a record detailing the failure.

ADM10512W Health indicator Health-Indicator-Short-
Description (Health-Indicator-Short-Name) is
in state Health-Indicator-Value on
Monitored-Object-Type
Monitored-Object-Name. Collection (Object
Name, Timestamp, Value, Detail):
Collection.

Explanation: The health monitor generated an alert
because the state value of this health indicator was
non-normal. This condition does not necessarily require
immediate attention but indicates that a non-optimal
situation prevails with respect to the health of one or
many object collected under this health indicator. The
situation may get resolved automatically if the
corresponding automatic maintenance utility was
turned on and the state is automated .

User response: You can use CLP commands to obtain
recommendations, and in some cases take actions, to
resolve this alert.

From the CLP, you can obtain the Health indicator

description and recommended actions by executing the

following commands:

* GET RECOMMENDATIONS FOR HEALTH
INDICATOR Health-Indicator-Short-Name

* GET DESCRIPTION FOR HEALTH INDICATOR
Health-Indicator-Short-Name

ADM105131 Automatic Utility-Name has completed
on table Table-Name in database
Database-Name with a return code of
SQL-Return-Code. The utility started at
Start-Timestamp and completed at
End-Timestamp.

ADM10511E « ADM10516l

ADM105141 Automatic BACKUP has completed on
database Database-Name with a return
code of SQL-Return-Code. The utility
started at Start-Timestamp and completed
at End-Timestamp. The timestamp for the
backup image is Backup-Image-Timestamp.

ADM105151 The automatic maintenance policy
Policy-Name has been updated in
database Database-Name. The policy
options have been updated from
Original-Policy-Options-List to
New-Policy-Options-List.

ADM105161 The automatic maintenance policy
Policy-Name has been updated in
database Database-Name. The options
now being used for this policy are:
Policy-Options-List.
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Chapter 22. ADM11000 - ADM11499

ADM11000E

DB2 is unable to create or attach to the
memory segment used for fenced
routine communications. Decrease the
amount of database shared memory
used by your instance, and retry.

ADM11001E

DB2 did not create a memory segment
for running fenced routines. This was
specified by the use of
DB2_FMP_COMM_HEAPSZ registry
variable.

ADM11002E

Insufficient shared memory available
for communication with the db2fmp
process. Use the
DB2_FMP_COMM_HEAPSZ registry
variable to increase the amount of
shared memory available for fenced
routines.

ADM11003E

DB?2 failed to create the memory
segment used for communication with
fenced routines. If restarting DB2,
ensure that no db2fmp processes are
active on the instance prior to start.
Otherwise, you can adjust the value
through the
DB2_FMP_COMM_HEAPSZ registry
variable, or you can decrease the value
of ASLHEAPSZ in the database
manager configuration.

© Copyright IBM Corp. 2012
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Chapter 23. ADM11500 - ADM11999

ADM11500W MQListener generated a message.
Message code = MQL-msgcode. Refer to
the documentation for information
about the message.

© Copyright IBM Corp. 2012
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Chapter 24. ADM12000 - ADM12499

ADM12000C DB2START processing failed; a valid ADM12007E There are num-days day(s) left in the

product license was not found. If you
have licensed this product, ensure the
license key is properly installed. You
can install the license using the db2licm
command. The license file can be
obtained from your licensed product
CD.

User response:

ADM12001C DB2 connect processing failed; a valid
product license was not found. If you
have licensed this product, ensure the
license key is properly installed. You
can install the license using the db2licm

evaluation period for the product
product-name. For evaluation license
terms and conditions, refer to the IBM
License Acceptance and License
Information document located in the
license directory in the installation path
of this product. If you have licensed this
product, ensure the license key is
properly registered. You can register the
license using the db2licm command line
utility. The license file can be obtained
from your licensed product CD.

User response:

command. The license file can be ADM12008C The product product-name does not have

obtained from your licensed product
CD.

User response:

ADM12002C Connect processing failed; a valid
product license was not found. If you
are accessing host or iSeries database
server, make sure you have a licensed
DB2 Connect product or DB2 Connect
server support component installed.

a valid license key installed and the
evaluation period has expired. Functions
specific to this product are not enabled.
If you have licensed this product,
ensure the license key is properly
installed. You can install the license
using the db2licm command. The
license file can be obtained from your
licensed product CD.

User response:

DB2 Connect server support component

is included in DB2 Enterprise edition. ADM12009E The number of concurrent users of the

User response:

ADM12006E The product product-name does not have
a valid license key registered. If you
have licensed this product, ensure the
license key is properly registered. You
can register the license using the
db2licm command. The license key can
be obtained from your licensed product
CD. If a license key is not registered,

DB2 Workgroup product has exceeded
the defined entitlement of entitlement.
Concurrent user count is user-count. You
should purchase additional user based
entitlements from your IBM
representative or authorized dealer and
update your license using the db2licm
command.

User response:

this product will be enabled for a ADM12010E The number of concurrent users of the

num-days day evaluation period. Use of
the product for the evaluation period
constitutes acceptance of the terms of
the IBM license agreement located in
the installation path of this product in
the license directory.

User response:

DB2 Connect product has exceeded the
defined entitlement of entitlement.
Concurrent user count is user-count. You
should purchase additional user based
entitlements from your IBM
representative or authorized dealer and
update your license using the db2licm
command.

User response:

© Copyright IBM Corp. 2012
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ADM12011C « ADM12023E

ADM12011C One or more database partitions does
not have a valid DB2 license key
installed for the product-name product.
Install a valid license key on each
physical partition using the db2licm
command.

User response:

ADM12012E The number of concurrent users of the
DB2 Enterprise product has exceeded
the defined entitlement of entitlement.
Concurrent user count is user-count. You
should purchase additional user based
entitlements from your IBM
representative or authorized dealer and
update your license using the db2licm
command.

User response:

ADM12013E The number of concurrent database
connections to the DB2 Connect product
has exceeded the defined entitlement of
entitlement. Database connection count is
num-connections.

ADM12014C The version of the DB2 Connect product
you are using is not licensed for use
with TCP/IP protocol. Upgrade to a full
function DB2 Connect product to use
TCP/IP.

ADM12015C The version of the DB2 Connect product
you are using is not licensed for
updating multiple databases in the same
transaction. Upgrade to a full function
DB2 Connect product to update multiple
databases in the same transaction.

ADM12017E The number of processors on this
machine exceeds the defined entitlement
of entitlement for the product
product-name. The number of processors
on this machine is num-cpu.

Explanation: You can purchase DB2 Connect and DB2
database products either per processor (priced by
Processor Value Unit (PVU)) or per user.

If you purchase your DB2 database product license per
processor, you will see License Type: "CPU Option" in
the License Center or in the output from the command
"db2licm -1".

Prior to DB2 V9.5 Fix Pack 4, this message is returned
by DB2 Connect and DB2 database products when it is
determined that there are more processors on the
current machine than are entitled to be used with the
named product. The DB2 product will continue to
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function even when this message is returned. However,
using the DB2 product with more processors than the
defined entitlement allows will cause problems with
business audit processes and will complicate support
processes, if you need to access IBM support.

This message is not returned by DB2 Connect and DB2
database products starting with DB2 V9.5 Fix Pack 4
and later because the DB2 product will only use the
machine resources for which it is licensed to use.

User response:

1. Purchase additional processor-based entitlements
from your IBM representative or authorized dealer.

2. Update your license using the db2licm command.

ADM12018E The number of concurrent users for this
product has exceeded the defined
entitlement of entitlement. Concurrent
user count is user-count. You should
purchase additional user based
entitlements from your IBM
representative or authorized dealer and
update your license using the db2licm
command.

User response:

ADM12020E The number of connectors has exceeded
the defined entitlement of entitlement.
Current number of connectors is
num-connectors. You should purchase
additional connector entitlements from
your IBM representative or authorized
dealer and update your license using the
db2licm command.

User response:

ADM12022E DB2 has detected that database
partitioning feature is being used
without database partitioning license.
Purchase database partitioning
entitlements from your IBM
representative or authorized dealer and
update your license using the db2licm
command.

User response:

ADM12023E The number of concurrent users of
product-name product has exceeded the
defined entitlement of entitlement.
Concurrent user count is user-count. You
should purchase additional user based
entitlements from your IBM
representative or authorized dealer and
update your license using the db2licm
command.

User response:



ADM12024E A valid license key was not found for
the requested function. The current
license key for product_name product
does not allow the requested
functionality. Purchase the license key
for this function from your IBM
representative or authorized dealer and
update your license using the db2licm
command.

User response:

ADM12025E The amount of memory on this machine
exceeds the defined limit of limit (MB)
for the product product-name. The
amount of memory on this machine is
memory (MB).

Explanation: This product has a defined memory limit
that has been exceeded. The memory limit cannot be
changed via DB2 licensing tools.

User response: Contact your IBM representative or
authorized dealer to obtain a product that can be
licensed to run on this system.

ADM12026W The DB2 server has detected that a
valid license for the product
product-name has not been registered.

Explanation: Registration of a valid license key is
required in order to comply with the terms and
conditions of your License Agreement. The license keys
for this product are located on this product's activation
CD in the 'license' directory.

User response: Use the db2licm command (Run
db2licm -a license-file-name from sqllib\bin on Windows
or sqllib/adm on Unix and Linux) to register the
appropriate licenses that you have purchased. The
License Agreement text is located in the 'license’
directory in the installation directory of this product.

ADM12027E The amount of memory on this server
now exceeds the defined limit of limit
(GB) for the product product-name. The
amount of memory on this server is
memory (GB).

Explanation: The DB2 instance is attempting to use
more memory allocated for DB2 than specified in your
product license. DB2 limits itself to the licensed amount
of memory.

User response: To take full advantage of your server's
memory capacity, contact your IBM representative or
authorized dealer to obtain an edition of DB2 with a
higher licensed memory limit.

ADM12024E « ADM12027E
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Chapter 25. ADM12500 - ADM12999

ADM12500E The HADR standby database cannot be
made consistent with the primary
database. The log stream of the standby
database is incompatible with that of
the primary database. To use this
database as a standby, it must be
recreated from a backup image or split
mirror of the primary database.

ADM12501E Unable to establish HADR
primary-standby connection because the
operating systems do not match the
primary and standby databases. Move
the primary or standby databases to a
different host or upgrade the operating
system of one host to match the other
host.

ADM12502E Unable to establish HADR
primary-standby connection because the
DB2 versions do not match the primary
and standby databases. Upgrade the
DB2 software to the same release and
FixPak on either the HADR primary or
HADR standby database to match the
other.

ADM12503E Unable to establish HADR
primary-standby connection because the
DB2 bit level (32-bit vs. 64-bit) do not
match the primary and standby
databases. Change the bit level of the
primary or standby database to match
each other.

ADM12504E Unable to establish HADR
primary-standby connection because the
value of HADR_REMOTE_INST at one
of the instances does not match the
actual instance name of the other
instance. This is a sanity check to
ensure that only the intended database
pairing occurs. If any of the
HADR_REMOTE_INST configuration
parameters or instance names is set
incorrectly, you may correct it and try
again to start HADR.

ADM12505E Unable to establish HADR
primary-standby connection because the
database names do not match. Correct
the database name so it matches on the
HADR primary and HADR standby.
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ADM12506E Unable to establish HADR
primary-standby connection because the
primary and standby databases did not
originate from the same database.
Recreate the standby from a backup
image or split mirror of the primary
database.

ADM12507E Unable to establish HADR
primary-standby connection because the
HADR configuration parameters do not
match. Change the configuration
parameters HADR_TIMEOUT and
HADR_SYNCMODE on either the
HADR primary or standby so that they
match the other system's values, and
ensure that HADR_LOCAL_HOST and
HADR_REMOTE_HOST match the host
name of the local and remote machines.

ADM12508W Log receiving has been suspended on
the HADR standby database because of
a disk full condition. If the primary and
standby databases are in peer state and
in SYNC, NEARSYNC, or ASYNC
HADR synchronization mode,
transactions on the primary might be
blocked.

Explanation: The standby database is unable to
receive any more log data from the primary database
because of a disk full condition on the standby.The
standby frees disk space automatically after it finishes
replaying logs, as long as the logs are archived on the
primary and there are no uncommitted transactions
started in or before the given log file.

User response: One of the following:

* Wait for the standby to catch up with the primary.
Log receiving will resume on the standby as old logs
are released after they have been replayed on the
standby and archived on the primary.

* Provide more disk space on the standby for logs. Do
not delete any logs because DB2 handles that
automatically.

If the primary was blocked because of a disk full
situation on the standby, consider using the
SUPERASNYC HADR synchronization mode to avoid
encountering this error in the future.

ADM12509E HADR encountered an abnormal
condition. Reason code: reason-code
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Explanation: The explanation corresponding to the
reason code is:

1

The HADR primary database cannot find a log
file that was requested by the standby. HADR
will attempt to recover from the condition by
disconnecting and then reconnecting the
primary and the standby. Each reconnection
will attempt to access the file. These retry
attempts will help avoid transient errors such
as a conflict with other log file usage.

The HADR standby received a bad log page.
HADR will attempt to recover from the
condition by disconnecting and then
reconnecting the primary and standby. These
retry attempts will help avoid transient errors.

The HADR primary has broken its connection
to the standby because the primary reach its
peer limit. This condition indicates that the
standby or network cannot keep up with the
primary's workload. The primary has
disconnected from the standby to unblock
itself. After the standby has replayed the logs
it received, it will reconnect to the primary
and the pair will start from remote catchup
state, which does not block primary log
writing.

The HADR standby is shutting down because
its log writing disk is full and it cannot
reclaim any space.The standby log device is
not large enough to hold the logs produced by
the primary.

The HADR standby was unable to access the
needed log file or log files. Possible causes of
the access failure include user removal of log
files, or I/O errors on the log device. The
HADR standby automatically manages log
files, so always ensure that they are not
manually removed or altered. The HADR
standby will attempt to recover from the
condition by starting remote catch up from the
missing log file.

Detected another primary database.
929

Fatal error encountered. The database is
shutting down.

User response: FEither re-create the standby using a
newer backup image from the primary, or follow the
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user response corresponding to the reason code:
1

If the attempts to access the log file keep
failing, check the db2diag.log file for the file
number and determine why the file cannot be
found. This can occur if the file is very old
and has been removed from the archive, or if
there has been a media failure. Depending on
the cause, possible responses are:

* Put the file back in the log path or archive.
* Repair the media that failed.

If the error condition persists, determine the
root cause, make the appropriate corrections,
and attempt to start HADR on the database.

One of the following actions:

* Increase the setting for the
DB2_HADR_PEER_WAIT_LIMIT registry
variable.

* Reduce the workload on the primary.
* Tune or upgrade the network.
* Tune or upgrade the standby.

Increase the log device capacity and restart the
standby.

The standby should be able to recover by
requesting the files from the primary. If the
error condition persists, determine the root
cause, and make the appropriate corrections.

Determine which database should be the
primary. Drop the other primary database or
try converting it to a standby. If both should
be primary, they should be removed from each
other's hadr_target_list, so that they are
independent.
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Determine the root cause, make the
appropriate corrections, and attempt to start
the database.

ADM12510E Unable to establish HADR
primary-standby connection. Reason
code: reason-code

Explanation: The explanation corresponding to the
reason code is:

1



The settings for the hadr_remote_host and
hadr_remote_service configuration parameters
on the remote database do not match the
settings for the hadr_local_host and
hadr_local_service configuration parameters on
the local database.

The settings for the hadr_remote_host and
hadr_remote_service configuration parameters
on the local database do not match the settings
for the hadr_local_host and hadr_local_service
configuration parameters on the remote
database.

The hadr_target_list configuration parameter is
not configured on all of the HADR databases.

The local database cannot be started as an
HADR standby in multiple standby mode
because its hadr_target_list configuration
parameter setting does not specify the HADR
primary database's local host and service
names.

The setting for the hadr_timeout configuration
parameter is not the same on the local and the
remote databases.

The setting for the hadr_syncmode
configuration parameter is not the same on the
local and the remote databases. Only an
auxiliary standby database in a multiple
standby setup can have a different
synchronization mode than the primary.

The setting for the hadr_peer_window
configuration parameter is not the same on the
local and the remote databases.

Delayed replay cannot be enabled because the
standby database is not running in
superAsync synchronization mode. In a
multiple standby setup, the effective
synchronization mode of the principal standby
is determined by the setting of the
hadr_syncmode configuration parameter on
the primary.

User response: The user response corresponding to
the reason code is:

1

On the remote database, set the
hadr_remote_host configuration parameter to

ADM12511W

the local database's local host name (specified
by the hadr_local_host configuration
parameter) and set the hadr_remote_svc
configuration parameter to the local database's
local service name (specified by the
hadr_local_host configuration parameter).

On the local database, set the
hadr_remote_host configuration parameter to
the remote database's local host name
(specified by the hadr_local_host configuration
parameter) and set the hadr_remote_svc
configuration parameter to the remote
database's local service name (specified by the
hadr_local_host configuration parameter).

Ensure that the hadr_target_list configuration
parameter is configured on all of the HADR
databases or not configured on any of the
HADR databases.

Ensure that the local database specifies the
HADR primary database's local host and
service names in its hadr_target_list setting.

Ensure that the setting for the hadr_timeout
configuration parameter is the same on all
HADR databases.

Ensure that the setting for the hadr_syncmode
configuration parameter is the same on the
primary and standby HADR databases.

Ensure that the setting for the hadr_peer
window configuration parameter is the same
on the primary and standby HADR databases.

In multiple standby mode, ensure that the
hadr_replay_delay configuration parameter is
configured on an auxiliary standby:.

ADM12511W The HADR standby database was not
able to access the log archive when
attempting to retrieve log file
log-file-name.

Explanation: An error occurred when the standby
database attempted to retrieve a log file from the log
archive. This error is not fatal. The standby database
will attempt to acquire the file from the primary
database by entering remote catchup state.

User response: Investigate why the standby database
is not able to access the log archive:
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¢ Make sure that LOGARCHMETHI1 and
LOGARCHMETH?2 are configured correctly.

* Make sure that the standby machine and instance
owner can access the log archive device.

* Make sure that the archive contains log files on the
correct log chain.

It is important to resolve this issue, especially if this
database might have to perform takeover to become a
primary database in the future. After it is a primary
database, it must be able to access the archive device to
avoid running out of disk space in the active log path.

ADM12512W Log replay on the HADR standby has
stopped on table space tablespace_name
(ID tablespace_id) because it has been put
into tablespace_state state.

Explanation: The standby database can no longer
replay log records on this table space due to error. Data
in this table space will not be available if this database
takes over the primary role. The standby database will
continue replaying logs shipped from primary on other
table spaces.

User response: Investigate and resolve the possible
causes, such as:
* File system is not mounted.

* The standby is unable to access some containers, or
the container is not big enough.

* The standby is unable to locate or access a load copy
image.
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Chapter 26. ADM13000 - ADM13499

ADM13000E

Plug-in plugin-name received error code
error-code from the GSS (Generic
Security Service) API GSS-API-name with
the error message error-message.

ADM13001E

Plug-in plugin-name received error code
error-code from the DB2 security plug-in
API GSS-API-name with the error
message error-imessage.

ADM13002E

Unable to unload plug-in plugin-name.
No further action is required.

ADM13003E

The principal name principal-name used
for plugin-name is invalid. Ensure that
the principal name is valid and that it is
in a format that is recognized by the
security plug-in.

ADM13004E

The plug-in name plugin-name is invalid.
Ensure that a valid plug-in name is
specified.

ADM13005E

Unable to load plug-in plugin-name.
Verify that the plug-in exists and that
the directory location and file
permissions are valid.

ADM13006E

Plug-in plugin-name encountered an
unexpected error. Contact IBM Support
for assistance.

© Copyright IBM Corp. 2012
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Chapter 27. ADM13500 - ADM13999

ADM13500E An agent executing an asynchronous
background task processor encountered
an unrecoverable error. The task
processor has been suspended and
diagnostic information was written to
the db2diag log file. Contact IBM
Support for assistance. The task
processor context is address. The task
processor description is description.

© Copyright IBM Corp. 2012
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Chapter 28. ADM14000 - ADM14499

ADM14000E DB2 is unable to open diagnostic log
file filename. Run the command "db2diag
-rc rcList" to find out more.

ADM14001C An unexpected and critical error has
occurred: error-type. The instance may
have been shutdown as a result.
capture-type FODC (First Occurrence
Data Capture) has been invoked and
diagnostic information has been
recorded in directory directory-name.
Please look in this directory for detailed
evidence about what happened and
contact IBM support if necessary to
diagnose the problem.

ADM14002C capture-type FODC has been invoked for
symptom error-type and diagnostic
information has been recorded in
directory directory-name. Please look in
this directory for detailed evidence
about what happened and contact IBM
support if necessary to diagnose the
problem.

ADM14003W FODC has been invoked by the user
from db2fodc tool for symptom symptom
and diagnostic information has been
recorded in directory directory. Please
look in this directory for detailed
evidence about what happened and
contact IBM support if necessary to
diagnose the problem.

ADM14004C EDU Database database-name marked
bad. capture-type FODC has been
invoked and diagnostic information has
been recorded in directory parameter.
Please look in this directory for detailed
evidence about what happened and
contact IBM support if necessary to
diagnose the problem.

ADM14005E The following error occurred: symptom.
First Occurrence Data Capture (FODC)
has been invoked in the following
mode: capture-mode. Diagnostic
information has been recorded in the
directory named directory-name.

Explanation: First occurrence data capture (FODC) is a
general term applied to the set of diagnostic
information the DB2 administration server captures
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automatically when errors occur.

For more information about FODC, search the DB2
Information Center for "First occurrence data capture
(FODC)".

User response: Review the diagnostic information,
such as log files, dump files, or trap files, in the named
directory.

ADM14010C An unexpected and critical error has
occurred: error-type. capture-type First
Occurrence Data Capture has been
invoked and diagnostic information has
been recorded in directory directory-name.

Explanation: One or more DB2 threads associated
with this instance have been suspended, but the
instance process is still running. The DB2 instance
might become unstable and must be stopped and
restarted.

User response: To restore the stability of the DB2
instance, stop and restart the instance by running the
following commands at a command prompt:

db2_kill
db2start

If at all possible, wait until the DB2 instance is no
longer accessed by any applications before issuing the
db2_kill command. db2_kill may result in crash
recovery processing upon subsequent db2start.

Look in the named directory for detailed evidence
about what happened and, if required, contact IBM
Software Support to diagnose the problem.

ADM14011C A critical failure has caused the
following type of error: error-type. The
DB2 database manager cannot recover
from the failure. First Occurrence Data
Capture (FODC) was invoked in the
following mode: capture-type. FODC
diagnostic information is located in the
following directory: directory-name.

Explanation: First occurrence data capture (FODC) is a
general term applied to the set of diagnostic
information the DB2 administration server captures
automatically when errors occur. For more information
about FODC, refer to the topic called "First occurrence
data capture (FODC)" in the DB2 Information Center.

The DB2 engine on all supported platforms has trap
resilience capabilities that enable it to respond to
certain code traps or segmentation violations in order
to keep the DB2 instance running. For more
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ADM14012C « ADM14013C

information about sustained traps, refer to the topic
called "Recovering from sustained traps" in the DB2
Information Center.

This message is returned when a trap is caused by a
critical error from which the database manager cannot
recover, despite trap resilience being enabled.

The DB2 database manager will stop the instance.

User response: 1. Collect the FODC diagnostic
information from the named directory.

2. Contact IBM Software Support to diagnose the
problem.

ADM14012C A critical failure has caused the
following type of error: error-type. The
DB2 database manager will attempt to
recover from the failure. First
Occurrence Data Capture (FODC) was
invoked in the following mode:
capture-type. FODC diagnostic
information is located in the following
directory: directory-name.

Explanation: First occurrence data capture (FODC) is a
general term applied to the set of diagnostic
information the DB2 administration server captures
automatically when errors occur. For more information
about FODC, refer to the topic called "First occurrence
data capture (FODC)" in the DB2 Information Center.

The DB2 engine on all supported platforms has trap
resilience capabilities that enable it to survive certain
code traps or segmentation violations in order to keep
the DB2 instance running. For more information about
sustained traps, refer to the topic called "Recovering
from sustained traps" in the DB2 Information Center.

This message is returned when a trap is caused by a
critical error, and the DB2 database manager will
attempt to recover from the failure because trap
resilience is enabled.

The DB2 database manager will stop the instance.

User response: Although the DB2 database manager
will attempt to recover from the failure, it is important
to diagnose why the failure happened by performing
the following steps:

1. Collect the FODC diagnostic information from the
named directory.

2. Contact IBM Software Support to diagnose the
problem.
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ADM14013C The following type of critical error
occurred: error-type. This error occurred
because one or more threads that are
associated with the current DB2 instance
have been suspended, but the instance
process is still running. First Occurrence
Data Capture (FODC) was invoked in
the following mode: capture-type. FODC
diagnostic information is located in the
following directory: directory-name.

Explanation: First occurrence data capture (FODC) is a
general term applied to the set of diagnostic
information the DB2 administration server captures
automatically when errors occur. For more information
about FODC, refer to the topic called "First occurrence
data capture (FODC)" in the DB2 Information Center.

For more information about how the DB2 database
manager uses operating system threads and processes,
refer to the topic called "The DB2 process model" in the
DB2 Information Center. For more information about
sustained traps, refer to the topic called "Recovering
from sustained traps" in the DB2 Information Center.

User response:

1. To terminate all active applications which issue a
COMMIT or ROLLBACK within the timeout period,
which minimizes the recovery window for crash
recovery when the db2start command is run, issue
the following command:
db2 quiesce instance <instance name>

user <user_name>
defer with timeout <minutes>

2. [Optional] To terminate any applications that did
not COMMIT or ROLLBACK during the timeout
period in Step 1 and any new applications which
accessed the database after the timeout period
completed, issue the following command:
db2 quiesce instance <instance_name>

user <user_name>
immediate

3. Forcefully shut down the instance and suspended
EDUs by executing the following command:

db2_kill

Note: Issuing the db2stop command will not
complete when an instance has sustained a trap.

4. Restart the DB2 instance using either one of the
following commands:

db2start

or
START DATABASE MANAGER




ADM14014C

ADM14014C An unexpected and critical error has
occurred: error-type. This error might
affect the availability of the
resource-or-service-nanie resource or service
on member member-id.

Explanation: One or more DB2 threads encountered
an unexpected error, but the DB2 member is still
running. The error might affect the availability of the
specified resource or service for the affected database.
The database is still available; however, it might not
provide optimal service, especially if applications have
a dependency on the specified resource or service.

User response: To restore the stability of the database,
stop all applications on this member and force a restart
of the DB2 instance on this member with the following
commands:
1. db2stop member <member-id>

quiesce <timeout_minutes>

Existing applications have up to <timeout_minutes>
to reach the next commit or rollback point before
being forced off. After the specified
<timeout_minutes>, all remaining applications are
terminated.

2. db2start member <member-id>

Look in the DIAGPATH for the affected DB2 member
for any additional evidence about what has occurred
and, if required, contact IBM Software Support to
diagnose the problem.

Chapter 28. ADM14000 - ADM14499 99



100 Message Reference Volume 1



Chapter 29. ADM14500 - ADM14999

ADM14500E Unable to allocate memory required for
deferred index cleanup on table
schema.table. If you wish to use
immediate cleanup rollout for the
statement, either set the
DB2_MDC_ROLLOUT registry variable
to ON, or use the CURRENT ROLLOUT
MODE special register, and rerun the
statement.
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Chapter 30. ADM15000 - ADM15499

ADM15000E The file logfileName is not accessible for
reading. Verify the access permissions
for this file and its associated device.

ADM15001E An error was returned trying to access
file logfileName. Make sure that the file
exists and that the device or file is
accessible.
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Chapter 31. ADM15500 - ADM15999

ADM15500E An index data inconsistency is detected
on table schema-name. table-name during
INSPECT command. Please contact DB2
support team to report the problem.

ADM15501W The administrative task scheduler
encountered a temporary resource
constraint that prevented the execution
of task task-id. The scheduler will retry
every retry-interval seconds.

ADM15502W The administrative task scheduler
could not execute task task-id because
the database is inactive.

ADM15503E The administrative task scheduler
detected a security error on database
database-name. No scheduled tasks will
be executed on this database. To resume
task execution, drop the
SYSTOOLS.ADMINTASKS and
SYSTOOLS.ADMINTASKSTATUS
table, and recreate all the scheduled
tasks on this database using the
SYSPROC.ADMIN_TASK_ADD stored
procedure.

ADM15510E The INSPECT command found
inconsistent row contents in a block in
the multidimensional clustering (MDC)
table named schema-name.table-name.

Explanation: In the context of MDC tables, a block is a
set of contiguous pages on disk. In MDC tables, rows
of table data that contain the same indexes are
clustered together on disk, in these blocks, to facilitate
faster searching and improved performance.

The INSPECT command was verifying the block
indexes of the named table, and discovered rows in one
or more blocks that are not valid according to the block
index entries. This can happen for several reasons,
including disk error or data corruption.

User response: Refer to the db2diag log file for more
information about this error.

Contact IBM software support for assistance.

© Copyright IBM Corp. 2012
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Chapter 32. ADM16000 - ADM16499

ADM16000W Following an attach operation, a SET
INTEGRITY...ALL IMMEDIATE
UNCHECKED statement running
against a partitioned table that has a
nonpartitioned index defined on it
executes as though it were a SET
INTEGRITY...ALLOW WRITE ACCESS
IMMEDIATE CHECKED statement. The
SET INTEGRITY operation updates the
index to include data for the newly
attached partition. It also performs
constraints checking, range validation,
and maintenance of any other
nonpartitioned indexes that are defined
on the table.
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Part 3. AMI Messages
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Chapter 33. AMIO000 - AMI0499

AMI0016E  Insufficient memory.

Explanation: There is not enough memory available to
complete the requested operation.

User response: Make sure that sufficient memory is
allocated and available for the Message Query (MQ),
MQ Application Messaging Interface (AMI), and DB2
programs.

AMIO018E  Service not found.

Explanation: The specified service is not found. The
request is not completed. The service might be one of
the following:

* sender

* receiver

 distribution list

* publisher

 subscriber

User response: Make sure that the Application

Messaging Interface (AMI) repository file that you used
contains the service definition.

AMIO019E  Message not found.

Explanation: The specified message is not found. The
request is not completed.

User response: Make sure that the message is
available for use.

AMIO0020E  Policy not found.

Explanation: The specified policy is not found. The
request is not completed.

User response: Make sure that the Application
Messaging Interface (AMI) repository file that you used
contains the policy definition.

AMIO035E  No message available.

Explanation: No message is available for a receive
request after the specified wait time. This happens
when the target queue is empty.

User response: Make sure that the message is present
in the target queue.

AMIO049E  Transport error.

Explanation: The underlying (MQSeries) message
transport layer is reporting an error. You can obtain the
message transport reason code by the secondary reason
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code value returned from a GetLastError request for the
specific AMI object. For more information, see
"Common causes of problems" in Application Messaging
Interface.

User response: Make sure that you have created the
underlying MQ objects (system queues, user queues,
among others) to which the Application Messaging
Interface (AMI) service or policy is referring. Notice
that the names of these objects are case sensitive. A
queue named 1 is not the same as Q1. Also, ensure
that the attributes of the queue are sufficient to handle
the message. For example, check that MAXMSGL is big
enough to handle the message size. If Publish or
Subscribe functions fail, make sure that the MQ
message broker is started.

AMIO109E  User is not authorized.

Explanation: The user is not authorized by the
underlying transport layer to perform the specified
request.

User response: Make sure that the user of the UDFs
has the appropriate authorization. This normally means
that the user ID has to be a member of group mqm.

AMIOI10E  Transport is not available.

Explanation: The underlying transport layer is not
available.

User response: Make sure that the queue manager is
running.

AMIO0402E Host file not found.

Explanation: A local host file with the specified name
is not found.

User response: Make sure that file amthost.xml exists
and in the right directory

AMIO0405E  The policy is not in the repository.

Explanation: You created a policy using a definition
name that is not found in the repository. The policy is
created using default values.

User response: Make sure that the Application
Messaging Interface (AMI) policy is defined in the
repository file.

AMIO0406E  The sender is not in the repository.

Explanation: You created a sender using a definition
name that is not found in the repository. The sender is
created using default values.
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User response: Make sure that the Application
Messaging Interface (AMI) sender service is defined in
the repository file.

AMI0407E  The receiver is not in the repository.

Explanation: You created a receiver using a definition
name that is not found in the repository. The receiver is
created using default values.

User response: Make sure that the Application
Messaging Interface (AMI) receiver service is defined in
the repository file.

AMIO0409E  The publisher is not in the repository.

Explanation: You created a publisher using a
definition name that is not found in the repository. The
publisher is created using default values.

User response: Make sure that the Application
Messaging Interface (AMI) publisher service is defined
in the repository file.

AMI0410E  The subscriber is not in the repository.

Explanation: You created a subscriber using a
definition name that is not found in the repository. The
subscriber is created using default values.

User response: Make sure that the Application
Messaging Interface (AMI) subscriber service is defined
in the repository file.

AMIO0416E  Repository error.

Explanation: An error was returned when initializing
or accessing the repository. This can occur for any of
the following reasons:

* The repository XML file (for example, amt.xml )
contains data that is not valid.

* The DTD file (*.dtd) is not found or contains data
that is not valid.

* The files that are needed to initialize the repository
can not be found. These file are usually in the
directory intlFiles and the directory locales.

User response: This is generally the result of XML
parser errors. Make sure that the right amt.dtd file is
used and that it matches with the amt.xml file.

AMI0418E  Repository not found.
Explanation: The repository file is not found.

User response: Make sure that the repository file is in
the default location or in the path specified by
environment variable AMT_DATA_PATH.
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AMIO0419E  Transport library error.

Explanation: An error occurred loading the transport
library.

User response: Make sure that MQSeries and the AMI
libraries are installed correctly. There are sample
programs shipped with MQ and AMI that can be used
to verify the successful installation of this software.

AMI0424E  DTD file not found.

Explanation: An AMI dtd file (amt.dtd) is not found
with the XML repository file in the same directory.

User response: Make sure that the file amt.dtd is in
the same directory as the repository file amt.xml. You
can define the location with the environment variable
AMT_DATA_PATH.
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ASNO004E  CAPTURE capture_schema. The Capture
program could not start the trace. The
return code is return_code. The reason

code is reason_code.

Explanation: An error occurred when the START
TRACE DB2 command was issued, or when the
Capture program read the DB2 log.

User response: See the DB2 Codes section in the
messages and codes documentation of the DB2
database manager on your operating system to find the
appropriate reason code. For more information, see
either of the following administration documentation:
the Call Attachment Facility (CAF) for START TRACE
DB2 errors, or the Instrumentation Facility Interface
(IFT) for DB2 log read errors, or contact your DBA. If
the CAF or the IFI returned a message, it is also
printed on the system display console.

ASNO005E ~ CAPTURE capture_schema. The Capture
program encountered an error when
reading the DB2 log. The log sequence
number is Isn, the SQLCODE is
sql_return_code, and the reason code is

reason_code.

Explanation: An error occurred when the Capture
program read the DB2 log. There might be an SQL
error.

¢ For DB2 Replication, the sglcode value is for the
Asynchronous Read Log APL

¢ For Capture for VSE, the sqlcode is for the
VSE/VSAM GET macro.

¢ For Capture for VM, the sglcode is for Diagnose
X'A4'.

User response: See the DB2 Codes section in the

messages and codes documentation of the DB2

database manager on your operating system for the

appropriate reason code, as suggested in the following

list:

* For Capture program for z/OS, see the
Instrumentation Facility Interface (IFI) section in the
administration documentation of the DB2 database

manager on your operating system, or contact your
DBA.

* For Capture for VSE, see the VSE/VSAM Commands
and Macros, VSE/ESA System Macro Reference, and
VSE/ESA V2R3 Messages and Codes manuals for
more information.

¢ For VM/ESA, see the VM/ESA Programming
Services for more information.
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» For Capture on Linux, Windows, and UNIX, see the
active and archived database logs administration
documentation for DB2, or contact IBM Software
Support.

ASNO006E  CAPTURE capture_schema. The Capture
program encountered an unexpected log

error of unknown log variation.

Explanation: An unexpected log error occurred when
the Capture program was processing the DB2 log
records, and was not reported by either of the
following interfaces:

* The Instrumentation Facility Interface (IFI) for
Capture program for z/OS

* The Asynchronous Read Log API for the Capture
program

The Capture program could not determine which type
of SQL update was associated with the log record.

User response: Contact IBM Software Support.

ASNO0008I ~ CAPTURE capture_schema. The Capture

program was stopped.
Explanation: The Capture program has stopped.

User response: This message is for your information
only, and no action is required.

ASNO009E  CAPTURE capture_schema. The registered
source table src_owner.src_table does not
have the DATA CAPTURE CHANGES

attribute.

Explanation: When attempting to initialize a
registration, the Capture program encountered a source
table that is incorrectly defined. The Capture program
cannot process the log records associated with a source
table if the DATA CAPTURE CHANGES attribute of
the source table is not set. This message is issued
during a Capture program warm start or when the first
CAPSTART signal is received for a subscription set
against this registration. If this error occurs during the
processing of a CAPSTART signal, the Capture
program does not activate the registration. If this error
occurs during a reinitialization (from a warm start or a
reinit capture command), the Capture program places
the registration in the "stopped" state, indicating that
you must repair the registration before the Apply
program can resynchronize the associated subscription
sets.

User response:
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1. Alter the source table to turn on data capture
changes. For example:

* alter table regress.table3 data capture changes

2. If the registration has been deactivated by the
Capture program (state = stopped), update the
registration to set the state to inactive.

3. Use the Replication Center to force the Apply
program to perform a full refresh for all
subscription sets that replicate from this source
table.

ASNO011E = CAPTURE capture_schema. The Capture
program log read failed because the
DB2 compression dictionary that was
used to create the compressed log record
no longer exists. The log record that
could not be read was for the registered
source table table_owner.table_name. The

reason code is reason_code.

Explanation: The Capture program received an error
from the DB2 log read interface. The reason code is
from DB2 and indicates that the data on a log record
cannot be processed because the compression
dictionary for the corresponding DB2 table or table
space is permanently unavailable. The compressed table
or table space that contains this source table was
probably reorganized by the REORG utility that ran
without the KEEPDICTIONARY option. The Capture
program cannot read the remaining compressed log
records from source changes that occurred before the
reorganization. The Capture program follows the
option that was specified for Stop Capture on Error
(Replication Center) or STOP ON ERROR (ASNCLP
command-line program) for this registration.

User response: Take one of the following actions,
depending on whether the registration specifies that
Capture stops on error:

No

No action is required. The Capture program
deactivates the registration. The Apply
program reactivates the registration and
performs a full refresh of the target table.

Yes

Deactivate the registration and restart the
Capture program. The Apply program
reactivates the registration and performs a full
refresh of the target table.

ASNO013E ~ CAPTURE capture_schema. The Capture

program required a column that was not
defined in the change-data (CD) table.
The table name is fable_name.

Explanation: A required column in the CD table is not
defined.
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User response: Ensure that the CD table definition is
correct.

ASNO019E  CAPTURE capture_schema. The Capture
program libraries are not authorized for

the Authorized Program Facility (APF).
Explanation: The Capture program cannot start.

User response: Authorize the Capture link library for
APF, and restart the program.

ASN0020I  CAPTURE capture_schema. Netview
Generic Alerts Interface failure. The

Netview return code is return_code.

Explanation: The Network Major Vector Transport
(NMVT) could not be sent to Netview by the program
because the program interface failed. This is a
secondary informational message.

User response: See the Netview programming
documentation for a description of the return code to
determine the interface error. The Capture program
alerts are not received by the System Services Control
Point (SSCP) until the error is corrected.

ASNO00211I CAPTURE capture_schema. Netview
Program to Program Interface
unavailable. The Netview return code is

return_code.

Explanation: Netview is unavailable. This is a
secondary informational message.

User response: See the Netview programming
documentation for a description of the return code to
determine the Netview problem. For example, the
subsystem might not have been started.

ASNO00231  CAPTURE capture_schema. The Capture
program has been reinitialized and is
capturing changes for number
registrations. Stopped_number
registrations are in a stopped state.
Inactive_number registrations are in an

inactive state.

Explanation: A REINIT command was issued to the
Capture program. The Capture program then tried to
refresh all the internal control information for all the
registrations.

User response: If the Capture program is capturing
changes for all the registrations, no action is required.
Otherwise, examine the preceding error messages to
determine the cause of the failure, and follow the
suggested user response to repair the failing
registration definition. After you repair the registration,
re-issue the REINIT command to the Capture program.
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ASNO0028I  CAPTURE capture_schema. The Capture
program is suspended by an operator

command.

Explanation: An operator command has suspended
the Capture program, and the program has entered a
wait state.

User response: This message is for your information
only, and no action is required.

ASNO00291 = CAPTURE capture_schema. The Capture
program is resumed by an operator

command.

Explanation: An operator command has resumed the
Capture program from a suspended state, and the
Capture program has continued running.

User response: This message is for your information
only, and no action is required.

ASNO0031E = CAPTURE capture_schema. The program
parameter table IBMSNAP_CAPPARMS

can have only one row.

Explanation: The Capture program parameters table
was not defined correctly or has been updated with
rows that are not valid.

User response: Make sure that there is only one row
in the IBMSNAP_CAPPARMS table. Refer to the Table
structures documentation in the SQL Replication Guide
and Reference for additional information.

ASNO035E  CAPTURE capture_schema. A row with an
unsupported architecture level was
found in the table
IBMSNAP_REGISTER. The row is not
valid and specifies CD table
cd_owner.cd_table, and the architecture

level is arch_level.

Explanation: The Capture program tried to initialize a
registration and found that the registration definition
contains an architecture level that is not valid. The
Capture program can use only registrations that are at
the compatible architecture level. This message is
issued during Capture warm start or when the first
CAPSTART signal is received for a subscription against
this registration. This error does not cause the Capture
program to terminate.

User response: Verify that the value in the
ARCH_LEVEL column in the IBMSNAP_REGISTER
table at the source server is correct. If the architecture
level is at a lower level than what is expected by the
Capture program, migrate the Capture control tables to
a level compatible with the Capture program.

ASNO00491  CAPTURE capture_schema. A row for the
SIGNAL_SUBTYPE CAPSTOP was
inserted into the table

IBMSNAP_SIGNAL.

Explanation: The Capture program received a signal
to stop capturing data. The Capture program commits
current work in progress and terminates.

User response: This message is for your information
only, and no action is required.

ASNO0055E  CAPTURE capture_schema. The Capture
program encountered a column
column_name with an unsupported

SQLTYPE in table table_name.

Explanation: The Capture program tried to initialize a
registration and found that the registration definition
contains an unsupported SQL type such as an abstract
type. This message is issued during Capture warm start
or when the first CAPSTART signal is received for a
subscription against this registration. This error does
not cause the Capture program to terminate.

User response: Use the replication administration
tools to change the registration so that it does not
contain the unsupported SQL type, or drop the
registration.

ASNO0057E ~ CAPTURE capture_schema. The Capture
program encountered error errno on

operation for file filename.

Explanation: An error occurred when the Capture
program was handling files. The Capture program
terminates.

User response: Ensure that the Capture program has
correct access and security permissions for all required
paths and files. Also, ensure that adequate space is
available on your system. If you believe that this
message was issued because of product failure, contact
IBM Software Support for assistance.

ASNO0058W CAPTURE capture_schema. The MAP_ID
mapid in a CAPSTART row in the
IBMSNAP_SIGNAL table does not
correspond to any entry in the
IBMSNAP_PRUNCNTL table.

Explanation: The value for the MAP_ID that is
specified by the CAPSTART signal does not match any
current value in the MAP_ID column of the
IBMSNAP_PRUNCNTL table. The subscription set
might have been deleted, or a user might have inserted
the CAPSTART signal incorrectly.

User response: If this CAPSTART was issued by a
user, check that the MAP_ID for the Signal table insert
is correct, and try again. If this CAPSTART signal was
issued by the Apply program, verify that the
subscription set still exists.
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ASNO0059W  CAPTURE capture_schema. The
SYNCHPOINT field in the
IBMSNAP_PRUNCNTL table is not
zeros for the CAPSTART of subscription
with MAP_ID map_id.

Explanation: When the Apply program signals a full
refresh to the Capture program, the Apply program
inserts a row for the CAPSTART signal in the
IBMSNAP_SIGNAL table. At the same time, the
SYNCHPOINT column of the IBMSNAP_PRUNCNTL
table is set to hex zeroes. The Capture program then
responds to the Apply program to confirm that the
Capture program received the CAPSTART signal, as
follows: the Capture program sets the value for the
SYNCHPOINT column in the IBMSNAP_PRUNCNTL
table to the number of the log sequence that
corresponds to the CAPSTART log record. Because the
Apply program set the value in the SYNCHPOINT
column to hex zeroes, the Apply program checks if a
nonzero value has been inserted by the Capture
program. The Capture program updates the value for
SYNCHPOINT, even if the value was not hex zeroes.
However, if the value for SYNCHPOINT is not hex
zeroes, the Capture program issues this warning that
the value it found was not expected.

This warning can occur if you issue the APPLY
CAPSTART signal yourself and do not completely
simulate the actions of the Apply program.

User response: This message is for your information
only, and no action is required.

ASNO060E ~ CAPTURE capture_schema. The Capture
program encountered an internal error

error_code.

Explanation: An unexpected error occurred in the
Capture program. The Capture program terminates.

User response: Contact IBM Software Support for
assistance.

ASNO0061E = CAPTURE capture_schema. A registration
that is not valid has been found. Source
table source_owner.source_table does not

exist in the system catalog tables.

Explanation: The Capture program tried to initialize a
registration and found that the source table specified in
the registration was not in the source system catalog.
This message is issued during Capture warm start or
when the Apply program issues the first CAPSTART
signal for a subscription set that contains a registration
that is not valid. This error does not cause the Capture
program to terminate. The values for the columns
source_owner and source_table in the Capture control
table IBMSNAP_REGISTER might have been incorrectly
specified, or the source table was dropped and no
longer exists.

User response: If the registration is in error, correct
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the values for the columns source_owner and
source_table. If the source table no longer exists, then the
registration is no longer valid and can be removed.

ASNO0062E ~ CAPTURE capture_schema. A registration
that is not valid has been found. CD
table phys_change_owner.phys_change_table
does not exist in the system catalog

tables.

Explanation: The Capture program tried to initialize a
registration and found that the CD table specified in
the registration was not in the source system catalog
tables. This message is issued during Capture warm
start or when the first CAPSTART signal is received for
a subscription against this registration. This error does
not cause the Capture program to terminate. The values
for the columns phys_change_owner and
phys_change_table in the Capture control table
IBMSNAP_REGISTER might have been incorrectly
specified, or the CD table was dropped and no longer
exists.

User response: If the registration is in error, correct
the values in the columns phys_change_owner and
phys_change_table. If the CD table no longer exists, then
the registration is no longer valid and can be removed.

ASNO063E CAPTURE capture_schema. The source
table source_owner.source_table associated
with the subscription having MAP_ID
mapid does not exist in the system
catalog tables. The Capture program
could not start capturing changes for

this subscription.

Explanation: The Capture program tried to respond to
a CAPSTART signal for a subscription and found that
the source table which corresponds to the subscription
was not in the source system catalog tables. This error
message is issued when the first CAPSTART signal is
received for a subscription that is not valid. This error
does not cause the Capture program to terminate. The
values for the columns source_owner and source_table in
the Capture control table IBMSNAP_PRUNCNTL might
have been incorrectly specified, or the source table was
dropped and no longer exists.

User response: If the subscription is in error, correct
the values for the columns source_owner and
source_table. If the source table no longer exists, then the
subscription is no longer valid and can be removed.

ASNO0064E  CAPTURE capture_schema. The
registration is not valid for an associated
subscription having MAP_ID mapid. The
Capture program cannot start capturing

change data for this subscription.

Explanation: The Capture program tried to initialize a
registration associated with a particular subscription
and found that the registration contains one or more



column values that are not valid. This message is
issued when the first CAPSTART signal for a
subscription is received against this registration. This
error does not cause the Capture program to terminate.
The values for the columns phys_change_owner and
phys_change_table in the Capture control table
IBMSNAP_REGISTER might have been incorrectly
specified, or the CD table was dropped and no longer
exists.

User response: If the registration is in error, correct
the values for the columns phys_change_owner and
phys_change_table. If the registration is no longer
needed, you can remove it.

ASNO0065E  CAPTURE capture_schema. A registration
that is not valid has been found. The
source table source_owner.source_table is

not a local physical table.

Explanation: The Capture program tried to initialize a
registration and found that the source table for the
registration is a not a local physical table, but is instead
on a non-DB2 relational server that is used as a source
and called by a nickname. When a non-DB2 relational
server is used as a source, data from each server is
captured through a trigger program. Each source table
must be in its own register table built on the non-DB2
relational server. This message is issued during a
Capture warm start or when the first CAPSTART signal
against this registration is received for a subscription.
This error does not cause the Capture program to
terminate. The registration has been created incorrectly
in an IBMSNAP_REGISTER table in a DB2 database.

User response: This registration must be rebuilt and
made valid at the correct non-DB2 relational server.

ASNO0066E ~ CAPTURE capture_schema. A registration
that is not valid has been found. The
CD table phys_change_owner.
phys_change_table is not a local physical

table.

Explanation: The Capture program tried to initialize a
registration and found that the CD table for the
registration that corresponds to the subscription is a
nickname for a non-DB2 relational database used as a
source. This message is issued when the first
CAPSTART signal is received for a subscription against
this registration. This error does not cause the Capture
program to terminate.

User response: Non-DB2 relational sources are
captured through trigger programs, and must be in
their own register table in the non DB2 relational
source system. CCD tables for such sources are also
created in the non DB2 relational source system.
Somehow the non-DB2 relational source table
registration has been incorrectly registered in an
IBMSNAP_REGISTER control table. This registration
must be rebuilt at the correct non-DB2 relational server.

ASNOO65E * ASNOO69E

ASNO0067E ~ CAPTURE capture_schema. The view
registration associated with the
subscription having MAP_ID map_id
was not found in the table
IBMSNAP_REGISTER. The Capture
program could not start capturing

change data for this subscription.

Explanation: The Capture program tried to initialize a
registration and found that the view registration that
corresponds to the subscription does not exist. This
message is issued during Capture warm start or when
the first CAPSTART signal is received for a subscription
against this registration. This error does not cause the
Capture program to terminate. The values of the
columns source_owner, source_table, and source_view_qual
in the IBMSNAP_REGISTER or IBMSNAP_PRUNCNTL
Capture control table could have been incorrectly
specified. Therefore, either no match was found or the
registration was dropped and no longer exists.

User response: If the subscription or the registration is
in error, correct the values in the columns source_owner,
source_table, and source_view_qual. If the registration no
longer exists, then the subscription is no longer valid
and can be removed.

ASNO0068E  CAPTURE capture_schema. The insert
statement is too long for CD table

phys_chg_owner.phys_chg_tbl.

Explanation: The number of columns in the CD table
is too large; the SQL INSERT statement exceeds the 32K
Capture coding limit.

User response: If all of the table columns are defined
in the registration but only a subset of these columns
are needed at the target, reduce the number of columns
for that registration. Alternatively, split the table over
two registrations so that each registration has a
different subset of the table columns.

ASNO069E  CAPTURE capture_schema. SQLCODE
sqlcode was returned during an insert
into the CD table phys_chg_owner.

phys_chg_tbl. The CD table appears to

have been dropped.

Explanation: The Capture program tried to insert a
row into a CD table, and DB2 returned a SQLCODE
indicating that the CD table no longer exists. The CD
table could inadvertently have been dropped, or the
whole registration could have been dropped. If there
are still rows in the IBMSNAP_REGISTER table that
refer to this CD table, the Capture program deactivates
these registrations by setting the value of the
CD_OLD_SYNCHPOINT column to NULL and no
longer attempts to capture changes for this CD table.
This error does not cause the Capture program to
terminate.

User response: If the CD table no longer exists and is
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no longer required, the registration is no longer valid
and should be removed. It is recommended that you
deactivate the registration before you remove it. Any
subscription sets associated with registrations that use
this CD table should also be deactivated. Additionally,
the associated subscription-set members should be
removed so that these subscription sets can be activated
and can run successfully.

ASNO0070E = CAPTURE capture_schema. The
combination of column name
column_name in the CD table
phys_chg_owner.phys_chg_tbl, and the
value of BEFORE_IMG_PREFIX
before_img_prefix in the table
IBMSNAP_REGISTER for this
registration matches multiple column
names in the source table. The
ambiguity in the registration definition
cannot be resolved by the Capture
program.

Explanation: The Capture program tried to initialize a
registration and found that a column within the CD
table for the registration is ambiguous. The column
could refer to either a before image for one source
column or to an after image for another source column.
This message is issued during Capture warm start or
when the first CAPSTART signal is received for a
subscription against this registration. This error does
not cause the Capture program to terminate.

User response: In the IBMSNAP_REGISTER table,
change the current value in the BEFORE_IMG_PREFIX
column to a character value that does not produce this
ambiguity.

ASNO0071E ~ CAPTURE capture_schema. The data type
attribute of the column column_name in
the CD table phys_chg_owner.phys_chg_tbl
is not compatible with the data type
attribute of the corresponding source

column.

Explanation: The Capture program tried to initialize a
registration and found that a column within the CD
table for the registration is not compatible with the
corresponding source column. This message is issued
during Capture warm start or when the first
CAPSTART signal is received for a subscription against
this registration. This error does not cause the Capture
program to terminate.

User response: Correct the CD table for this
registration.

ASNO0072E  CAPTURE capture_schema. The
before-image column column_name in the
CD table phys_chg_owner.phys_chg_tbl

must allow NULL values.

Explanation: The Capture program tried to initialize a
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registration and found that the before-image column
within the CD table for the registration was not defined
to accept null values. This message is issued during
Capture warm start or when the first CAPSTART signal
is received for a subscription against this registration.
This error does not cause the Capture program to
terminate.

User response: Correct the CD table for this
registration.

ASNO0073E  CAPTURE capture_schema. The
specification input_in describing the CD

table on a CAPSTOP signal is not valid.

Explanation: The Capture program found that the
INPUT_IN value specified on the CAPSTOP signal is
not in a valid format of
phys_change_owner.phys_change_table. This error does not
cause the Capture program to terminate, and no action
is taken for this signal.

User response: Ensure that the value of INPUT_IN
matches the name of the CD table associated with the
registration that you want to deactivate. Insert a new
row into the IBMSNAP_SIGNAL table.

ASNO0074E  CAPTURE capture_schema. There is no
row in the IBMSNAP_REGISTER table
that corresponds to src_owner.src_table

that is specified on a CAPSTOP signal.

Explanation: The Capture program found that the
INPUT_IN value specified on the CAPSTOP signal is in
a valid format, and there is no match for the value of
source_owner.source_table in the registration table. This
error does not cause the Capture program to terminate.

User response: Correct the value of INPUT_IN, and
insert the signal again.

ASNO0075W  CAPTURE capture_schema. The
registration corresponding to the
INPUT_IN, src_owner.src_table on a
CAPSTOP signal was not capturing
changes. No action is taken.

Explanation: The Capture program found that the
INPUT_IN value specified on the CAPSTOP signal is in
a valid format and matches the value of a
source_owner.source_table in the registration table, but
this registration is already inactive. This error does not
cause the Capture program to terminate, and the
Capture program takes no action for the signal.

User response: This message is for your information
only, and no action is required.
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ASNO0076I = CAPTURE capture_schema. Capture has
stopped capturing changes for source
table source_owner.source_table in

response to a CAPSTOP signal.

Explanation: The Capture program successfully
deactivated a registration that was specified in a
CAPSTOP signal.

User response: This message is for your information
only, and no action is required.

ASNO0077E ~ CAPTURE capture_schema. The values
specified for the
PHYS_CHANGE_OWNER and
PHYS_CHANGE_TABLE columns in the
IBMSNAP_PRUNCNTL table where
MAP_ID = mapid are NULL or do not
match a valid row in the

IBMSNAP_REGISTER table.

Explanation: The Capture program tried to initialize a
registration and found that the column values of
PHYS_CHANGE_OWNER and
PHYS_CHANGE_TABLE within the
IBMSNAP_PRUNCNTL table for the subscription do
not match a registration row in the
IBMSNAP_REGISTER table. The message was issued
during Capture warm start or when the first
CAPSTART signal was received for a subscription
against this registration. This error does not cause the
Capture program to terminate.

User response: Correct the values in the
IBMSNAP_PRUNCNTL table for this subscription. If
this subscription was built using the Replication Center,
contact IBM Software Support to report a potential
administration problem.

ASNO078E  CAPTURE capture_schema. The
before-image column column_name in the
CD table phys_owner.phys_table has no
corresponding after-image column in the
CD table for this registration. The

registration is not valid.

Explanation: The Capture program tried to initialize a
registration and found a before-image column within
the CD table of the registration that has no
corresponding after-image column. This message is
issued during a Capture program warm start or when
the first CAPSTART signal is received for a subscription
against this registration. This error does not cause the
Capture program to terminate.

User response: Correct the CD table for this
registration by ensuring that before-image columns are
included in the CD table only when the corresponding
after-image column is also included.

ASNO0079E  CAPTURE capture_schema. SQLCODE
sqlcode was returned during an update to
the IBMSNAP_REGISTER table for the
registrations associated with the CD
table phys_chg_owner.phys_chg_tbl. The
rows might have been deleted.

Explanation: The Capture program tried to update the
IBMSNAP_REGISTER table to indicate that data has
been captured for the named CD table, and DB2
returned a SQLCODE indicating that the rows no
longer exist. The registrations could have been
dropped. This error does not cause the Capture
program to terminate.

User response: If the registration has been dropped,
no further action is required for the registrations. When
dropping registrations, it is recommended that you
deactivate the registrations first. If the rows in the
IBMSNAP_REGISTER table were inadvertently deleted,
drop the associated CD table and rebuild the
registrations. Deactivate any subscription sets that are
associated with the registrations. If a registrations must
be dropped, remove the associated subscription-set
members so that these subscription sets can be
activated and can run successfully. If the registrations
are rebuilt, a signal is sent to the Apply program
indicating that a full refresh should be performed for
the associated subscription sets.

ASNO0SOE  CAPTURE capture_schema. A table space
full condition has been encountered for
CD table phys_chg_owner. phys_chg_tbl,

which is associated with the registration

for source table source_owner. source_table.

Explanation: The Capture program tried to process an
insert into the named CD table but was unable to
process the insert due to a table space full condition.
Typically this condition results from insufficient space
allocation for CD table spaces, infrequent pruning, or
ineffective pruning. This error causes the Capture
program to terminate.

User response: Take the following steps to determine
the cause of the table space full condition:

1. Ensure that sufficient space has been allocated to
the table space for this CD table in order to
accommodate normal processing conditions.

2. Ensure that pruning is performed often enough to
reduce the storage requirements for the Capture
control tables.

3. Ensure that the Apply programs are running often
enough to accommodate normal pruning
processing.

4. Verify that no subscription sets have been

deactivated for a long period of time without taking
the additional steps necessary for normal pruning.
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ASNO0082W CAPTURE capture_schema. The Capture
program encountered a registration with
a column column_name in the CD table
phys_chg_owner.phys_chg_tbl with a
column length CD_column_length that is
shorter than the length of the
corresponding column in the source
table source_owner.source_table, with a
length of src_column_length.

Explanation: During the initialization of a registration,
the Capture program found that the registration
definition contains a column in the CD table with a
column length that is shorter than the corresponding
column length in the source table. The registration
definition is allowed, but a warning message is issued
to inform you that the captured source table data might
not fit within the defined CD table column. This
message is issued during a Capture program warm
start or when the first CAPSTART signal is received for
a subscription against this registration. The registration
initializes successfully.

User response: Unless there is a specific reason why
you need to define the registration in this manner (for
example, if you are certain that the length of the
changed data will never be larger than the length of the
CD table column), you should define the registration so
that the source table and the CD table data definitions
match exactly.

ASNO083E  CAPTURE capture_schema. SQLCODE
sqlcode was returned when trying to
process an insert into the CD table
phys_chg_owner.phys_chg_tbl. The CD
table column column_name is too short
and cannot contain the captured data
from the corresponding column in the
source table, source_owner.source_table.
The registration has been stopped by
the Capture program.

Explanation: The Capture program tried to process an
insert into a CD table and encountered a SQLCODE
from DB2 that indicates that the CD table contains a
column that is shorter than the length of the
corresponding column in the source table. This error
does not cause the Capture program to terminate, but
the registration is placed in the stopped state.

User response: Re-evaluate this registration definition.
Either alter the registration so that the lengths of the
source table column and the CD table column match or
add a trigger to the CD table to truncate the data.

ASNO084E  CAPTURE capture_schema. The
registration with the source table
source_owner.source_table and the CD
table phys_chg_owner.phys_chg_tbl has

been stopped by the Capture program.

Explanation: This error message is issued any time
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that a registration is placed in the stopped state (with
the STATE column set to a value of 'S' in the
IBMSNAP_REGISTER table) by the Capture program.
The reason for this action is described in one or more
of the preceding messages.

User response: Examine the preceding error messages
to determine the cause of the failure, and follow the
suggested user response to repair the failing
registration definition. After you repair the registration
definition, you must manually set the value of the
STATE column to 'T' in the IBMSNAP_REGISTER table
to indicate that the registration can be used again by
the Apply program.

ASNO0100I  CAPTURE capture_schema : The Capture
version version_number program

initialized successfully.

Explanation: This message informs you that the
Capture program started, and the version of the
Capture program.

User response: This message is for your information
only. No action is required.

ASNO0101W CAPTURE capture_schema. The Capture
program warm start failed because
existing data is too old. A cold start will
be attempted.

Explanation: The data in the change data tables is too
old. A cold start is performed.

User response: See "Operating the Capture program
for SQL Replication" in the DB2 Information Center for
more details.

ASNO0102W CAPTURE capture_schema. The Capture
program switches to cold start because
the warm start information is
insufficient.

Explanation: A problem occurred during the retrieval
of the restart information. The restart table data is not
valid. A cold start is performed.

* For DB2, an Asynchronous Read Log API error
occurred during warm start while DB2 was reading
the log.

¢ For z/0S, an Instrumentation Facility Information
(IFT) error occurred during warm start while DB2
was reading the log.

User response: See "Operating the Capture program
for SQL Replication” in the DB2 Information Center for
more details.
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ASN01041  CAPTURE capture_schema. In response to
a CAPSTART signal with MAP_ID
mapid, change capture has started for the
source table source_owner.source_table for
changes found on the log beginning
with log sequence number

log_sequence_number.

Explanation: The Capture program successfully
processed a CAPSTART signal. If this is the first
CAPSTART signal associated with a particular source
table, this message indicates that the Capture program
is now capturing updates to the source table. If this is a
CAPSTART signal for a table for which changes are
already being captured, this message indicates that the
Capture program received the signal and performed the
required processing to allow the Apply program to
start receiving changes for the subscription set that is
associated with the input MAP_ID value.

User response: This message is for your information
only, and no action is required.

ASNO01051  CAPTURE capture_schema. n rows have
been pruned from the table

table_owner.table_name at timestamp.

Explanation: The Capture program pruned records
from a CD, UOW, TRACE, MONITOR, or SIGNAL
table.

User response: This message is for your information
only, and no action is required.

ASNO01091 CAPTURE capture_schema. The Capture
program has successfully initialized and
is capturing data changes for number
registrations. Stopped_number
registrations are in a stopped state.
Inactive_number registrations are in an

inactive state.

Explanation: This message is issued when the Capture
program completes the reinitialization of registration
entries. The reinitialization can occur during a warm
start, during the processing of a CAPSTART signal, or
in response to a Capture REINIT command.

User response: If the Capture program is capturing
the changes for all the registrations, no action is
required. Otherwise, examine the preceding error
messages to determine the cause of the failure, and
follow the suggested user responses to repair the failing
registration definition. After you have repaired the
registration definition, issue the asnccmd command
with the reinit parameter.

ASNO0111I  CAPTURE capture_schema. The pruning

cycle started at timestamp.

Explanation: This message is issued at the beginning
of each pruning cycle.

User response: This message is for your information
only, and no action is required.

ASNO0112I  CAPTURE capture_schema. The pruning

cycle ended at timestamp.

Explanation: This message is issued at the termination
of each pruning cycle.

User response: This message is for your information
only, and no action is required.

ASNO0113W  CAPTURE capture_schema. The pruning
retention limit will be reached in the
next 24 hours.

Explanation: This warning message is issued when
the values in the IBMSNAP_UOW table indicate that
retention limit pruning could occur in the next day.

User response: Check to see why regular pruning is
not occurring. Usually this is because one or more
Apply programs have not been run for a period of
many days, and therefore the CD and UOW tables
cannot be effectively pruned. Another potential hazard
is the removal or deactivation of a subscription set,
without the removal or reset of the corresponding
synchpoint value in the table IBMSNAP_PRUNE_SET.
The Replication Analyzer tool can be used to provide a
detailed analysis of the situation.

ASNO114E = CAPTURE capture_schema. Pruning has
failed with SQL code sglcode when

pruning the table table_owner. table_name.

Explanation: This error message is issued when
pruning fails with an unexpected SQL error code.
Pruning terminates and tries again at the next interval
or command invocation. This error does not cause the
Capture program to terminate.

User response: If this SQL code indicates a temporary
error, then no action is required. Otherwise, take action
as indicated for the SQL error in the "ASN -
Replication" messages section of the DB2 Information
Center.

ASNO0121E = CAPTURE capture_schema. The Capture
program warm start failed because
existing data is too old. The Capture

program will terminate.

Explanation: The lag_limit parameter represents the
number of minutes that the Capture program can lag in
processing records from the DB2 log. Capture cannot
warm start because it will process transactions older
than is allowed by the user specified lag_limit.
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User response: Determine why the Capture program
is behind in reading the log. If you are in a test
environment, where you have no practical use for the
lag limit parameter, you might want to set the lag limit
higher and try starting the Capture program again.
Alternatively, if you have very little data in the source
table in your test environment, you might want to cold
start the Capture program and fully refresh the data in
all the target tables.

ASNO0122E  CAPTURE capture_schema. An error
occurred while reading the restart
information or DB2 log. The Capture

program will terminate.

Explanation: A problem occurred while retrieving the
restart information. The restart table data was not valid
or for z/OS, an Instrumentation Facility Interface (IFI)
error occurred while reading the log during a restart.
When the error is resolved, you can restart using the
warm start option.

User response: Determine why the restart information
could not be retrieved by Capture from
IBMSNAP_RESTART. Look at previous messages for
clues as to what may have gone wrong. Correct the
problem, if possible and restart Capture warm. If the
problem cannot be corrected, restart Capture cold.

ASNO01231  CAPTURE capture_schema. At program
termination, the highest log sequence
number of a successfully captured log
record is max_commitseq and the lowest
log sequence number of a record still to

be committed is min_inflightseq.

Explanation: The Capture program terminates and
records the values of the restart table at that time for
auditing purposes.

User response: This message is for your information
only, and no action is required.

ASNO01331  CAPTURE capture_schema. The Capture
program has reached the end of the
active log and will terminate because

the AUTOSTOP feature is specified.

Explanation: The Capture program terminated when it
reached the end of the active log as requested by the
user option of AUTOSTOP.

User response: This message is for your information
only, and no action is required.

ASNO0142E =~ CAPTURE capture_schema. The Capture
program is unable to perform an insert
operation on the monitor table
IBMSNAP_CAPMON. The SQL code is
sqlcode. The monitoring information for

this interval will be skipped.
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Explanation: This error message is issued when the
monitoring thread has failed with an unexpected SQL
code. Monitor functions for this interval are skipped,
and the program tries again at the next interval. This
error does not cause the Capture program to terminate.

User response: If this SQL code indicates a temporary
error, then no action is required. Otherwise, take action
as indicated for the SQL error in the in the "ASN -
Replication" messages section of the DB2 Information
Center.

ASNO0143W CAPTURE capture_schema. The program
detected that the source database
src_db_name has been restored or rolled
forward. The Capture program has
switched from a warm start to a cold
start.

Explanation: The Capture program started with a
startmode of warmsa or warmsi. When the Capture
program attempted to warm start, it received a return
code from the DB2 log read API that indicates that the
source database has been restored or rolled forward
and that log sequence numbers have been reused; the
state of the source database and the state of the
captured data are no longer consistent. The Capture
program switched to a cold start.

User response: This message is for your information
only, and no action is required.

ASNO0144E  CAPTURE capture_schema. The program
detected that the source database
src_db_name has been restored or rolled
forward. A cold start is recommended to

restore consistency.

Explanation: The Capture program started with a
startmode of warmns or warmsi. When the Capture
program attempted to warm start, it received a return
code from the DB2 log read API that indicates that the
source database has been restored or rolled forward
and that log sequence numbers have been reused; the
state of the source database and the state of the
captured data are no longer consistent. The Capture
program terminates and does not automatically switch
to a cold start.

User response: If you are certain that it is safe to
perform a Capture program warm start, restart the
Capture program; it will not terminate on a second
attempt. If you are not certain whether the captured
data will be in a consistent state after a Capture
program warm start, it is recommended that you
perform a Capture program cold start.
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ASNO0180W CAPTURE capture_schema. The table
IBMSNAP_SIGNAL is not an EBCDIC
table as required by capture. The signal
has been processed.

Explanation: The Capture program detected that the
IBMSNAP_SIGNAL table is not defined as an EBCDIC
table. Additional processing is required to translate
signals to EBCDIC to process them properly. The
additional processing requires a small performance
degradation.

User response: At your earliest convenience, perform
the following steps:
1. Stop the Capture program.

2. Drop and re-create the IBMSNAP_SIGNAL table
with EBCDIC encoding.

3. Restart the Capture program.

ASNO0181W CAPTURE capture_schema. The row for
the signal with timestamp signal_time no
longer exists in the IBMSNAP_SIGNAL
table. The signal has been processed.

Explanation: The Capture program processed the
request from the signal but could not update the
SIGNAL_STATE and SIGNAL_LSN. Therefore, the
issuer of the signal cannot determine that the Capture
program received the signal.

User response: Determine if another process is
expecting the update for the signal from the Capture
program, and if necessary, re-send the signal.

ASNO0182W CAPTURE capture_schema. The row for
signal with timestamp signal_time no
longer exists in IBMSNAP_SIGNAL
table and the table is not EBCDIC. The
signal will be ignored by capture.

Explanation: An initialization failure occurred,
because the Capture program received a signal that
was not encoded in EBCDIC. The Capture program
could not translate the signal to EBCDIC, because the
row in the IBMSNAP_SIGNAL table no longer exists.
The Capture program cannot determine what signal
was sent and so ignores it.

User response: Determine what signal was sent, and
re-send the signal.

At your earliest convenience, perform the following
steps:
1. Stop the Capture program.

2. Drop and re-create the IBMSNAP_SIGNAL table
with EBCDIC encoding.

3. Restart the Capture program.

ASNO183E  CAPTURE capture_schema. The Capture
program detected an inconsistency
between the
IBMSNAP_PARTITIONINFO table and

DB2 partition information.
Explanation: This error message occurred due to one
of the following reasons:
* A new database partition was added to the database.

¢ The IBMSNAP_PARTITIONINFO control table is
corrupted.

User response: If a new partition was added, restart
the Capture program with the add_partition=Y option.

If the IBMSNAP_PARTITIONINFO control table is
corrupted, cold start the Capture program or call IBM
Software Support.

ASNO01841  CAPTURE capture_schema. The Capture
program started on partition
partition_num for changes found in the
log beginning with log sequence
number log_sequence_number.

Explanation: A new partition was added using the
ADD_PARTITION option. The Capture program started
processing for that partition.

User response: This message is for your information
only, and no action is required.

ASNO01851 = CAPTURE capture_schema. The Capture
program did not find a required control
table so it created the control table
control_table and its associated index

index in the Capture control server.

Explanation: The Capture program requires the
specified control table. If the Capture program does not
find the control table, it creates the control table and its
associated index on the appropriate Capture control
server.

User response: This message is for your information
only, and no action is required.

ASN0186W CAPTURE capture_schema. The Capture
program cannot find the source database
database on partition partition_ID. The
Capture program cannot process the log
for this partition.

Explanation: This partition is not known to the source
database. The Capture program captures data only
from the partitions that are known to the source
database.

User response: Add the partition to the database and
restart the Capture program using the
ADD_PARTITION=Y option. If the partition is not
needed, remove it.
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ASNO0187W CAPTURE capture_schema. The Capture
program cannot find partition
partition_id previously known in DB2.

Explanation: The Capture program cannot find a
previously known partition in DB2. The partition is no
longer part of the multipartition source server.

User response: Verify that the missing partition was
properly removed. No further action is required.

ASNO01881 = CAPTURE capture_schema. n rows have
been pruned from the table
src_owner.table at timestamp due to

retention limit pruning.

Explanation: The Capture program pruned records
from a CD, UOW, TRACE, MONITOR, or SIGNAL
table due to retention limit pruning.

User response: This message is for your information
only, and no action is required.

ASNO01891 = CAPTURE capture_schema. The Capture
program is terminating because an error
occurred for registered table
src_owner.table and the registration is

configured to stop on error.

Explanation: The registration has STOP_ON_ERROR =
Y. The Capture program is terminating due to an error
that is identified in a previous message.

User response: Take one or both of the following
actions and then restart the Capture program:
 Correct the error identified in the previous message.

* In the register IBMSNAP_REGISTER) table, set
STOP_ON_ERROR=N.

ASNO0190I  CAPTURE capture_schema. The
registration for source table
src_owner.table was deactivated due to an
error. The Capture program did not

terminate.

Explanation: The Capture program deactivated the
registration for the specified source table due to an
error that is identified in a previous message. The
Capture program did not terminate; it is still running
because the registration has STOP_ON_ERROR = N.

User response: Correct the error for this source table
that is identified in the STATE column of the register
(IBMSNAP_REGISTER) table and then reactivate the
registration. When you reactive the registration, a
full-refresh is performed.

To avoid a full-refresh in the future, set
STOP_ON_ERROR to Y so that the Capture program
terminates if it encounters the error.
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ASNO191E  Capture capture_schema : Log record with
LSN LSN could not be processed
because it is an unknown log variation.
Its DBID is DBID. Its OBID is OBID.

The transaction ID is ID.

Explanation: The Capture program could not process
a log record because the log record has an unknown
log variation type.

User response: If Capture stopped because of this
error, you will need to disable the registration or
subscription with the matching DBID and OBID so that
Capture can ignore this log record. If Capture did not
stop because of this error, make sure this log record
does not have data that you need replicated.

ASNO0192E  Capture capture_schema : The Capture
program is unable to decode log records
for the source table
table_owner.table_name. The program

stopped.

Explanation: The Capture program encountered a
different version of the table because the table was
altered. The Capture program was not able to
determine the correct version by reading from the
IBMQREP_COLVERSION and
IBMQREP_TABVERSION tables. The tables might have
been dropped.

User response: Ensure that the
IBMQREP_COLVERSION and
IBMQREP_TABVERSION tables have not been
dropped. If they are missing, restore these tables and
restart the Capture program.

ASNO0193W  CAPTURE : capture_schema : The log
reader thread is still initializing. The
program continues to wait.

Explanation: During initialization, the Q Capture or
Capture program tries to read from a restart point
(either a specific Log Sequence Number when the Q
Capture or Capture program is started in warm mode,
or the current active LSN for cold starts). The
initialization might take excessive time if the recovery
log or the database is unavailable. In a DB2
multiple-partitioned environment or Oracle RAC
environment, the log reader thread also takes longer to
initialize.

User response: Continue waiting for the log reader to
initialize.
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ASNO0194W CAPTURE : capture_schema : The Capture
program detected that a partition was
attached to table fable_owner.table_name.
Capture had not read log records up to
the point that corresponds to the time
that the registration was activated.
Capture might have incorrectly captured
rows for the table before it was attached
as a partition.

Explanation: When capture activates a registration for
a table, it gathers table information from the system
catalogs. If a partition was attached to the table before
Capture activates the registration, the system catalog
information might not correctly reflect where capture is
in the log. For a newly attached partition, capture
might incorrectly capture rows from the table before it
was attached as a partition.

User response: Stop capturing for the registration and
perform a full refresh for the subscription set.

ASNO01951  Capture capture_schema : The transaction
with ID transaction_identifier was ignored

as requested.

Explanation: The Capture program did not capture
the transaction because the transaction ID was specified
in the IGNORE_TRANSID parameter when Capture
was started, or information for ignoring the transaction
was inserted into the IBMQREP_IGNTRAN table.

User response: This message is for your information
only. No action is required.

ASNO0196W  Capture : capture_schema : The contents
of the registered source table
table_owner.table_name were altered by the
DB2 utility program utility_program.

Explanation: The source table was altered by one of
the following DB2 online utility programs:

* LOAD SHRLEVEL NONE RESUME YES

* LOAD SHRLEVEL NONE REPLACE

* REORG TABLESPACE DISCARD

* CHECK DATA DELETE YES LOG NO

* RECOVER PIT

* EXCHANGE DATA ON CLONE TABLESPACE

The changes to the source table are not automatically
replicated to the target table, and the two tables could
be out of synch.

User response: To maintain synchronization between
the source and target, take one of the following actions:
* Perform a full refresh of the target table.

¢ Use the asntdiff program to identify any differences
between the source and target tables, and then use
the asntrep program to repair the differences.

ASNO0197W  Capture capture_schema : The registered
source table table_name was dropped.

Explanation: The Capture program detected that the
table space for the source table was dropped, and
therefore the table itself was dropped.

User response: If you no longer want to replicate data
from the source table, use the replication administration
tools to drop the registration. If you plan to recover the
table, reinitialize the Capture program after the table is
recovered, or stop and start the Capture program in
warm mode.

ASNO198E  Capture capture-schema: The number of
database partitions exceeds the
maximum number of partitions that
SQL Replication supports. The Capture

program will stop.

Explanation: The Capture program supports up to 16
partitions in a multiple-partitioned environment.

User response: Reduce the number of partitions to 16
or fewer and start the Capture program.

ASNO199E  Capture capture_schema : The Capture
program could not activate the
registration for table
table_owner.table_name. The table was

altered. The table version is version.

Explanation: When a table is altered, it must be
reorganized before the Capture program can begin
processing log records for it. For the specified table,
one of the following situations is likely:

* The table was altered but never reorganized.
¢ The table was altered after its most recent
reorganization.

User response: Reorganize the table and activate the
registration.

ASNO0200E  CAPTURE capture_schema. The Capture
program log read failed because the
DB2 compression dictionary that was
used to create the compressed log record
is temporarily unavailable. The log
record that could not be read was for
the registered source table
table_owner.table_name. The reason code is

reason_code.

Explanation: The Capture program received an error
from the DB2 log read. The error indicates that the data
on a log record cannot be processed because the
compression dictionary for the corresponding DB2 table
or table space is temporarily unavailable. For z/OS, the
reason code is a z/OS diagnostic code. For Linux,
UNIX, and Windows, the reason code is an SQL code.
One cause for the problem could be that the
compressed table space is in the STOPPED state when
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the DB2 Log Read Interface attempts to read the
compression dictionary. DB2 takes a latch on the source
compressed table space to access the dictionary and the
latch does not work if the table space is stopped. This
error prompts the Capture program to stop.

User response: The problem will be resolved when
the compression dictionary becomes available. Restart
the Capture program.

ASNO0201W CAPTURE : capture_schema : The Capture
program detected that a partition was
detached from table
table_owner.table_name. Capture was
behind in the log when the registration
for this table was activated. Capture
might have incorrectly missed rows
from the partition before it was
detached from the table.

Explanation: When Capture activates a registration for
a table, it gathers table information from the system
catalogs. If a partition was detached from the table
before Capture activates the registration, the system
catalog information might not correctly reflect where
Capture is in the log. For a newly detached partition,
capture might incorrectly miss rows from the partition
before it was detached.

User response: Stop capturing for the registration and
perform a full refresh on the subscription set.

ASNO0202W CAPTURE : capture_schema : An ALTER
TABLE ALTER COLUMN statement was
detected for column column_name of
table table_name with a new data type of
data_type. Column column_name of CD
table table_name was altered to a data
type of data_type. The target table is not
altered automatically.

Explanation: The Capture program detected that a
column in a registered source table was altered.
Capture automatically altered the CD table column to
match the new data type.

User response: If you want to replicate data from the
altered column, you must alter the matching column in
the target table.

ASNO0203E  CAPTURE capture_schema : The value
value for the COMPATIBILITY column
in the IBMSNAP_CAPPARMS table is
not supported for a DB2 pureCluster
system at version version with two or

more members.

Explanation: A DB2 pureCluster system at Version 10
with two or more members requires a value of 1001 or
higher in the COMPATIBILITY column of the
IBMSNAP_CAPPARMS table.

User response: Before upgrading the compatibility
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setting for the Capture program, review the effect of
that change on any Apply programs or Apply control
servers that Capture works with. You might need to
migrate the Apply control tables to Version 10. If
required, update the COMPATIBILITY column to 1001
or higher and restart the Capture program.

ASNO0204E  CAPTURE : capture_schema : The log
sequence number value LSN in the
IBMSNAP_RESTART table is not
expected. The Capture program will

stop.

Explanation: The LSN value that Capture uses to find
the correct restart point in the DB2 recovery log is not
in the correct format. This problem can occur when you
upgrade DB2 to Version 10 but the
IBMSNAP_RESTART table still contains LSN values
from a previous version. The LSN values that
replication uses changed for DB2 for Linux, UNIX, and
Windows V10 and are not compatible with earlier
saved LSN values.

User response: Restart the Capture program with the
migrate=y parameter, which updates the restart
information to the correct format.
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ASNO500E  pgmname : program_qualifier : The
parameter input input_value supplied for
parameter name parameter_name is not

valid.

Explanation: The program or a command program
has been invoked with a specified input parameter that
is not valid. The message indicates the name of the
program that is reporting the error, along with the
parameter name and the parameter value.

User response: Check the documentation on valid
invocation parameters, correct the input, and resubmit
the task or command.

ASNO501E  pgmname : program_qualifier : The value
input_value supplied for the parameter

parameter_name is not the correct data
type.

Explanation: The program or a command program
was invoked with an input value with an associated
data type that is not valid. The message indicates the
name of the program that is reporting the error, the
incorrect input value, and the name of the parameter
for which this input value was specified.

User response: Correct the invocation to include the
correct data type for the parameter input and resubmit
it.

ASNO502E  pgmname : program_qualifier : The value
input_value of length invalid_string_length,
supplied for parameter parameter_name,
is greater than the maximum allowed

string length of allowed_string_length.

Explanation: The program or a command program
has been invoked using an input value with a string
length that is not valid. The message indicates the
name of the program that is reporting the error, what
input value is incorrect, and for which parameter this
input value was specified.

User response: Correct the invocation to include the
correct string length for the parameter input and
resubmit it.

ASNO503E  pgmname : program_qualifier : The integer
value input_value, supplied for parameter
parameter_name, is outside the supported

range for this parameter.

Explanation: The program or a command program
was invoked with an input value specified which is
outside the supported range. The message indicates the
name of the program that is reporting the error, which

© Copyright IBM Corp. 2012

input value is incorrect, and for which parameter this
input value was specified.

User response: Correct the invocation to include the
correct range value for the parameter input and
resubmit it.

ASNO504E  pgmname : program_qualifier : The
program did not recognize the

invocation parameter incorrect_input.

Explanation: The program or a command program
has been invoked with a specified parameter or
command that is not valid. The message indicates
which program issued this message, and the invocation
input that is unrecognized.

User response: Check the documentation on valid
input parameters, correct the input and resubmit the
task or command.

ASNO505E  pgmname : program_qualifier : The
program was unable to get or set an IPC

key.

Explanation: The program or a command program
was unable to initialize the inter-process
communications needed to process commands. This
error causes the failing program to terminate.

User response: Retry the failing program or
command. Contact IBM Software Support if the
problem persists.

ASNO506E  program_name : program_identifier : The
command was not processed because the
target replication program program_name
was not running or because you entered
an incorrect parameter value (for
example, a server name, schema, or

qualifier might be misspelled).

Explanation: This problem could also have occurred
because of an issue with the IPC message queue that
the program uses to receive commands.

User response: Verify that the parameter values are
correct and that they identify a running replication
program. Retry the command. For more information,
see "Troubleshooting problems with IPC message
queues."
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ASNO507E  pgmmname : program_gqualifier : The
program could not create the replication
communications message queue. The
program did not terminate for this
failure, but the command was not

executed.

Explanation: The program or a command program
encountered an internal error while trying to process a
user command.

User response: Retry the failing command. See
"Troubleshooting problems with IPC message queues"
for more information.

ASNO508E  pgmname : program_qualifier : The
program could not send a message to
the replication communications message

queue.

Explanation: The program or a command program
encountered an internal error while trying to process a
user command. The program did not terminate for this
failure, but the command did not get executed.

User response: Retry the failing command. Contact
IBM Software Support if the problem persists.

ASNO509E  pgmname : program_qualifier : The
program could not process a received
message because of an incorrect message

version.

Explanation: The program or a command program
encountered an internal error while trying to process a
user command. The program did not terminate for this
failure, but the command did not get executed.

User response: Retry the failing command. Contact
IBM Software Support if the problem persists.

ASNO510E  pgmname : program_qualifier : The
program encountered a timeout while

waiting for reply messages.

Explanation: The command program encountered an
internal error while trying to process a user command.
The program did not terminate for this failure, but the
command did not get executed.

User response: Retry the failing command. Contact
IBM Software Support if the problem persists.

ASNOS511E  pgmname : program_qualifier : The
program was unable to process the
received message because of an

unknown message function.

Explanation: The program encountered an internal
error while trying to process a user command. The
program did not terminate for this failure, but the
command did not get executed.
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User response: Retry the failing command. Contact
IBM Software Support if the problem persists.

ASNO512E  pgmname : program_qualifier : The
program could not read from its
replication communications message

queue.

Explanation: The program encountered an internal
error while trying to process a user command. The
program did not terminate for this failure, but the
command did not get executed.

User response: Retry the failing command. Contact
IBM Software Support if the problem persists.

ASNO513E  pgmname : program_qualifier : The
program could not open the message
file named msg_file.

Explanation: This message file used by the program
has been installed incorrectly, or the language
environment variables are not set correctly.

User response: Refer to the documentation for
information about installation and configuration.

ASNO514E  pgmname : program_qualifier : The

program could not open the log file
log_file.

Explanation: The program encountered an internal
error while trying to open a file for its own program
message log, and terminates abnormally because of this
failure. This problem might have occurred because the
file was inadvertently deleted, or because the userid
associated with this process does not have the sufficient
authority to open the file.

User response: Verify that sufficient authority is
provided to the processing userid. If the file was
inadvertently deleted, restart the program to create a
new log file.

ASNO515E  pgmname : program_qualifier : The

program could not close the log file.

Explanation: The program encountered an internal
error while trying to close the file used for its own
program message log. The file might have been deleted
inadvertently before the program tried to terminate.
Final termination messages might not be issued.

User response: If the file was inadvertently deleted,
restart the program to create a new log file.

ASNO516E  pgmname : program_qualifier : The
program could not close the message

catalog.

Explanation: The program encountered an internal
error while trying to close the message catalog file. The



file might have been deleted inadvertently before the
program tried to terminate. Final termination messages
might not be issued.

User response: If the message file has been deleted, it
needs to be reinstalled.

ASNO517E  pgmname : program_qualifier : The
program has recovered the ability to
read from its replication

communications message queue.

Explanation: The program was able to reinitialize its
read capability from the message queue needed to
process commands after a previous failure.

User response: This message is for your information
only, and no action is required.

ASNO518E  pgmname : program_qualifier : The
program does not accept multiple

commands.

Explanation: The command program was invoked
with multiple commands specified. Each command
invocation must be performed with a single input
command, along with any other required command
input. Note: The CHGPARMS command allows
multiple parameters to be changed with one invocation
of the CHGPARMS command.

User response: Correct the command input, and
resubmit the command.

ASNO519E  pgmmname : program_gqualifier : The
parameter input parameter_value supplied
for CHGPARMS parameter

parameter_name is not valid.

Explanation: The CHGPARMS command was invoked
with incorrect parameter input.

User response: Correct the command input and
resubmit the command.

ASNO0520I  pgmname : program_qualifier : The
STATUS command response: thread_type

thread is in the status_condition state.

Explanation: In response to the status command, one
of these messages will be issued for each of the threads
associated with the program that received the
command, in each case providing the current state of
that thread.

User response: This message is for your information
only, and no action is required.

ASNO517E « ASNO0524E

ASNO05211  pgmname : program_qualifier : The
QRYPARMS command response:
parameter_name was set to parameter_value

by the following method: method.

Explanation: In response to the QRYPARMS
command, a message will be issued for each of the
program parameters. For each parameter, the message
provides the name of the parameter, the current setting
of the parameter, and the method (by default, by
changing the IBMSNAP_CAPPARMS table, by the
startup option, or by the use of the CHGPARMS
command) that was employed by the user to set the
value of the parameter.

User response: This message is for your information
only, and no action is required.

ASNO05221  pgmname : program_qualifier : The
program received the command_type

command.

Explanation: The program received a command to be
processed.

User response: This message is for your information
only, and no action is required.

ASNO05231  pgmname : program_qualifier : The
CHGPARMS command response:
parameter_name has been set to

parameter_value.

Explanation: In response to the CHGPARMS
command, one of these messages will be issued for
each of the program parameters that was changed. For
each parameter, the message provides the new value
for the parameter.

User response: This message is for your information
only, and no action is required.

ASNO0524E  pgmname : program_qualifier : The
program required parameter

parameter_name was not specified.

Explanation: The program or a command program
was invoked without one of the required parameters
specified. If the parameter missing is the capture_server
or control_server, the program or command also tried
accessing the database name implicitly through the
DB2DBDFT environment variable setting, where
applicable, and this also was not successful.

User response: Correct the invocation to include the
appropriate parameter and its corresponding input
value.
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ASNO525E  pgmmname : program_gqualifier : The
program could not read from its external

communications message queue.

Explanation: The program or a command program
was unable to initialize its read capability from the

external communications message queue needed to

process commands.

User response: Retry the failing command, and if the
problem persists, contact IBM Software Support.

ASNO526E  pgmname : program_qualifier : The
program was invoked without any

command input.

Explanation: The command program was invoked
without a command to process. No command
processing is performed.

User response: Resubmit the command with all the
required input.

ASNO527E  pgmname : program_gqualifier : The
program was invoked without any

CHGPARMS command input.

Explanation: The commands program was invoked
with the CHGPARMS command but without any
command input to process. No command processing is
performed.

User response: Resubmit the command with all the
required input.

ASNO528E  pgmname : program_qualifier : The
program will terminate because the
required control table

tableowner.tablename does not exist.

Explanation: The Capture or the Apply program tried
to execute an SQL operation against a required Capture
control table. The program received a not found return
code from DB2. The return code occurs either if the
migration has not been completed or if a required
Capture control table has been accidentally dropped
from the environment.

User response: See the message text for the name of
the missing control table. Corrective action for this
problem depends on which table is missing. For
example, if the table is IBMSNAP_PRUNE_LOCK, then
the table can simply be re-created, and the Capture
program can be restarted. However, if the table is
IBMSNAP_RESTART, and if the correct table contents
cannot be restored, then the table needs to be
re-created, and the Capture program requires a cold
start.
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ASNO05291  pgmname : program_gualifier : The value of
parameter_name was set to pammeter_value
at startup by the following method:

method.

Explanation: The program started, and the program
parameters were initialized based on the combination
of startup options that are specified and the existing
contents of the parameters table. The parameters were
set by one of the methods: by default, by changing the
parameters table, or by the startup option.

User response: This message is for your information
only, and no action is required.

ASNO530E  pgmname : program_qualifier : The
program could not connect to database
database_name with USERID user_id . The

SQLCODE is sql_code.

Explanation: An error occurred when the program
issued one of the following functions:

* A CONNECT function to DB2 for VSE and VM

* A CONNECT function to DB2 Call Attachment
Facility (CAF)

¢ An implicit connect to DB2

User response: See the DB2 codes in the messages and
codes publication of the DB2 database manager on
your operating system for the appropriate reason code.

For DB2 for z/OS errors, see the section in the
administration guide that describes the Call Attachment
Facility. Contact your DBA for questions and diagnosis.

If you are running the program under DB2 for Linux or
UNIX, ensure that the LIBPATH environment variable
is set to the same environment in which the program
starts.

ASNO531E  pgmname : program_qualifier : The
program could not open the plan. The
SQL return code is return_code, the
reason code is reason_code, the subsystem
name is DB2_subsystem, and the plan

name is plan_name.

Explanation: An error occurred when the program
tried to open the plan, ASNLPLAN.

User response: See the DB2 Codes section in the
messages and codes publication of the DB2 database
manager on your operating system to find the
appropriate reason code. See the section in the
administration guide that describes the Call Attachment
Facility.




ASNO532E  pgmname : program_qualifier : DB2 release

release_number is not supported.

Explanation: The program does not support this
release of DB2.

User response: Run the program with the appropriate
release of DB2.

ASNO533E  pgmname : program_qualifier : DB2 was

terminated abnormally.

Explanation: DB2 was terminated while the program
was still active.

For z/0OS, VSE/ESA, or VM/ESA, DB2 was terminated
while program was active and the user did not specify
the NOTERM invocation parameter.

User response: Start DB2 and start the program.

ASNO534E  pgmname : program_qualifier : DB2 database
cannot be used, because it is in the state
state.

Explanation: DB2 was terminated while the program
was still active. The database is in one of the following
states: UNDETERMINED, TERMINATED, QUIESCED,
ROLLWARD, or ACTIVE.

User response: Start DB2, and then start the program.

ASNO535E  pgmname : program_qualifier : The
program could not disconnect from the
database db_server. The return code is
return_code, and the reason code is

reason_code.

Explanation: While terminating the connection to DB2,
the program received an error code from the Call
Attachment Facility (CAF).

User response: Restart the program.

ASNO536E  pgmname : program_qualifier : An error
was returned while getting the instance

name. The SQLCODE is sglcode.

Explanation: The SQLEGINS API of DB2 returned an
error.

User response: See the DB2 API Reference for
information about the SQLEGINS API to determine the
error, or contact IBM Software Support.

ASNO537E  pgmname : program_qualifier : The
program could not connect to database
database_name, the return code is
return_code, and the reason code is

reason_code.

Explanation: An error occurred when the program
issued one of the following functions:
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¢ A CONNECT function to DB2 for VSE and VM

* A CONNECT function to DB2 Call Attachment
Facility (CAF)

* An implicit connect to DB2

User response: See the DB2 codes in the messages and
codes publication of the DB2 database manager on
your operating system for the appropriate reason code.

For DB2 for z/OS errors, see the section in the
administration guide that describes the Call Attachment
Facility. Contact your DBA for questions and diagnosis.

If you are running the program under DB2 for Linux or
UNIX, ensure that the LIBPATH environment variable
is set to the same environment in which the program
starts.

ASNO05381  pgmname : program_qualifier : The

program is waiting for DB2 to start.

Explanation: When the program is initially started, if
DB2 is stopped the program waits until DB2 starts.
After DB2 starts, the Capture program makes the
connection and begins to capture changes.

If the TERM=N option is specified in the Capture
invocation parameters and DB2 stops smoothly, the
Capture program waits for DB2 to start.

User response: This message is for your information
only, and no action is required.

ASNO539E  program_name : program_identifier : The
Capture program did not start. You must
first configure the logarchmethl or
logarchmeth2 database configuration
parameter for database database_name to

support archival logging.

Explanation: The Capture program tried to start but
the source database was not configured properly for
Capture to use the log read interface.

User response: Take the following steps:

1. Review the settings for the logarchmeth1 and
logarchmeth2 database configuration parameters. If
both parameters are set to OFF, enable recoverable
logging by setting the logarchmeth1 or
logarchmeth2 database configuration parameter to a
value other than OFF.

2. Use the backup command to back up the database
before using it with any application.

ASNO540E  pgmname : program_qualifier : The
program was not able to execute the
autobind operation successfully on
package pkg_name from the file
path_filename. The SQLSTATE sqlstate

was returned.

Explanation: The program discovered that a bind or
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rebind is required in order to run. The program
attempted to autobind, and the autobind was
unsuccessful. The program failed to initialize.

User response: Check for corresponding database
messages that might provide additional details about
the source of the autobind failure. Possible problems
include authorization failures, missing or incorrect
control tables, or bind files that do not match the
program. Correct the situation, and restart the program.

ASNO541E  pgmname : program_qualifier : An incorrect
value column_value was supplied for
column column_name of the program

parameter table parms_table.

Explanation: This message is issued during
initialization of the Capture program if the validation
of the IBMSNAP_CAPPARMS table found that one of
the parameter value settings is not valid. The Capture
program terminates with this error.

User response: Check the documentation for
permitted parameter values allowed in this table.
Correct the values and restart the Capture program.

ASNO0542E  pgmname : program_qualifier : The
maximum number of lock time-out or

deadlock retries has been reached.

Explanation: The program has internally retried a
time-out or deadlock condition multiple times. If the
program task that receives the persistent lock condition
is critical, such as a worker thread, the whole program
terminates. If the program task is not critical, such as
pruning or monitoring, then the task will be retried at a
later time, and the program remains active.

User response: Check for corresponding database
messages that might provide additional detail about the
source of the locking contention. Correct the situation if
the error is a user error, such as a user held lock. If the
condition persists, contact IBM Software Support for
assistance.

ASNO543E  program_name : program_identifier : The
program cannot obtain number bytes of
storage for a object. The program

terminates.

Explanation: The program is unable to obtain memory
for a necessary in-memory storage structure.

User response: Consider allocating more memory to
the program, then restart the program.

ASNO5S44E  pgmname : program_qualifier : The

program is already active.

Explanation: An attempt was made to start more than
one Capture program per DB2 subsystem or database.

134 Message Reference Volume 1

User response: Ensure that the schema or qualifier is
specified correctly.

¢ For DB2 for z/OS subsystems, either run only one
instance of the Capture program for all subsystems
that are members of a data-sharing group, or run
only one instance of the Capture program on any
standalone system. Display the ENQ resource to
determine the unique resource name violation.

* For other DB2 database platforms, run only one
Capture program per database using a given schema.

ASNO545E  pgmname : program_qualifier : The
program started with the startup
parameter PWDFILE, but the password

file password_file was not found.

Explanation: The program cannot find the password
file. The user specifies the password filename through
the PWDFILE parameter. If the user specifies a path
startup parameter, the password file should reside in
the specified directory. If the user did not specify a
path startup parameter, the password file should reside
in the current directory in which the program is
running.

User response: Ensure that the password file name is
correctly specified and is located in the proper
directory.

ASNO0546W  pgmname : program_qualifier : The
program call issued to the Automatic
Restart Manager failed. The invoked
IXCARM macro is arm_call, the return
code is return_code, and the reason code
is reason_code.

Explanation: The Capture or Apply program cannot
connect to, disconnect from, or receive a ready status
indication from the Automatic Restart Manager (ARM).
The message displays the unsuccessful call and the
return or reason code that returned to the program
from the ARM. The program does not terminate but
cannot continue ARM processing.

User response: Check the Automatic Restart Manager
documentation for more information about the cause of
this failure.

ASNO05471  pgmname : program_qualifier : The number
of substitution variables passed,
nbr_vars, does not match the number of
tokens, nbr_tokens, in the text of message

number msg_nbr.

Explanation: The program code and the program
message file do not match; the release level of the
program and the message file catalog might not match.

User response: Verify that the program message file is
correctly installed with the appropriate file permission
settings.



ASNO05481  pgmmname : program_gqualifier : The
program received an operator stop

command.

Explanation: This informational message indicates that
a stop command was issued to the program.

User response: This message is for your information
only, and no action is required.

ASNO552E  pgmname : program_qualifier : The
program encountered an SQL error. The
server name is server_name. The SQL
request is sql_request. The table name is
table_name. The SQLCODE is sglcode. The
SQLSTATE is sqlstate. The SQLERRMC
is sql_tokens. The SQLERRP is

error_module.

Explanation: A nonzero SQLCODE returned when the
Capture, Apply, or Monitor program issued an EXEC
SQL statement or CLI call. This SQLCODE might be
caused by a DB2 problem that needs to be investigated,
such as, an out of space condition, or DB2 is
unavailable for use by applications. This message is
sometimes followed by a second message that provides
information about what replication was doing when
this SQLCODE was encountered.

User response: See the messages and codes
documentation of the DB2 database manager on your
operating system for an explanation of this SQLCODE
and for information about corrective actions that might
need to be taken in DB2. If replication issued another
message immediately following this one, see the
explanation and user response for that message.

ASNO0553W  pgmmame : program_qualifier : Internal
error error_number occurred for message
number msg_number containing
num_tokens substitution fields:
sub_tokens.

Explanation: The error_number is a decimal internal
error number which is defined as:

Instance is not valid
Access denied

No files

No message

Locale is not valid

System error

N S R 0N =

Not enough memory

Themsg_number is the message that the program was
trying to issue. The num_tokens is the number of
substitution tokens given for the message (not
including the pgmname and program_qualifier tokens).

ASNO0548] = ASNO556E

The sub_tokens is the substitution tokens for the
message in error separated by commas.

User response: Take any corrective action possible
based on the error code given. For example, if the
message file was not found or could not be accessed,
you should also see message ASN0513 which gives you
the file name. Verify that the message file exists with
the correct permissions. If you get error code 4, you
might have an old message file.

ASNO554E  pgmname : program_qualifier : The
program encountered a DB2 log full

condition on server server_name.

Explanation: The program tried to process an insert or
update which was denied by DB2 because the DB2
transaction log is full. The program will stop
processing.

User response: Check the amount of space remaining
on the file system that contains your database files.
Consider increasing the maximum log size in the
database configuration file.

ASNO555W  pgmname : program_qualifier : The
program cannot register with Automatic
Resource Manager (ARM) because it is
not APF authorized.

Explanation: The Capture, Apply or Monitor program
cannot register to use Automatic Resource Manager
services because the program libraries are not APF
authorized.

User response: If you desire Capture, Apply, or
Monitor program to register with Automatic Resource
manager, authorize the program libraries for APF and
restart the program.

ASNO556E  pgmname : program_qualifier : A
registration that is not valid was found.
The CD table
phys_chg_owner.phys_chg_tbl does not
have any columns that match the base
table source_owner.source_table.

Explanation: The Capture program tried to initialize a
registration and found that the CD table does not have
any columns that match the source table. Nothing can
be captured for this registration, and therefore it is
considered not valid. The registration remains inactive
if the STOP_ON_ERROR column in the register
(IBMSNAP_REGISTER) table for this registration is set
to N, otherwise, the Capture program stops.

User response: Make sure that there is at least one
column in the CD table that matches the source table
for the registration.
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ASNO557E  pgmname : program_qualifier : The value
column_value for column column_name of
owner. table with source table

source_owner.source_table, is not valid.

Explanation: The Capture program tried to initialize a
registration and found a value that is not valid for a
column in the IBMSNAP_REGISTER table.

User response: Correct the value for the column in
error.

ASNO558E  pgmname : program_qualifier : The
parameter table parameter_table can have
only one row corresponding to program

qualifier program_qualifier.

Explanation: The program parameters table was not
defined correctly or was updated with rows that are
not valid.

User response: Ensure that there is only one row in
the parameter table corresponding to the
program_qualifier. Ensure that the parameters table has a
unique index on the program qualifier.

ASNO559W  pgm_name : program_qualifier : The job
was started with a CPU time limit of xx
seconds. The program will terminate
when the time limit expires.

Explanation: For z/OS only. The job was started with
a CPU time limit of xx seconds. The program will
terminate when the time limit expires.

User response: To run the program continuously,
cancel the current job. Resubmit the job specifying
NOLIMIT or 1440 as the new job limit.

ASNO560E  pgm_name : program_qualifier : The
program is unable to create db_object

object_name in database db_name

Explanation: The program is unable to create the
database object in the database.The database object is
being created in the same object table space as the
server control tables.

User response: Review the SQL error code that is
related to this error message and take the appropriate
action.

ASNO0561W  program_name : program_identifier : The
program's application code page
application_code_page is not the same as
the code page database_code_page of
database database_name.

Explanation: For Linux, UNIX, Windows, and iSeries:

The Capture program's application code page is
different from the code page of the source database.
Unless the two code pages are compatible, this
difference can result in corrupted data or unexpected
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errors when the Capture program inserts data into CD
tables.

User response: If the code pages are compatible, no
action is required. If the code pages are incompatible,
stop the Capture program, change the Capture
program's application code page to the code page of
the database, and restart the Capture program.

ASNO562E  pgmname : program_qualifier : An error
occurred when checking to see whether
the program is already running. The
Return code is return_code. The error
message is error_message. The operation

is operation.

Explanation: An error occurred while checking to see
whether the program is already running. The following
values are valid return codes:

1 On Windows, the program encountered an
error while trying to create a semaphore.
2 On UNIX, the HOME environment variable

was not found.

3 The mkdir command failed trying to create the
HOME/sqllib directory.

4 The mkdir command failed trying to create the
HOME/sqllib/dpropr directory.

5 The fgets operation failed to read a row from
the pid file.

6 The ps command failed.

7 An error occurred while removing the grp file.
8 An error occurred while reading the grp file.

9 An error occurred while opening the pid file.

10 The fput command finished in error for the
pid file.
User response: Review the reason codes in the

explanation, and respond with the following options:

1 This is an internal error on Windows. See the
Windows Reference.

2 On UNIX, verify that the HOME environment
variable is set to the correct value

3-10 Ensure that you have the right authorizations
to create directories and files in the current
HOME path.

ASNO0563W  pgmname : program_qualifier : The
parameter parameter-1 is not compatible
with parameter parameter-2. The
parameter parameter-1 will be ignored.

Explanation: The program was started with both
parameters specified in the command or in the
parameters table. These parameters are not compatible.



One parameter was ignored when the program started
and continued to run.

User response: The next time you start the program,
specify only the parameter that you want the program
to use.

ASNO05641  pgmname : program_qualifier : The
program could not perform the
sql_request operation on the control table
control_table_name to support long
schema, owner, and table names. The
server name is server_name. The
SQLCODE is sglcode. The SQLSTATE is
sqlstate. The SQLERRMC is sql_token.

The SQLERRP is module_name.

Explanation: The Capture, Apply, or Monitor control
table is defined on a Version 8 new-function mode DB2
subsystem. The control table includes columns that do
not support long schema, owner, and table names. The
program attempted to convert the control table to
support long schema, owner, and table names and the
operation was unsuccessful. The replication program
continues to run.

User response: See the DB2 for z/OS messages and
codes documentation for an explanation of the
SQLCODE and for information about corrective actions
that might need to be taken in DB2. If the SQLCODE is
-551, do one of the following:

* Grant the user ID that starts the Capture, Apply, or
Monitor program the ALTER privilege on the control
table

* Run AASNSAMP member(ASNM2V8) to ALTER all

replication control tables to support long schema,
owner, and table names.

ASNO565E  program_name : program_identifier : The
program cannot insert statistics into the
table table_name. The SQL return code is
sqlcode. The data for this interval will be
skipped and included in the next

interval.

Explanation: The program maintains statistics about
its activities, but it could not save this data in the table
due to an unexpected SQL code. The program will
attempt to insert the data again at the next interval.

User response: If the SQL return code indicates a
temporary error, no action is required. Otherwise, take
action as indicated for the SQL error in the DB2
Information Center.

ASNO566E  program_name : program_identifier :
Pruning of table table_name failed with
SQL return code sqlcode.

Explanation: Pruning failed with an unexpected SQL
error code. This error does not cause the program to
terminate. The program will try to prune the table

ASNO05641 = ASNO571E

again at the next pruning interval or when the program
is restarted.

User response: If this SQL return code indicates a
temporary error, then no action is required. Otherwise,
take action as indicated for the SQL error in the DB2
Information Center.

ASNO05671  program_name : program_identifier : number

rows were pruned from table table_name.
Explanation: See message text.

User response: This message is for your information
only. No action is required.

ASNO568E  program_name : program_identifier : An
ICU error occurred while translating
character data from code page code_page.
The ICU function is function_name using
converter for CCSID CCSID. The ICU
return code is refurn_code. The expected
ICU version is version_number. Details:

details.

Explanation: Incompatible versions of ICU
(International Components for Unicode) were
encountered. The ICU function is the ICU API name.
The return code was returned by this APIL. The details
about the ICU operation are provided by the Q Capture
program.

User response: Ensure you have the correct version of
ICU and try restarting the program.

ASNO569E  program_name : program_identifier : The
program encountered an internal error

error_code. The program will terminate.

Explanation: An unexpected error occurred in the
program.

User response: See "Collecting data for InfoSphere
Replication Server and InfoSphere Data Event
Publisher" for information on how you can assist in
troubleshooting this problem.

ASNO571E  program_name : program_identifier : The
program cannot start because the
parameter table table_name is empty or it

contains more than one row.

Explanation: The program parameter table must have
exactly one row.

User response: Use the sample migration scripts in
the sqllib/samples/repl directory for the DDL
statements to redefine the content of the parameter
table so that it contains exactly one row.
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ASNO05721  program_name : program_identifier : The

version program initialized successfully.
Explanation: See message text.

User response: This message is for your information
only. No action is required.

ASNO05731  program_name : program_identifier : The

program was stopped.
Explanation: See message text.

User response: This message is for your information
only. No action is required.

ASNO574E  program_name : program_identifier : The
WebSphere MQ queue manager
queue_manager_name is not available or it
was not started. The program will

terminate.

Explanation: The program cannot connect to the
WebSphere MQ queue manager. This error causes the
program to terminate.

User response: Start the queue manager if it is not
running, for example by using the strmgqm command.
You can also look at "2059 (080B) (RC2059):
MQRC_Q_MGR_NOT_AVAILABLE" in the WebSphere
MQ Information Center for other details.

ASNO575E  program_name : program_identifier : The
program encountered a WebSphere MQ
error reason_code while issuing the
WebSphere MQ command command on

object name.

Explanation: A nonzero WebSphere MQ reason code
was returned when the program issued an WebSphere
MQ command. The reason code indicates that there is a
WebSphere MQ problem (for example, storage is not
available for WebSphere MQ objects) or that WebSphere
MQ is not available.

The ERROR_ACTION value determines how the
program behaves due to this error. The value for the Q
Capture program is stored in the
IBMQREP_SENDQUEUES table. The value for the Q
Apply program is stored in the IBMQREP_TARGETS
table.

User response: See the reason code documentation in
the WebSphere MQ Application Programming
Reference for an explanation of this WebSphere MQ
reason code and for information about actions that you
might need to take. The following list provides
information about possible actions that are specific to Q
Replication.

2003 (X'07D3') MQRC_BACKED_OUT (Linux, UNIX,
Windows)
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If Q Capture receives this reason code, it
might indicate that the size of your queue
manager log is not large enough to handle the
workload that Q Capture generates, especially
if large transactions are being replicated. The
queue manager log is used for recovery; the
queue manager also has an error log. To
determine if queue manager log size is a
problem, check the queue manager error log
for messages that indicate that the queue
manager log became full (for example,
message AMQ7469). By default, the queue
manager error log is in a directory that has the
following path: MQ_install_directory/
queue_manager_name/errors. The error log files
have names like AMQERRO01.LOG. You can
increase the size of the queue manager log by
increasing the values of the following three
queue manager properties: LogPrimaryFiles,
LogSecondaryFiles, LogFilePages. For example,
you might want to make sure that these
properties are no smaller than the following:

* LogPrimaryFiles: 15
* LogSecondaryFiles: 10
* LogFilePages: 1024

ASNO576E  program_name : program_identifier : The
program cannot access the WebSphere

MQ queue queue_name.

Explanation: Either the queue does not exist or it is
specified incorrectly in the control tables. The program
terminated as a result of this error.

User response: Ensure that the queue name is
specified correctly in the control tables and that it is
accessible to application programs. Create the queue if
it does not exist.

ASNO580E  program_name : program_identifier : The
license for product product_name was not

found.

Explanation: The program terminated because it
cannot run without a license.

User response: Install the program license or contact
your IBM representative.

ASNO581W  program_name : program_identifier : The
program was not able to initialize a
connection to name because Recoverable
Resource Manager Services (RRS) is not
started. The program will attempt to use
Call Attach Facility (CAF) instead.

Explanation: With RRS/AF, you must first issue an
Identify request. The request failed because the RRS
service in z/OS was not started.

User response: No action is required because the



program will run correctly with CAF. However, if you
want the program to use RRS/AF, you must first make
sure RRS is started, and then restart the program.

ASNO05821  program_name : program_identifier : The
program was suspended by an operator

command.

Explanation: An operator command has suspended
the program, and the program has entered a wait state.

User response: This message is for your information.
No action is required.

ASNO05831  program_name : program_identifier : The
program was resumed by an operator

command.

Explanation: An operator command has resumed the
program from a suspended state, and the program has
continued running.

User response: This message is for your information.
No action is required.

ASNO584E  program_name : program_identifier : An
error occurred while the program was
dynamically loading the WebSphere
MQ library library_name. Error code:
error_code, error_description. Environment
variable ASNUSEMOQCLIENT is set to

value.

Explanation: An error occurred when trying to
dynamically load a WebSphere MQ library.

User response: If the environment variable
ASNUSEMQCLIENT is set to TRUE, the WebSphere
MQ client libraries are used; otherwise the WebSphere
MQ server libraries are used. The server libraries are
also used if the environment variable
ASNUSEMQCLIENT is not set. If the server
configuration is used, then ensure that the WebSphere
MQ server is running on the local host. If the client
configuration is used, then make sure that this host can
communicate with the remote host that the server is
running on.

If you did not install WebSphere MQ in the default
location, ensure that the library path variable (for
example LIBPATH on AIX, LD_LIBRARY_PATH on
SUN OS, SHLIB_PATH on HPUX, and PATH on
Windows) points to the correct installed path. If you
have multiple versions of WebSphere MQ, make sure
the variable points to the correct version.

ASNO5851  program_name : program_identifier : The
program successfully loaded the
WebSphere MQ library library_name.
Environment variable

ASNUSEMOQCLIENT is set to value.

ASNO0582] « ASN0588I

Explanation: The dynamic loading of the WebSphere
MQ library was successful

User response: This message is for your information.
No action is required.

ASNO586E  program_name : program_identifier. An
error occurred while the program was
getting the function address for
function_name from a dynamically loaded
library. Error code error_code,

error_description.

Explanation: An error occurred while retrieving the
function address for the specified WebSphere MQ API
command.

User response: This error is likely to occur if there are
differences in the API signatures for WebSphere MQ.
Please check that you are using the correct versions of
the WebSphere MQ server or client and its libraries. If
the environment variable ASNUSEMQCLIENT is set to
TRUE, the client libraries are used, otherwise the server
libraries are used. The WebSphere MQ server libraries
are also used if the environment variable
ASNUSEMQCLIENT is not set. If the server
configuration is used, then ensure that the WebSphere
MQ server is running on the local host. If the client
configuration is used, then make sure that this host can
communicate with the remote host that the server is
running on.

If you did not install WebSphere MQ in the default
location, ensure that the library path variable (for
example LIBPATH on AIX, LD_LIBRARY_PATH on
SUN OS, SHLIB_PATH on HPUX, and PATH on
Windows) points to the correct installed path. If you
have multiple versions of WebSphere MQ, make sure
the variable points to the correct version.

ASNO05871  program_name : program_identifier The
thread is retrying to connect with the

WebSphere MQ queue manager.

Explanation: The WebSphere MQ queue manager is
not currently available, The thread is retrying to
connect.

User response: Restart the WebSphere MQ queue
manager if it was not active.

ASNO05881  program_name : program_identifier The
program timed out while it was
attempting to connect to database

database_name.

Explanation: This message is issued when the
program is initializing if the program cannot connect to
the server with its control tables. The program shuts
down.

User response: Check for database messages that
might explain why the program was unable to establish
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a database connection. Contact the database
administrator for questions and diagnosis.

ASNO05891  program_name : program_identifier The
program received return code refurn_code

from routine routine.

Explanation: The program received the stated return
code from one of its routines. The return code and
routine information might help IBM determine the
cause of an error.

User response: This message is for your information.
This message is typically preceded by error messages,
which you can view in the program's log file.

ASNO05901  program_name : program_identifier The
thread thread_name received return code
return_code from the exiting thread

thread_name.

Explanation: The program received this return code
when it stopped one of its threads. The following
thread exit return codes are the most common:

0
Thread stopped successfully. There is no
reason code.
n
The Apply program encountered n failed
cycles.
2001
Thread was stopped by either a stop
command or signal.
2009
Thread was stopped by the recovery manager.
2010
Thread was stopped by recursive calls to the
recovery manager.
2011
Thread stopped itself without an error.
2012

Thread stopped because of an error.

User response: This message is for your information.
If this message is displayed with error messages, look
in the program's log file that contains the messages.

ASNO05911  program_name : program_identifier The
thread thread_name received action signal

signal_name.

Explanation: The thread received this signal before the
thread shut down. The ACTION parameter value is
either handled or not handled. The thread recovery
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function handles signals that it expects and does not
handle signals that it does not expect. The
HoldLThread normally receives a SIGUSR2 signal
before the initial thread shuts the HoldLThread down.
Other replication threads receive a SIGUSRI signal if
they are terminated by the initial thread.

User response: This message is for your information.
If this message is displayed with error messages, look
in the program'’s log file that contains the messages.

ASNO05921  program_name : program_identifier The
program attached to the IPC queue with

keys key_values.

Explanation: The program attached to an IPC
command message queue. Replication command
programs use message queues to communicate with the
programs that they operate.

User response: This message is for your information.
No action is required.

ASNO05931  program_name : program_identifier The
program detached from the IPC queue

with keys key_values.

Explanation: The program detached from an IPC
command message queue. Replication command
programs use message queues to communicate with the
programs that they operate.

User response: This message is for your information.
No action is required.

ASNO05941  program_name : program_identifier The
program created an IPC queue with

keys key_values.

Explanation: The program created an IPC command
message queue. Replication command programs use
message queues to communicate with the programs
that they operate.

User response: This message is for your information.
No action is required.

ASNO05951  program_name : program_identifier The
program removed an IPC queue with

keys key_values.

Explanation: The program removed an IPC command
message queue while the program was initializing or
terminating. Replication command programs use
message queues to communicate with the programs
that they operate. Every time the program starts, the
replication program creates a new message queue. If
the message queue exists, it removes it and creates a
new one. Every time the replication program shuts
down, it tries to remove the message queue.

User response: This message is for your information.
No action is required.
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ASNO05961  program_name : program_identifier The
program could not create an IPC queue
with keys key_uvalues for path path_name.

OSSE reason is reason.

Explanation: The program is not able to create its IPC
command message queue. Replication command
programs use message queues to communicate with the
programs that they operate. Every time the program
starts, the replication program tries to create a new
message queue. If the message queue exists, it tries to
remove it and create a new one.

User response: If the reason is "Shared memory ID
already exists with the given resource ID", perform the
following steps to remove the file and its associated
message queue manually:

1. Note the key values. The key values will look
similar to these:

(0x3006677, 0x310667f7, 0x320667f7)

2. Log into the server using the user ID that was used
to start the replication program.

3. Enter the following command for each of the keys
in the ASN05941 message:

ipcs grep | 0x300667f7

If a key is located, note its IPC resource type, ID,
and owner. The IPC resource type (m, g, or s) will
be in the first column of the IPCS output on UNIX
and z/OS servers. The IPC resource type will be
identified by a header line on LINUX servers.

4. If the keys are not located, log into the server using
the superuser ID and enter the IPCS command in
step 3 for each of the keys.

5. Log into the server using the user ID that owns the
IPC resources that was located in the steps above. If
the key identifies a shared memory segment, enter
the following command to remove the shared
memory segment:

ipcrm -m ID

If the key identifies a semaphore, enter the
following command to remove the semaphore:

ipcrm -s ID

If the key identifies a message queue, enter the
following command to remove the message queue:
ipcrm -q ID

6. Log into the server using the user ID that owns the
file specified by the PATHNAME parameter value.
Enter a command to remove the file, as in this
example:

rm /tmp/dpropr5.SRCDB. TIMINGO3.APP.IPC

ASNO05971  program_name : program_identifier The
program could not attach to an IPC
queue with keys key_values for path

path_name. OSSE reason is reason.

Explanation: The program is not able to attach to a
replication IPC command message queue. Replication
command programs use message queues to
communicate with the programs that they operate. The
program that owned the message queue might not be
running.

User response: This message is for your information.
No action is required.

ASNO0598W  program_name : program_identifier : The
program connected to database
database_name but only single-byte
characters will be supported. The
SQLCODE is +863.

Explanation: DB2 has indicated that the server
database and client application are using code pages
for different language types and any characters outside
the seven-bit ASCII range cannot be guaranteed
(SQLCODE +863).

User response: Verify that you have configured the
operating system and database managers correctly for
the code pages that are being used. See the DB2
Message Reference, Volume 2 for more details on
SQLCODE +863.

ASNO599E  program_name : program_identifier : The
program detected an unsupported
architecture level bad_arch_level. The only

supported level is good_arch_level.

Explanation: The replication program is at a different
product level than the control tables for the given
program identifier. The program determines this by
checking the architecture level that is set in the
ARCH_LEVEL column of the IBMQREP_APPLYPARMS
table, IBMQREP_CAPPARMS table, or
IBMSNAP_APPLEVEL table.

User response: Verify that you specified the correct
database alias when you started the program. If the
replication control tables are older than the program,
migrate the tables to the same product level as the
program.

ASNO0600I  program_name : program_identifier :

Program program_name-version is starting.

User response: This message is for your information.
No action is required.
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ASNO0601I  program_name : program_identifier : The
program could not send a message to an
IPC queue with keys keys for path path.

Error code is error_code.

Explanation: The program is not able to send a
message to a replication IPC command message queue.
Replication command programs use message queues to
communicate with the programs that they operate. The
program that owned the message queue may no longer
be running.

This message is issued as a follow-on message to error
message ASNO508E and contains the error code that
provides additional diagnostic information.

User response: This message is for your information.
No action is required.

ASNO0602I  program_name : program_identifier : The
program could not read from its IPC
queue with keys keys for path path. Error

code is error_code.

Explanation: The program is not able to read a
message from its IPC command message queue.
Replication command programs use message queues to
communicate with the programs that they operate. The
program that owned the message queue may no longer
be running.

This message is issued as a follow-on message to error
message ASNO508E and contains the error code that
provides additional diagnostic information.

User response: This message is for your information.
No action is required.

ASNO603E  program_name : program_identifier : Active
Q subscriptions exist, but the license for
WebSphere Replication Server was not

found.

Explanation: The Q Capture program terminated
because active Q subscriptions exist, but a license for
replication was not found. This situation can happen
for one of the following reasons:

¢ The program was migrated from Version 8 to Version
9 and a Version 9 license was not installed.

* A try-and-buy license expired.

User response: Install a license for WebSphere
Replication Server.

ASNO604E  program_name : program_identifier : Active
publications exist, but the license for
WebSphere Event Publisher was not

found.

Explanation: The Q Capture program terminated
because active publications exist, but a license for event
publishing was not found. This situation can happen
for one of the following reasons:
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¢ The program was migrated from Version 8 to Version
9 and a Version 9 license was not installed.

* A try-and-buy license expired.
User response: Install a license for WebSphere Event

Publisher and restart Q Capture before activating any
publications.

ASNO605E  program_name : program_identifier :
Neither the license for WebSphere
Replication Server nor the license for

WebSphere Event Publisher was found.

Explanation: The Q Capture program terminated
because a valid license was not found. This situation
can happen for one of the following reasons:

* A license was never installed.

* The program was migrated from Version 8 to Version
9 and a Version 9 license was not installed.

* A try-and-buy license expired.

User response: Install a license for WebSphere Event
Publisher to have Q Capture process publications.
Install a license for WebSphere Replication Server to
have Q Capture process Q subscriptions.

ASNO06061  program_name : program_identifier : The
program successfully loaded the library

library_name.

Explanation: This message appears after a successful
start of the replication program.

User response: This message is for your information
only, and no action is required.

ASNO607E  program_name : program_identifier : Unable
to load the library library_name. Error
code is error_code. Error message is

error_message.

Explanation: The program encountered an error while
loading the replication library.

User response: Verify that the library exists in the
specified path.

ASNO0608I  Replication code uses "64" bits.
Informational tokens are "DB2 v9.1.0",
"n060704", "WR21350", and FixPak "1".
DB2 instance path is
"/home/inst1/sqllib". Replication path is

"/home/inst9/sqllib".

Explanation: This message appears after invoking the
asnlevel program.

User response: This message is for your information
only. No action is required.




ASNO0609W  program_name : program_identifier : A
license for WebSphere Event Publisher
was not found.

Explanation: The Q Capture program found a license
for replication, but did not find a license for event
publishing. The Q Capture program does not terminate
because no active publications were found. Q Capture
will not be able to activate new publications.

User response: If you plan to create and activate
publications, install a license for WebSphere Event
Publisher. Otherwise, no action is required.

ASNO0610W  program_name : program_identifier : A
license for WebSphere Replication
Server was not found.

Explanation: The Q Capture program found a license
for event publishing, but did not find a license for
replication. The Q Capture program does not terminate
because no active Q subscriptions were found. Q
Capture will not be able to activate new Q
subscriptions.

User response: If you plan to create and activate Q
subscriptions, install a license for WebSphere
Replication Server.

ASNO612E  program_name : program_identifier : The
publication publication_name was not
activated because a license for
WebSphere Event Publisher was not

found.

Explanation: The Q Capture program does not
activate an publication unless it finds a license for
event publishing. The Q Capture program does not
terminate. This situation can happen for one of the
following reasons:

* A event publishing license was never installed.

* The program was migrated from Version 8 to Version
9 and a Version 9 event publishing license was not
installed.

* A try-and-buy license expired.

User response: Install a license for WebSphere Event
Publisher.

ASNO613E  program_name : program_identifier : The Q
subscription Q_subscription_name was not
activated because a license for
WebSphere Replication Server was not

found.

Explanation: The Q Capture program does not
activate a Q subscription unless it finds a license for
replication. The Q Capture program does not terminate.
This situation can happen for one of the following
reasons:

* A replication license was never installed.

ASNO0609W  ASNO617E

* The program was migrated from Version 8 to Version
9 and a Version 9 replication license was not
installed.

* A try-and-buy license expired.

User response: Install a license for WebSphere
Replication Server.

ASNO614E  program_name : program_identifier : A
license for WebSphere Replication

Server was not found.

Explanation: The Q Apply program terminated
because a valid license was not found. This situation
can happen for one of the following reasons:

¢ The license was never installed.

e The program was migrated from Version 8 to Version
9 and a Version 9 license was not installed.

* A try-and-buy license expired.

User response: Install a license for WebSphere
Replication Server.

ASNO615E  program_name : program_identifier : The
program could not call dynamic
function function_name because the
function could not be dynamically
loaded from any of these libraries:

libraries.

Explanation: The program tried to call a dynamic link
library (DLL) function but could not because either the
program could not load a library with that function or
the function address could not be resolved from the
library that was loaded.

User response: Make sure that the libraries exist and
are specified in STEPLIB on the z/OS operating system
or the library path environment variable specific to
your Linux, UNIX, or Windows system.

ASNO616E  program_name : program_identifier : The
program cannot load any of these
dynamic link libraries (DLLs): libraries.
The operating system error number for
all of the DLLs that the program tried to

load is error_number.

Explanation: The program tried to load the dynamic
link libraries (DLLs) that are listed but received the
operating system error that is listed.

User response: Correct the operating system error and
start the program.

ASNO617E  program_name : program_identifier :
Function function_name was not exported
from dynamic link library (DLL)
library_name. The OSSe (Operating
System Service Everywhere) return code

is return_code. The OSSe return code
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description is description.

Explanation: The program could not resolve the
address of the function in the listed DLL because the
DLL did not export the function.

User response: Remove the listed DLL from the
STEPLIB so that the program can try a DLL with a
different version.

ASNO0618W  program_name : program_identifier : The
program cannot use Unicode Conversion
Services (UCS) for conversion from
coded character set identifier (CCSID)
identifier to CCSID identifier. The UCS
return code is return_code. The UCS
reason code is reason_code.

Explanation: The program could not use UCS to
convert data between the listed CCSIDs. The program
will try to use the International Components for
Unicode (ICU) character set for the conversion.

User response: If neither UCS nor ICU can be used
for conversion, take the necessary steps to enable either
UCS or ICU for the listed CCSIDs.

ASNO0619W  program_name : program_identifier : The
program cannot use Unicode Conversion
Services (UCS) or International
Components for Unicode (ICU) to
convert data from coded character set
identifier (CCSID) identifier to CCSID
identifier.

Explanation: The program tried to use both UCS and
ICU to convert data between the listed CCSIDs, but
was unable to use either method for conversion.

User response: Take the necessary steps to enable
either UCS or ICU for the listed CCSIDs.

ASNO0620E  program_name : program_identifier : The
program log read failed with reason
code reason_code. The log record that
could not be read has log sequence
number (LSN) Isn and is for table

table_name.

Explanation: The replication capture program received
an error from the database log read API while getting a
log record for the table.

User response: Use the reason code to determine the
database log read error. Look for messages that were
issued by the database, and look for subsequent
capture messages that may give you more information
about the error.
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ASNO0621E  program_name : program_identifier : The
program could not read a log record for
table table_name because the edit routine
(EDITPROC) that was used to encode
the contents of the row could not be
called by DB2 to decode the row

contents.

Explanation: Replication supports tables with
EDITPROC definitions. The database log read API
invokes the EDITPROC to decode the row contents
before returning them to the replication capture
program. The API could not use the EDITPROC to
decode the row contents. Depending on the error action
option specified, capture may stop or deactivate the
subscription or registration.

User response: Determine why the log read API could
not use the EDITPROC to decode the row contents.
Look for messages from the database that may give
you more information about the error.

ASNO0622E  program_name : program_identifier : The
program is not connected to database
database_name. The current server is

current_server.

Explanation: The program explicitly connected to the
database server, but the database server was not the
current server after the connection executed.

User response: Look for database-issued messages on
the system console that may give you more information
about the error.

ASNO0623E  program_name : program_identifier : The
thread_name thread is unable to lock a
mutex for the list_name list. The error
number is error_number. The reason is
reason. The lock holder,lock_holder, has

locked the mutex number times.

Explanation: The program thread is unable to lock a
mutex for a list.

User response: This message is for your information
only.

ASNO0624E  program_name : program_identifier : The
thread_name thread is unable to unlock a
mutex for the list_name list. The error
number is error_number. The reason is
reason. The lock holder,lock_holder, has

locked the mutex number times.

Explanation: The program thread is unable to unlock
a mutex for a list.

User response: This message is for your information
only.




ASNO0625W ¢ ASNO631E

ASNO0625W  program_name : program_identifier : ODBC
function function_name completed with
return code return_code, SQL state
SQL_state, and native database
completion code completion_code.

Explanation: Replication supports use of ODBC
functions to access certain databases. An ODBC
function has completed with an unsuccessful return
code that may or may not result in an error condition
to replication. A diagnostic message follows with
message text from the native database.

User response: Check later messages to determine if a
subsequent error condition occurred in replication. The
information in these messages might help determine
the cause of the error. Correct the problem as
appropriate.

ASNO0626E  program_name : program_identifier : The Q
Apply program encountered an error
while it was creating a file on the target
server to temporarily store Classic
replication source data before loading a
target table (routine_name, function,

dataset_name, dataset_type, error).

Explanation: During the target table loading process
for Classic replication, the Q Apply program creates a
temporary intermediate file on the target server to
place data that it selects from the source table. The Q
Apply program then reads from the file before inserting
the data into the target. The user ID that runs the Q
Apply program must have the authority to create this
file.

User response: Make sure the user ID that is running
the Q Apply program has the authority to create the
file and that there is enough disk space on the target
server to create the file. Use the error information in
the message to determine other reasons that the file
could not be created.

ASNO0627E  program_name : program_identifier : The
program stopped because column
column_name is missing from the control

table table_name.

Explanation: A required column is missing from a
control table, which indicates that migration is needed.

User response: Run the necessary migration program
or script and start the program. See "Migrating to
replication and event publishing Version 9" in the IBM
Information Management Software for z/OS Solutions
Information Center or DB2 Information Center for
details.

ASNO0628E  program_name : program_identifier : The
column option option for source column
column_name, which is part of Q
subscription or publication name, has an

invalid value value.

Explanation: The specified value is not valid for the
column option.

User response: Ensure that the column option is
specified correctly in the publication or Q subscription.
Use the replication administration tools to perform the
following steps:

1. Drop the Q subscription or publication and recreate
it with a valid value for the column option.

2. Start the Q subscription or publication.

ASNO0629E  program_name : program_identifier : The
program has encountered an
unsupported data type data_type while
trying to activate a registration, Q

subscription, or publication.

Explanation: The program found one or more
columns in the source table that are defined with
unsupported data types. Replication of the XML data
type for Q Replication requires a COMPATIBITY value
in the IBMQREP_CAPPARMS table of 0905 or higher.

User response: Redefine the registration, Q
subscription, or publication without the columns that
contain unsupported data types. For source tables with
the XML data type, ensure that the Q Capture program
is at Version 9.5 or higher and that the
COMPATIBILITY value is 0905 or higher.

ASNO0631E  program_name : program_identifier : The
program could not load field procedure
procedure_name for source table
table_owner.table_name, column
column_name. z/OS returned system
completion code completion_code and
reason code reason_code. The program

stopped.

Explanation: The Capture or Q Capture program tried
to load the user-specified field procedure to decode
data in the source column because the column is
defined with this field procedure. An error occurred
that prevented the program from calling the procedure.

User response: Correct the error that is indicated by
the system completion code and reason code and warm
start Capture or Q Capture. The system completion
code and reason code are explained in MVS System
Codes.
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ASNO0632E  program_name : program_identifier : The
field procedure for source table
table_owner.table_name, column
column_name detected an error. The field
procedure returned return code
return_code and reason code reason_code.

The program stopped.

Explanation: The user-specified field procedure
detected an error while decoding data in the column.
An error message from the field procedure might
follow this message.

User response: Correct the error that is indicated by
the return and reason codes and warm start Capture or
Q Capture. The meanings of the return and reason
codes are defined by the field procedure.

ASNO0633W  program_name : program_identifier : The Q
Capture or Capture program has
detected either a long-running
transaction or possible problem. The
program read a log record for the start
of transaction transaction_ID at timestamp.
But the program has not seen a commit
or rollback log record for the transaction
for number seconds. The authorization
ID is auth_ID. The correlation ID is
corellid. The starting log sequence
number for the transaction is LSN. Q
Capture or Capture has captured up to
LSN LSN.

Explanation: The program captured the start of the
transaction but has not seen its commit or rollback log
record for more than an hour. This might or might not
be a problem.

User response: If this is a long-running transaction,
ignore this message. On z/0S, you can use the
DSN1LOGP utility to format the contents of the
recovery log and determine whether it is a
long-running transaction.

ASNO0634W  program_name : program_identifier : The
transaction transaction_ID has not been
committed for more than timestamp
seconds. The initial log sequence
number for the transaction is LSN. The
authorization ID is authid. The
correlation ID is corellid.

Explanation: In addition to the oldest uncommitted
transaction that was mentioned in ASN0633W, this
message indicates a transaction for which the Q
Capture or Capture program has not seen a commit or
rollback log record for more than an hour.

User response: If this is a long-running transaction,
ignore this message. On z/0S, you can use the
DSN1LOGP utility to formats the contents of the
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recovery log and determine whether it is a
long-running transaction.

ASNO06351  program_name : program_identifier : The Q
Capture or Capture program will ignore
transactions that are identified by
authorization ID authid, authorization

token authtoken, and plan name planname.

Explanation: The Q Capture or Capture program will
ignore log records for transactions that are identified by
the values that were inserted into the AUTHID,
AUTHTOKEN, and PLANNAME columns of the
IBMQREP_IGNTRAN table.

User response: This message is for your information
only. No action is required.

ASNO0636E  program_name : program_identifier : The
program could not connect to database
database_name. The reason code is

reason_code.

Explanation: An error occurred when the program
issued one of the following functions:

* A CONNECT to DB2 for VSE and VM
* A CONNECT to DB2 Call Attachment Facility (CAF)
* An implicit connect to DB2

User response: See the DB2 codes in the messages and
codes publication of the DB2 database manager on
your operating system for the appropriate reason code.
For DB2 for z/OS errors, see the section in the
administration guide that describes the Call Attachment
Facility.

ASNO06371  program_name : program_identifier :
Spilling was stopped to avoid exceeding

the file size limit for file_name.

Explanation: The Q Capture or Capture program was
spilling an in-memory transaction to a file to relieve
memory. Spilling was stopped because the file size
reached the internal limit of 1 GB. Spilling might be
resumed to a new file if memory is depleted again. No
data is lost.

User response: This message is for your information
only. No action is required.

ASNO0638W  program_name : program_identifier : One or
both of the DB2 instance-level variables
DB2_SKIPINSERTED=ON or
DB2_SKIPDELETED=ON is set and
could interfere with replication.

Explanation: When DB2_SKIPINSERTED=ON or
DB2_SKIPDELETED=ON is set for the DB2 instance, a
select statement does not return rows that are inserted
and deleted but not yet committed, even under the



cursor stability isolation mode. The following results
are possible:

* When you start a subscription that has a load phase,
rows that are inserted or deleted might not be picked
up by the EXPORT utility when the table is loaded at
the target and might be missing from the replicated
table at the target.

¢ The asntdiff utility might return inconsistent results.

User response: Suspend any applications that insert
into or delete from the source table until a CAPSTART
signal for the table has been inserted into the
IBMQREP_SIGNAL table. Also, suspend applications
when you run the asntdiff utility.

ASNO0639W  program_name : program_identifier : One or
both of the DB2 instance-level variables
DB2_SKIPINSERTED=ON or
DB2_SKIPDELETED=ON is set and
could cause rows to be lost for source
table table_owner.table_name at the target.

Explanation: When DB2_SKIPINSERTED=ON or
DB2_SKIPDELETED=ON is set for the DB2 instance, a
select statement does not return rows that are inserted
and deleted but not yet committed, even under the
cursor stability isolation mode. When you start a
subscription that has a load phase, rows that are
inserted or deleted might not be picked up by the
EXPORT utility when the table is loaded at the target
and might be missing from the replicated table at the
target.

User response: Suspend any applications that insert
into or delete from the source table until a CAPSTART
signal for the table has been inserted into the
IBMQREP_SIGNAL table.

ASNO0640I  program_name : program_identifier : The
program is waiting for the WebSphere
MQ queue manager to become

available.

Explanation: The Q Capture program is running with
the term invocation parameter set to N and Q Capture
cannot connect to the WebSphere MQ queue manager.
With term=N, Q Capture waits until it can either
connect to the queue manager or is stopped by a stop
command. After Q Capture connects to the queue
manager, it continues capturing changes.

User response: This message is for your information
only. No action is required.

ASNO641E  program_name : program_identifier : The
program is shutting down to avoid an
inconsistent state even though the
TERM=N parameter was specified. You

will need to restart the program.

Explanation: The TERM=N parameter instructs the
program to keep running when the DB2 database

ASNO0639W  ASN0644W

manager is not available and when the queue manager
is not available.

This message was returned because either the DB2
database manager was not available or the queue
manager was not available, but when the program
temporarily stopped some threads to go into a waiting
state, one or more of the threads did not stop
gracefully. To avoid an inconsistent state, the entire
program stopped.

User response: Restart the program.

ASNO0642E  program_name : program_identifier :
Compatibility level level is not valid.

The Q Capture program stops.

Explanation: The replication programs use the Q
Capture compatibility parameter to determine the level
of messages that are sent. The compatibility level that
was found in the Q Capture control tables is not
supported.

User response: Change the compatibility level to a
valid value and start the Q Capture program. For
information about compatibilty, see "Coexistence
support in Version 9.7 Q Replication and event
publishing."

ASNO643E  program_name : program_identifier : An
invalid wildcard pattern pattern was
specified in the column_name column of
the IBMQREP_IGNTRAN table. The Q
Capture or Capture program shuts down
to avoid ignoring transactions that you

might want to replicate.

Explanation: A single percentage sign (%) was
inserted into the IBMQREP_IGNTRAN table. Because
this character is treated as a wildcard to represent any
number of characters or none, inserting a single % into
the table instructs Q Capture to ignore all transactions
and is therefore invalid.

User response: Update the IBMQREP_IGNTRAN table
with a valid authorization token or plan name (z/OS)
or authorization ID (Linux, UNIX, Windows). If the
percentage sign is part of the data but is not being used
as a wildcard character, use a backslash to escape the
wildcard character (\\%). Then start the Q Capture or
Capture program.

ASNO0644W  program_name : program_identifier : A
non-NULL value was specified in the
column_name column of the
IBMQREP_IGNTRAN table. This value
was ignored.

Explanation: On Linux, UNIX, or Windows, you can
insert transaction identifiers into only the AUTHID
(authorization ID) column of the IBMQREP_IGNTRAN
table.
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User response:

1. Specify a transaction identifier in the AUTHID
column.

2. Reinitialize the Q Capture or Capture program.

ASNO646E  program_name : program_identifier : The TZ
environment variable is not defined.

The program will stop.

Explanation: The replication program requires that the
TZ environment variable be set to define the time zone
and the offset from Coordinated Universal Time (CUT).

User response: Define the TZ environment variable in

one of the following locations:

* etc/profile

* The .profile file in the home directory of the user ID
that executes the replication program

* A file that is specified by the LE _CEE_ENVFILE
environment variable. The LE _CEE_ENVFILE

environment variable enables a list of environment
variables to be set from a specified file.

ASNO647E  program_name : program_identifier : The
version version of the database
database_name is not supported by this
version version of the Q Capture or

Capture program.

Explanation: Q Capture or Capture do not support
capture of changes from this version of database.

User response: See the DB2 Information Center for
details about capture support for different database
levels.

ASNO648E  program_name : program_identifier : System
catalog table table_name must be set with

DATA CAPTURE CHANGES.

Explanation: The Q Capture or Capture program
looks for updates to the system catalog tables to detect
ALTER TABLE ADD COLUMN and ALTER TABLE
ALTER COLUMN SET DATA TYPE changes to tables.
DATA CAPTURE CHANGES must be enabled for this
system catalog table.

User response: Enable DATA CAPTURE CHANGES
for the system catalog table.

ASNO06491  program_name : program_identifier : A
schema-level Q subscription was
created, but a Q subscription name
already exists for the source table
table_owner.table_name that specifies the
send or receive queue queue_narme,
replication queue map queue_map_name,
and is in state state. The existing Q
subscription will be overwritten.

Explanation: A schema-level Q subscription was
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created that specifies that all tables with the same
schema should be replicated. The program tried to
create a Q subscription for the table, but an inactive Q
subscription for the table already exists. The program
will proceed to create the new Q subscription and
overwrite the inactive Q subscription.

User response: This message is for your information
only. No action is required.

ASNO06501  program_name : program_identifier : The Q
subscription name that uses send queue
or receive queue gueue_name and
replication or publishing queue map

queue_map_name was deleted.

Explanation: When a table with a matching
schema-level Q subscription is dropped, its associated
Q subscriptions are deleted.

User response: This message is for your information
only. No action is required.

ASNO651E  program_name : program_identifier :
Column column_name of table
table_owner.table_name was altered. The Q
Capture or Capture program at this
version cannot automatically replicate
data type changes. The program

stopped.

Explanation: Q Capture or Capture cannot
automatically replicate the results of an ALTER TABLE
ALTER COLUMN SET DATA TYPE statement unless
the program is at Version 10 on z/OS.

User response: Take the following steps:

1. Reorganize the source table.

2. Alter the matching column in the target table.

3. Redefine the registration or Q subscription to ensure
that the source and target columns are correctly
mapped.

4. Restart the Q Capture or Capture program.

ASNO06521  program_name : program_identifier : The
NMI service initialized successfully. The

server listens on socket socket_number.

Explanation: The program defined an AF_UNIX
socket and is listening for NMI client connection
requests.

User response: This message is for your information
only. No action is required.

ASNO06531  program_name : program_identifier : The
NMI service was stopped on socket

socket_number.

Explanation: The program received an NMI TERM
message and closed all NMI client connections.



User response: This message is for your information
only. No action is required.

ASNO661E  program_name : program_identifier : The
job was canceled.

Explanation: The job was canceled explicitly by the
user or as a result of an unexpected event, such as an
ABEND.

User response: Investigate the cause and restart the
program.

ASNO0664W  program_name : program_identifier : The Q
Capture or Capture program detected a
transaction that exceeded the size size
MB that is specified by the warntxsz
parameter. The transaction ID is
transaction_ID, transaction size is
transaction_size MB, authorization ID is
auth_ID, authorization token is
auth_token, and plan name is plan_name.

Explanation: The Q Capture or Capture program was
started with the warntxsz parameter, which prompts
the program to issue this warning message when
transactions that are about to be replicated exceed a
specified size. The size of a transaction has exceeded
the warntxsz value. This might or might not be a
problem.

User response: If this is an unexpected transaction,
you can stop the program and use the provided
transaction ID with the ignore_transid or transid
runtime parameter to skip the transaction upon restart.

ASNO665E  program_name : program_identifier : The
program did not start because it must be
run from an APF-authorized library to
authenticate Network Management
Interface (NMI) client connection

requests.

Explanation: The program was started with the
nmi_enable parameter to enable it to operate as an
NMI server. The program must be APF-authorized in
this situation.

User response: APF-authorize the program load
library and restart the program.

ASNO666E  program_name : program_identifier : The
replication NMI server is unable to get
the NMI client security identity values.
The return code is return_code. The error
number is error_number. The reason is

reason.

Explanation: The program ioctl() SECIGET command
did not get the NMI client security identity values
because of a system error. The NMI client connection
request is denied because the replication NMI server is

ASNO661E « ASNO671E

unable to authenticate the requester's authorization ID.

User response: See the explanation of system error for
the ioctl() C function to determine the cause of the
error.

ASNO0667E  program_name : program_identifier : The
NMI client authentication function
received SAF return code return_code
from RACROUTE REQUEST=AUTH.
The RACEF return code is return_code.

The RACF reason code is reason_code.

Explanation: The NMI client connection request is
denied because the replication NMI server is unable to
authenticate the requester's authorization ID.

User response: Refer to the zOS Security Server
RACROUTE Macro Reference (SA22-7692-13) for
descriptions of the RACROUTE return and reason
codes.

ASNO0668I  program_name : program_identifier : The
send queue queue_name for replication
queue map queue_map_name has the

following status: status.

Explanation: A Q Capture QSTATUS command was
issued to display the status for this send queue.

User response: This message is for your information
only. No action is required.

ASNO06691  program_name : program_identifier : The
receive queue queue_name for replication
queue map queue_map_name has the
following status: status. The current

queue depth is queue_depth.

Explanation: A Q Apply QSTATUS command was
issued to display the status for this receive queue.

User response: This message is for your information
only. No action is required.

ASNO670E  program_name : program_identifier : The
send queue queue_name does not exist.

The gstatus command is ignored.

Explanation: The gstatus command was used for a
send queue that does not exist.

User response: Check that the queue name or
replication queue map name is correct and reissue the
gstatus command.

ASNO671E  program_name : program_identifier : The
receive queue queue_name does not exist.

The qstatus command is ignored.

Explanation: The gstatus command was used for a
receive queue that does not exist.
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User response: Check that the queue name or
replication queue map name is correct and reissue the
gstatus command.

ASNO672E  program_name : program_identifier :
Column column_name in table
table_owner.table_name for Q subscription,
publication, or registration name is of an
unsupported data type and cannot be

replicated. The data type is data_type.

Explanation: The Q Capture or Capture program does
not support the data type of the column, even though
the data type is supported by the source database. This
situation can occur when the Q Capture or Capture
program is at a lower version level than the database
(for example a Version 9.7 Q Capture program running
on a DB2 10 for z/OS subsystem).

User response: Remove the column from the table and
from the Q subscription, publication, or registration, or
upgrade the Capture or Q Capture program to the
same level as the database that it works with.

ASNO06731  program_name : program_identifier : The Q
Capture or Capture program stopped
spilling to avoid exceeding the file size
limit for the file file_name (transaction
identifer trans_ID, authorization ID
authid, correlation ID correlid, plan name

plan_name).

Explanation: The Q Capture or Capture program was
spilling an in-memory transaction to a file to relieve
memory. Spilling was stopped because the file size
reached the internal limit of 1 GB. Spilling might be
resumed to a new file if memory is depleted again. No
data is lost.

User response: This message is for your information
only. No action is required.

ASNO06741  program_name : program_identifier : The
program is checking for database

connectivity.

Explanation: When the program is running, it
periodically checks for database connectivity. If the
database is not available, the program continues
running and waits until the database is available if the
term=n option is specified in the invocation parameters
of the program. After the database is available, the
program connects and starts processing

User response: This message is for your information
only. No action is required.
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ASNO06751  program_name : program_identifier : The
program generated seed value value for

file file_name.

Explanation: The program generated a seed and saved
the seed value in the file. The program will generate a
key from the seed and use the key to create an IPC
queue.

User response: This message is for your information.
No action is required.

ASNO06761  program_name : program_identifier : The
program could not generate a seed to
create an inter-process communication
(IPC) key for path path_name. OSSE

reason is reason.

Explanation: The program is not able to generate a
seed. The program generates a key from the seed and
uses the key to create an IPC queue. The program tried
to generate the seed after the ftok() function returned a
key for a message queue that already exists.

User response: Remove the IPC file and its associated
message queue manually by following the steps in,
"Troubleshooting problems with IPC message queues.”

ASNO677E  program_name : program_identifier : The
Network Management Interface (NMI)
socket name socket_name is not valid.

The program will stop.

Explanation: The program was started with the
nmi_enable parameter so that it can operate as an NMI
server. A valid NMI socket name must start with a
forward slash character (/) and not be longer than 64
characters.

User response: Correct the NMI socket name and
restart the program.

ASNO678E  program_name : program_identifier : The
program is terminating because the DB2
for z/OS subsystem subsystem_name is
not active and the program was started

with the term=y parameter.

Explanation: The term=y parameter causes the
program to terminate when DB2 is unavailable.

User response: Take one of the following actions:

e Start the DB2 for z/OS subsystem and then restart
the program with term=y.

e Start the program with term=n. The program will
start, and then will wait for the subsystem to become
active before the program begins to replicate data.
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User response: Use the information from the Error
condition and from the specified error codes to
determine the cause of the error. Contact IBM Software
Support if you cannot resolve the error.

ASNO0679E  program_name : program_identifier : The
program is terminating because the DB2
for z/OS subsystem subsystem_name was
started in restricted access mode and the
program was started with the term=y
parameter

Explanation: The term=y parameter causes the
program to terminate when DB2 is unavailable.
Because the DB2 for z/OS subsystem was started in
restricted access mode, the program terminated.

User response: Take one of the following actions:

* Start the DB2 for z/OS subsystem in full access
mode and then restart the program with term=y.

e Start the program with term=n. The program will
start, and will wait for the subsystem to run in full
access mode before the program begins to replicate
data.

ASNO07771  pgmname : program_qualifier : Additional
information message_text, reason code(s):
rcl, rc2, rc3.

Explanation: The Additional information shown in this
message refers to an informational text message. The
reason codes provide supplemental return code
information related to this message text. If an
informational code field is not applicable, it contains
(an asterisk).

(I3l

User response: This message is for your information
only, and no action is required.

ASNO888E  pgmname : program_qualifier : EEE error
condition message_text, error code(s): rcl,
rc2, rc3.

Explanation: The EEE error condition shown in this
message is the description of an EEE-specific error that
occurred in the specified program with the specified
qualifier (if displayed). The error codes provide
supplemental information related to this message text.
If an error code field is not applicable, it contains "*"
(an asterisk).

User response: Use the information from the EEE error
condition and from the specified error codes to
determine the cause of the error. Contact IBM Software
Support if you cannot resolve the error.

ASNO0999E  pgmname : program_qualifier : Error
condition message_text, error code(s): rcl,
rc2, rc3.

Explanation: The Error condition shown in this
message is the description of an error that occurred in
the specified program with the specified qualifier (if
displayed). The error codes provide supplemental
information related to this message text. If an error
code field is not applicable, it contains "*" (an asterisk).
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ASN1001E  APPLY apply_qualifier. The Apply
program encountered an SQL error. The
ERRCODE is error_code. The SQLSTATE
is sqlstate. The SQLCODE is sqglcode. The
SQLERRM is sqlerrm. The SQLERRP is
sqlerrp. The server name is server_name.

The table name is table_name.

Explanation: An error occurred during the execution
of an SQL statement.

User response: Refer to your database message
reference for an explanation of the SQL error code.

ASN1002E  APPLY apply_qualifier. The table_name
could not be locked. ERRCODE is
error_code, SQLSTATE is sqlstate,
SQLCODE is sglcode, SQLERRM is
sqlerrm, SQLERRP is sglerrp, server name

is server_name, table name is table_name

Explanation: The Apply program could not lock the
table.

User response: Refer to your database message
reference.

ASN1003E  APPLY apply_qualifier. The Apply
program could not connect to the server

server.

Explanation: The Apply program attempted to
connect to the database and received a failing return
code. There are many possible reasons why the Apply
program could not connect to the database. For
example, the Apply program would receive a failing
return code if the database was down or too many
users were accessing it.

User response: Look up the SQLCODE (from the
Apply diagnostic log) in the DB2 messages and codes
manual to determine why the connection failed. See the
IBM Information Management Software for z/OS
Solutions Information Center or DB2 Information
Center for information about storing replication user
IDs and passwords.

Refer to your database message reference for an
explanation of the SQL error code.

ASN1006E  APPLY apply_qualifier. The product
registration module has unexpected

content.

Explanation: The content of the registration module
(ASNAPR®61) for replication is not as expected for this
version of DB2. No further use of the product is
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possible until you provide the correct registration
module.

User response: Verify that DB2 was installed without
errors. If errors occurred, correct them and try again.

If DB2 was installed without error and you are
correctly accessing the feature-registration module
(ASNAPR®61), contact IBM Software Support for
assistance.

ASN1008E  APPLY apply_qualifier. The subscription
set with Apply qualifier qualifier and set
name set_name is not defined correctly.

ERRCODE is error_code.

Explanation: The subscription set is not defined
correctly.

User response: Make sure that the WHOS_ON_FIRST
column and APPLY_QUAL column in the
IBMSNAP_SUBS_SET table are specified correctly.

ASN1009E  APPLY apply_qualifier. There is no
subscription set defined for Apply

qualifier qualifier.

Explanation: There is no subscription set defined for
Apply qualifier qualifier.

User response: Define at least one subscription set for
Apply qualifier qualifier.

ASN1010E  APPLY apply_qualifier. The Apply
program could not insert row row into
the audit trail table due to the following

error: error_code.

Explanation: This is an SQL return code indicating
that the audit trail table was not set up with the same
structure as the IBMSNAP_APPLYTRAIL table.

User response: See the SQL reference information for
your database and "Table structures for SQL
Replication" in the IBM Information Management
Software for z/OS Solutions Information Center or DB2
Information Center for details.

ASN1011E  APPLY apply_qualifier. The copy request
has incompatible source and target

attributes. The SQL code is error_code.

Explanation: This is an SQL code indicating that the
attributes of the target table must be compatible with
the attributes of the source table.

User response: Refer to the SOURCE_STRUCTURE
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column in the register table for the compatibility of the
source and target attributes.

ASN1012E  APPLY apply_qualifier. The source table
structure is not valid. The error code is

error_code.

Explanation: This is an SQL return code indicating
that the source table structure in the register table was
not set up according to the SOURCE_STRUCTURE
column in the register table.

User response: See "Table structures for SQL
Replication” in the IBM Information Management
Software for z/OS Solutions Information Center or DB2
Information Center for valid SOURCE_STRUCTURE
column values used in the IBMSNAP_REGISTER table.

ASN1013E  APPLY apply_qualifier. The target table
structure is not valid. The error code is

error_code.

Explanation: The target table structure in the
subscription-targets-member table was not valid.

User response: See "Table structures for SQL
Replication” in the IBM Information Management
Software for z/OS Solutions Information Center or DB2
Information Center for valid target table structures.

ASN1014E  APPLY apply_qualifier. The Apply
program could not find a source for the
copy request because it could not find
the change-data (CD) table. The error

code is error_code.

Explanation: The CD table was not defined in the
IBMSNAP_REGISTER table because either the Apply
program did not find the change data table name in the
register table or the source table was not registered
correctly.

User response: See "Table structures for SQL
Replication” in the IBM Information Management
Software for z/OS Solutions Information Center or DB2
Information Center and verify that the CD table is
correctly defined in the IBMSNAP_REGISTER table.

ASN10151  APPLY apply_qualifier. The Apply
program is waiting for the Capture
program at server server_name to advance
the global SYNCHTIME. Verify that the

Capture program is running.

Explanation: This message is for your information
only.

User response: Verify that the Capture program is
running.
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ASN10161  APPLY apply_qualifier. Refresh copying
has been disabled. The error code is

error_code.

Explanation: While attempting to perform a full
refresh, the Apply program encountered a
DISABLE_REFRESH column in the register table which
was set on.

User response: Either turn off the DISABLE_REFRESH
column or bypass the Apply program and perform a
manual refresh.

ASN1017E  APPLY apply_qualifier. The Apply
program could not find any target
column names. The error code is

error_code.

Explanation: The Apply program could not find any
columns in the IBMSNAP_SUBS_COLS table.

User response: Redefine the subscription set and
subscription-set members. See "Subscribing to sources
for SQL Replication” in the IBM Information
Management Software for z/OS Solutions Information
Center or DB2 Information Center for details.

ASN10181  APPLY apply_qualifier. The Apply
program is processing subscription set
set_name(whos_on_first).(set_number of

total_sets).

Explanation: This message is for your information
only.

User response: This message is for your information
only, and no action is required.

ASN1019E  APPLY apply_qualifier. The target table
does not have any key columns. The

error code is error_code.

Explanation: The Apply program cannot find key
column names in one of the columns requiring a
unique index or primary key.

User response: Redefine the subscription set and
subscription-set members. See "Subscribing to sources
for SQL Replication" in the IBM Information
Management Software for z/OS Solutions Information
Center or DB2 Information Center for details.

ASN1020E  APPLY apply_qualifier. The Apply
program could not reserve a storage

block. The error code is error_code.

Explanation: The Apply program could not obtain the
required (memory) storage.

User response: Contact IBM Software Support.
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ASN1021E  APPLY : apply_qualifier : The Apply
program cannot read the work file
filename because of a system error with

ERRNO error_code.

Explanation: The Apply program cannot read the
work file because of a system error.

User response: See the explanation of system error for
the C function to determine the cause of the error. On
many operating systems, descriptions of ERRNO can be
found in C header file named errno.h. Determine if the
problem is caused by lack of space, and contact your
system administrator to obtain what is needed.

ASN1022E  APPLY : apply_qualifier : The Apply
program cannot write to the work file
filename because of a system error with
ERRNO errno. The error code is

error_code.

Explanation: Either the user ID not have the proper
access authority for one or all of the files, or insufficient
space remains after the Apply program writes to the
target file.

User response: See the explanation of system error for
the C function to determine the cause of the error. On
many operating systems, descriptions of ERRNO can be
found in C header file named errno.h. Determine
whether the problem is caused by a lack of access
authority or a lack of space, and contact your system
administrator to obtain what is needed.

ASN1023E  APPLY : apply_qualifier : The Apply
program cannot open the work file
filename because of a system error with
ERRNO errno. The error code is

error_code.

Explanation: The Apply program cannot open the
work file because of a system error.

User response: See the explanation of system error for
the C function to determine the cause of the error. On
many operating systems, descriptions of ERRNO can be
found in C header file named errno.h.

ASN1024E  APPLY : apply_qualifier : The Apply
program cannot close the work file
filename because of a system error with
ERRNO error-number. The error code is

error_code.

Explanation: The Apply program cannot close the
work file because of a system error.

User response: See the explanation of system error for
the C function to determine the cause of the error. On
many operating systems, descriptions of ERRNO can be
found in C header file named errno.h.

ASN10251  APPLY apply_qualifier. The Apply
program completed processing for
subscription set set_name(whos_on_first).

The return code is return_code.

Explanation: This message is for your information
only.

User response: This message is for your information
only, and no action is required.

ASN10261  APPLY apply_qualifier. The Apply
program encountered an error while
trying to bind. SQLSTATE is sqlstate,

SQLCODE is sqglcode.

Explanation: An error occurred during the execution
of bind.

User response: Refer to your database message
reference.

ASN1027E  APPLY apply_qualifier. There are too
many large object (LOB) columns
specified. The error code is error_code.

Explanation: Too many large object (BLOB, CLOB, or
DBCLOB) columns are specified for a subscription set

member. The maximum number of columns allowed is
10.

User response: Remove the excess large object
columns from the subscription set member.

ASN1028E  APPLY apply_qualifier. The before-image
column for a key column was not

found. The error code is error_code.

Explanation: If you allow users to update columns in
the source table that are part of the target key,
(IS_LKEY=Y in the IBMSNAP_SUBS_COLS table), you
must specify that the Apply program use before-image
values from the source table when it updates target key
columns. Using before-image values enables Apply to
search the target table for the old key value, delete the
row, and insert a new row with the new key value.
Two steps are required:

* You must define the source registration to capture
the before-image values of the columns that make up
the target key.

* You must select the subscription-set member option
for the Apply program to use before-image values
for target key updates. Selecting this option adds
before-image column information to the
IBMSNAP_SUBS_COLS table.

User response: Follow these steps:
1. Deactivate the subscription set.

2. In the Replication Center, open the Member
Properties dialog for the subscription-set member.
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3. On the Target-Table Index page, click the Let the
Apply program use before-image values to update
target-key columns check box.

4. Activate the subscription set.

ASN1029E  APPLY apply_qualifier. The SQL
statement of the subscription set named
set_name with a whos_on_first value of
whos_on_first did not execute
successfully. The statement failed with
SQLCODE sglcode and SQLSTATE
sqlstate. The apply program internal

error code is error_code.

Explanation: The user-specified SQL statement did not
execute successfully.

User response: Refer to the corresponding information
in the IBMSNAP_APPLYTRAIL table and to the SQL
manual of your database for detailed information.

ASN1031E  APPLY apply_qualifier. The SQL
statement is empty. The error code is

error_code.
Explanation: The SQL statement is an empty string.

User response: Specify the SQL statement to be
executed.

ASN1032E  APPLY apply_qualifier. The Apply
program log file could not be opened.
The error code is error_code, and the

return code is return_code.

Explanation: The Apply program could not open the
log file.

User response: For more information on the return
code, refer to the manual that describes troubleshooting
for your particular operating system.

ASN1033E  APPLY apply_qualifier. The Apply
program could not write to the Apply
log file. The error code is error_code, and

the return code is return_code.

Explanation: The Apply program could not write to
the log file.

User response: For more information on the return
code, refer to the manual that describes troubleshooting
for your particular operating system.

ASN10341  APPLY apply_qualifier. The Apply

program initialization is successful.

Explanation: This message is issued at successful
initialization of the Apply process.

User response: This message is for your information
only, and no action is required.
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ASN1035E  APPLY apply_qualifier. The Apply
program could not access the
subscription columns table. The error
code is error_code. The SQLSTATE is
sqlstate. The SQLCODE is sglcode. The
SQLERRM is sglerrm. The SQLERRP is
sqlerrp. The server name is server_narme.

The table name is table_name.

Explanation: An error occurred during the execution
of an SQL statement.

User response: Refer to your database message
reference for SQL.

ASN1036E  APPLY apply_qualifier. The column type
col_type for expression expression is not

valid. The error code is error_code.

Explanation: The value for the COL_TYPE column in
the subscription columns table is not valid.

User response: Change the value to A, B,C, D, F L,
or R.

ASN1038E  APPLY apply_qualifier. No column names
or expressions were specified in the

IBMSNAP_SUBS_COLS table.

Explanation: Column names or expressions for a copy
statement must be specified.

User response: See "Subscribing to sources for SQL
Replication" in the DB2 Information Center for more
information about requirements for subscription
definitions.

ASN1039E  APPLY apply_qualifier. The Apply
program plan, plan_name, could not be
opened. The error code is error_code. The
return code is return_code. The reason

code is reason_code.

Explanation: The Apply program plan could not be
opened.

User response: Refer to the Apply for z/OS Program
Directory.

ASN1040E  APPLY apply_qualifier. The Apply
program encountered an z/OS error. The
error code is error_code, and the return

code is return_code.

Explanation: Execution of a z/OS system operation
failed.

User response: Refer to your z/OS system library
information.




ASN10411  APPLY apply_qualifier. The Apply
program was started using subsystem

name: subsystem.

Explanation: This message informs you that the Apply
program started using the specified subsystem name.

User response: This message is for your information
only, and no action is required.

ASN1042W  APPLY apply_qualifier. There are too
many invocation parameters.

Explanation: The number of parameters you specified
when you invoked the Apply program exceeds the
maximum allowed.

User response: Refer to the Capture and Apply
chapter for your operating system for information on
the appropriate number of invocation parameters.

ASN1043E  APPLY apply_qualifier. There is already
one Apply instance running with this
Apply program qualifier qualifier. The
error code is error_code, and the reason

code is reason_code.
Explanation: Verification attempt failed.

User response: Make sure that only one instance of
the Apply program with the specified Apply qualifier is
running under this user ID on this subsystem or
database.

ASN10441  APPLY apply_qualifier. The Apply
program will become inactive for number

minutes and number seconds.
Explanation: The Apply program is inactive.

User response: This message is for your information
only, and no action is required.

ASN10451  APPLY apply_qualifier : The Apply
version version_number program was

started using database database_name.

Explanation: This message informs you from which
database the Apply program is running.

User response: This message is for your information
only. No action is required.

ASN10471  APPLY apply_qualifier. There are too
many columns specified. The error code

is error_code.

Explanation: There are too many columns specified
for a member in the subscription.

User response: The user must reduce the number of
columns specified for the member in the subscription.
The maximum number of columns supported is

ASN10411 « ASN1051W

determined by the total length of all the column names.
More columns can be specified if the length of the
column names is shorter.

ASN1048E  APPLY apply_qualifier. The execution of
an Apply cycle failed. See the Apply

trail table for full details: text

Explanation: An Apply cycle failed. In the message,
text identifies the target_server, target_owner, target_table,
stmt_number, and cntl_server.

User response: Check the APPERRM fields in the
audit trail table to determine why the Apply cycle
failed.

ASN1049E  APPLY apply_qualifier. The Apply
program encountered a system error.
The error code is error_code. The return

code is return_code.
Explanation: Execution of a system operation failed.

User response: Refer to the system library information
for your operating system.

ASN1050E  APPLY apply_qualifier. The Apply
program encountered an operation that
is not valid while updating the target
table. The error code is error_code. The

operation to be applied is operation.

Explanation: The operation field of a row fetched
from the source table is not valid.

User response: Contact IBM Software Support.

ASN1051W  APPLY apply_qualifier : The Apply
program detected a gap in changed data
between the source table
table_owner.table_name and the target
table. The error code is error_code.

Explanation: The Apply program detected that the
Capture program skipped logged changes or deleted
rows from CD tables before the Apply program could
copy the data. For example, the Capture program was
cold started or retention limit pruning occurred.

User response: Look for message ASN0100I to
determine if the Capture program was started recently.
If so, look for ASN0529I to determine if the value of the
STARTMODE parameter was COLD. If so, the Apply
program performs a full refresh of target tables unless
full refresh has been disabled. If you find that the
Capture program performed retention limit pruning of
a CD table, the corresponding subscription may need a
full refresh to synchronize the target table with the
source.
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ASN1052E  APPLY apply_qualifier. The Apply
program could not find the ASNLOAD

program.

Explanation: The Apply program cannot find the
ASNLOAD program in the current directory.

User response: Make sure that ASNLOAD is in the
directory from which you are invoking the Apply
program.

ASN1053E  APPLY apply_qualifier. The execution of
the ASNLOAD exit routine failed. The

return code is return_code.

Explanation: The ASNLOAD exit routine detected an
error and passed the error information back to the
Apply program. The following values are valid return
codes:

98

An unexpected error has occurred (The
ASNLOAD exit routine has failed with an
unexpected error. No processing will be
performed.)

929

DB2 pwdfile keyword supplied - password file
not found (The pwdfile parameter was passed,
but no password file was found. This is an
error, and no connections or other processing
will be performed.)

100

The CONNECT statement in the exit routine
specified a user ID and password that use
values supplied in the encrypted Apply
password file. The password file and a user ID
and password combination for the DB2 server
were found, but the connection failed.

101

DB2 connect without a user/using phrase
failed - no pwdlfile found (A connection
without a user/using phrase was made
because no password file was provided. The
connection failed.)

102

DB2 connect without a user/using phrase
failed - pwdfile found, no entry (A connection
without a user/using phrase was made,
because no server entry was found in the
pwdfile for the DB2 server. The connection
failed.)

103

DB2 connect with a user/using phrase failed -
uid/pwd from asnload.ini used (A connection
with a user/using phrase was made using

values supplied in the asnload.ini file. This file
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104

105

106

107

108

109

110

111

112

and a userid/password combination for the
DB2 server were found, but the connection
failed.)

DB2 connect without a user/using phrase
failed - no asnload.ini found (A connection
without a user/using phrase was made,
because no asnload.ini file was found. The
connection failed.)

DB2 connect without a user/using phrase
failed - no uid/pwd found for server (A
connection without a user/using phrase was
made. The asnload.ini file was found, but no
uid/pwd combination was provided. The
connection failed.)

User specified LOADX_TYPE = 2, no user
code provided (The value of LOADX_TYPE in
the table ASN.IBMSNAP_SUBS_MEMBR was
set by the user to the value of 2, indicating
that the user was supplying custom code in
the ASNLOAD exit routine. However this code
was not found, and the ASNLOAD exit
routine failed when the Apply program passed
a LOADX_TYPE value of 2.)

DB2 import utility failed (The import utility
failed to execute. The SQL code returned by
the utility is passed as the reason code.)

DB2 export utility failed (The export utility
failed to execute. The SQL code returned by
the utility is passed as the reason code.)

DB2 load utility failed (The load utility failed
to execute. The SQL code returned by the
utility is passed as the reason code.)

DB2 load utility failed - invoked as crossload
(The load utility failed to execute. The load
utility was invoked with the load from cursor
option. The SQL code returned by the utility is
passed as the reason code.)

The LOADX_TYPE was set to an not valid
value (The ASNLOAD exit routine was
invoked with a LOADX_TYPE value that was
set by the user. The LOADX_TYPE value is
not valid for this environment, and the
ASNLOAD exit routine failed.)



LOADX_TYPE 3 requires a nickname for select
(The ASNLOAD exit routine failed. The
ASNLOAD exit routine was invoked with a
LOADX_TYPE value that was set by the user.
The LOADX_TYPE value is not valid for this
environment unless a nickname is created for
the remote DB2 source table and stored in the
ASN.IBMSNAP_SUBS_MEMBR table.)

113

LOADX_TYPE 4 is incompatible with target
table (The ASNLOAD exit routine failed. The
ASNLOAD exit routine was invoked with a
LOADX_TYPE set by the user. The
LOADX_TYPE value is not valid for this
environment, because the target table cannot
be serviced by the DB2 for Linux, UNIX, and
Windows load utility.)

114

LOADX_TYPE 5 is incompatible with target
table (The ASNLOAD exit routine failed . The
ASNLOAD exit routine was invoked with a
LOADX_TYPE set by the user. The
LOADX_TYPE value is not valid for this
environment, because the target table cannot
be serviced by the DB2 import utility.)

115

The ASNDLCOPY exit routine has failed (The
ASNLOAD exit routine called the
ASNDLCOPY exit routine, because there were
DATALINK columns for the subscription-set
member. The ASNDLCOPY exit routine failed;
therefore, the process that loads this
subscription-set member also failed.)

User response: Check the return code and the
corresponding explanation. Check for additional
information in the ASNLOAD message file and in the
message files generated by the DB2 utility, if applicable.

ASN1054E  APPLY apply_qualifier. The Apply
program could not find a row in the
IBMSNAP_REGISTER or
IBMSNAP_PRUNCNTL table that
corresponds to the subscription set
member with a set name set_name, for
source owner src_ownr, source table
src_tbl, and source view qualifier
src_view_qual.

Explanation: The source table registration is incorrect
or incomplete.

User response: Drop and redefine the registration.

ASN1054E « ASN1059E

ASN1055E  APPLY apply_qualifier. The Apply
program could not find the prune
control information for source owner
src_ownr, source table src_tbl, source
view qualifier src_view_qual, target
owner tgt_ownr, and target table tgt_tbl.

Explanation: The source table registration is incorrect.

User response: Drop the subscription and redo it.

ASN1056E  APPLY apply_qualifier. The Apply
program could not connect to the server
due to lack of user ID/password. The

error code is error_code.

Explanation: The Apply program could not find the
password and user ID to connect to the server.

User response: Make sure that the Apply program
password file exists. The Apply program password file
resides in the same directory from which you start the
Apply program. If you are using DB2 Satellite Edition,
make sure that the password and user ID are defined
on the client systems.

ASN1057E  APPLY apply_qualifier. The Apply
program could not read the password in
the Apply password file. The error code

is error_code.
Explanation: The Apply program found no password.

User response: If you want to use the
AUTHENTICATION=SERVER scheme, you must
provide a password, as described in the Apply program
section in the Capture and Apply chapter for your
operating system.

ASN1058E  APPLY apply_qualifier. The Apply
program could not close the password

file. The error code is error_code.

Explanation: The Apply program could not close the
password file.

User response: Contact IBM Software Support.

ASN1059E  APPLY apply_qualifier. The Apply
program detects syntax that is not valid
for line line in the password file. The

error code is error_code.

Explanation: The Apply program could not recognize
a line in the password file.

User response: Correct the syntax error in the
password file. See, "asnpwd: Creating and maintaining
password files" in the IBM Information Management
Software for z/OS Solutions Information Center or DB2
Information Center for details.
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ASN1060E  APPLY apply_qualifier. The dynamic
allocation for the temporary work file

failed. The error code is error_code.

Explanation: A system error was encountered during
dynamic allocation.

User response: Contact IBM Software Support.

ASN1061E  APPLY apply_qualifier. The specified
keyword parameter is not valid. The

error code is error_code.

Explanation: An invocation parameter that is not valid
has been specified and has been ignored by the Apply
program.

User response: Correct the invocation parameter. See
"asnapply: Starting Apply" in the IBM Information
Management Software for z/OS Solutions Information
Center or DB2 Information Center for details.

ASN1062W  APPLY apply_qualifier. The Apply
program must use SELECT and INSERT
statements to perform a full refresh of
this subscription-set member. The
following information pertains to this
subscription-set member: the set name
is set_name, the source owner is
source_owner, the source table is
source_table, the source view qualifier is
source_view_qual, the target owner is
target_owner, and the target table is
target_table.

Explanation: The ASNLOAD exit routine cannot
detect a user-specified LOADX_TYPE value, and no
utilities are available to process this subscription-set
member. Therefore, the ASNLOAD exit routine passes
full refresh control back to the Apply program. The
ASNLOAD exit routine does not currently support and
is not able to process some target table types (such as
the Sybase and MS SQL Server target tables).

User response: This message is for your information
only, and no action is required. However, you can set
the value of the LOADX_TYPE to 1 for these
subscription-set members in order to avoid unnecessary
processing by the ASNLOAD exit routine.

ASN1063E  APPLY apply_qualifier. A subscription set
cannot have more than 200 members.

The error code is error_code.

Explanation: The number of subscriptions has
exceeded the maximum allowed number of 200.

User response: Remove excess members from the
subscription set.

160 Message Reference Volume 1

ASN1064W  APPLY apply_qualifier. The Apply
program cannot perform a full refresh
for the subscription set named set_name,
because the Capture program for this
source has not yet been cold started.

Explanation: The Apply program cannot attempt a full
refresh for the subscription set, because the Capture
program for this source has never been cold started
and is not ready to process the CAPSTART signals are
be inserted by the Apply program.

User response: Start the Capture program for this
source.

ASN1065E  APPLY apply_qualifier. The Apply
program cannot process data for the
subscription set set_name because one or
more of the registrations for the source

table are stopped.

Explanation: The Apply program cannot process data
for this subscription set, because at least one of the
registrations has STATE='S' in the
IBMSNAP_REGISTER table.

The Capture program stops a registration if there is a
problem with the registration that requires your
intervention. Refer to the STATE_INFO column in the
IBMSNAP_REGISTER table for error information. The
integrity of the captured data for the registration might
be compromised, and the Apply program must perform
a full-refresh. This problem might occur if the
registered source table was altered with data capture
none.

User response: Fix the stopped registrations using the
information from the error messages. Reactivate the
registrations. When you reactivate the registrations, the
Apply program performs a full refresh.

ASN1066E  APPLY apply_qualifier. An internal Apply
program error occurred. The error code

is error_code.

Explanation: An internal Apply program error
occurred.

User response: Contact IBM Software Support.

ASN1067E  APPLY apply_qualifier. The Apply
program has detected update conflicts
and compensated rejected transactions.
See the unit-of-work table for details.

The error code is error_code.

Explanation: More than one application updated the
same row in a table from different locations. Some
transactions have been rejected and compensated.

User response: See the SQL Replication table
structures documentation in the IBM Information
Management Software for z/OS Solutions Information



Center or DB2 Information Center for details.

ASN1068E  APPLY apply_qualifier. The Apply
program has deactivated the
subscription due to a constraint

violation. The error code is error_code.

Explanation: A constraint violation was detected when
copying data from the source table to a target table.
The Apply program has terminated and the
subscription has been deactivated.

User response: Correct the constraint error and
reactivate the subscription.

ASN1070E  APPLY apply_qualifier. The Apply
program could not lock the target table.
The ERRCODE is error_code. The
SQLSTATE is sglstate. The SQLCODE is
sqlcode. The SQLERRM is sglerrm. The
SQLERREP is sglerrp. The server name is
server_name. The table name is

table_name.

Explanation: The Apply program could not lock the
target tables before it was to check update conflicts.

User response: Verify that all the target tables are
available before restarting Apply.

ASN1071E  APPLY apply_qualifier. The Apply
program could not reposition the work

file. The error code is error_code.

Explanation: The Apply program has detected an
error while reading the temporary work file.

User response: Contact IBM Software Support.

ASN1072E  APPLY apply_qualifier. The Apply
program could not find the ASNDONE

program.

Explanation: The Apply program could not find the
user exit program, ASNDONE.

User response: Verify that the ASNDONE program is
located in the correct directory.

ASN1073E  APPLY apply_qualifier. The execution of
the ASNDONE program failed. The

return code is return_code.

Explanation: An error occurred while calling the user
exit program, ASNDONE.

User response: Contact IBM Software Support.

ASN1068E « ASN1075E

ASN1074E  APPLY apply_qualifier. The Apply
program could not find the

ASNDLCOPY program.

Explanation: The Apply program did not find the
ASNDLCOPY program in the current search path.

User response: Add the ASNDLCOPY program to the
search path and run the Apply program again.

ASN1075E  APPLY apply_qualifier. The ASNDLCOPY

program failed. The return code is
return_code. Additional information can
be found in the ASNDL file

Explanation: The ASNDLCOPY program detected an
error and passed the error information back to the
Apply program. The following values are valid return
codes:

98
Unexpected error occurred.
99

The arguments passed to the ASNDLCOPY program
are not valid.

100

Unable to allocate memory.

101

Unable to open the ASNDLSRVMAP configuration file.
102

The number of entries in the ASNDLSRVMAP
configuration file exceeds the maximum limit.

103

An entry that is not valid has been found in the
ASNDLSRVMAP configuration file.

104

No user login information was found in the
ASNDLUSER configuration file for a given file server.

105

An entry that is not valid has been found in the
ASNDLPARM configuration file.

106
Unable to open the ASNDLUSER configuration file.
107

An entry that is not valid has been found in the
ASNDLUSER configuration file.

108

An I/0 error occurred when reading from the input
file.

109
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An entry that is not valid has been found in the input
file.

110

Unable to open the input file.

111

Unable to open the result file.

112

An I/0 error occurred when writing to the result file.
113

An error occurred when initializing the control channel
of the FTP protocol.

114

An error occurred when sending data through the
control channel.

115

Unable to log on to the file server with the given user
and password.

116
The copy daemon has not yet started.
117

An error occurred when initializing the data channel of
the FTP protocol.

118

Unable to retrieve the file from the source file server.
119

Unable to store the file on the target file server.

120

An error occurred when transferring files in the passive
mode.

121

Cannot find the path mapping for the given file
reference.

122

An error occurred when executing the FTP BINARY
command.

123

An error occurred when executing the FTP SIZE
command.

124

An error occurred when executing the FTP MODTIME
command.

125

An error occurred when executing the FTP SITE
UMASK command.
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126

An error occurred when executing the FTP SITE
TOUCH command.

127

An error occurred when executing the FTP SITE
CHMOD command.

User response: Check the return code and its
corresponding meaning. The return code is based on
the sample ASNDLCOPY program that is shipped with
the product. Additional information is provided in the
log file.

ASN1076E  The Apply program cannot read the
format of the result file that was
generated by the ASNDLCOPY

program.

Explanation: The result file that was generated by the
ASNDLCOPY program is not in an expected format.

User response: If you modified the ASNDLCOPY
program, check that your changes are not causing the
invalid format. If your changes are not the cause of the
problem, check that your machine has enough space for
the result file.

ASN1077E  APPLY apply_qualifier. The Apply
program encountered an DATALINK
column value that is not valid while
updating the target table. The error code

is error_code.

Explanation: The DATALINK column field of a row
fetched from the source table is not valid.

User response: Contact IBM Software Support.

ASN1078E  APPLY apply_qualifier. The ASNDLCOPY
program was terminated by the signal
signal_number. Additional information

can be found in the filename file.

Explanation: The ASNDLCOPY program terminated
abnormally by the given signal.

User response: Check the specified log file for the
cause of the error. If you modified the ASNDLCOPY
program and the signal is generated by the modified
code, fix the code and rerun. Otherwise, contact IBM
Software Support.

ASN1079E  APPLY apply_qualifier. MEMBER_STATE
is invalid for set sef_name for
WHOS_ON_FIRST whos_on_first, source
owner source_owner, source table
source_table, source view qualifier
source_view_qual, target owner

target_owner, and target table target_table.

Explanation: There was an invalid update made to the



MEMBER_STATE column in the
IBMSNAP_SUBS_MEMBR table. Valid values for this
column are: 'N', 'L', 'S, or 'D'".

User response: Update the MEMBER_STATE column
with a valid value and start the Apply program again.
Refer to the IBMSNAP_SUBS_MEMBR table for details
about the values in the MEMBER_STATE column.

ASN1080E  APPLY apply_qualifier : No columns are
defined for target table
table_owner.table_name in set set_name
(whos_on_first whos_on_first_value). The

error code is error_code.

Explanation: The Apply program's
ASN.IBMSNAP_SUBS_COLS control table contains no
information about the columns in the specified target
table. Column information may have been manually
removed during editing of the SQL script generated by
the Replication Center or ASNCLP command-line
program.

User response: Drop and recreate the subscription. If
you know of a reason that the subscription cannot be
dropped, you need to insert column data manually into
the ASN.IBMSNAP_SUBS_COLS table.

ASN10971  APPLY apply_qualifier. The Apply

program stopped.

Explanation: The error reported previously caused the
Apply program to stop.

User response: Fix the error reported before this
message.

ASN1207E  APPLY apply_qualifier. The subscription

for subscription was not activated.
Explanation: The selected subscription is inactive.

User response: Either activate the subscription or
select another one.

ASN1210E  APPLY apply_qualifier. An Apply
qualifier must be specified following

the keyword -q.

Explanation: You must specify an Apply qualifier
following the keyword -q.

User response: Specify an Apply qualifier following
the keyword -q.

ASN1212E  APPLY apply_qualifier. A read-only set
name set_name is found following the

keyword keyword.

Explanation: A read-only set name was specified
following the keyword U or D.
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User response: Specify only replica for the keywords
U and D.

ASN12211  APPLY apply_qualifier. Set set_name has
been successfully refreshed with number

rows at time.

Explanation: This message is for your information
only.

User response: This message is for your information
only, and no action is required.

ASN1242E  APPLY apply_qualifier. An SQL error
occurred. ERRCODE is error_code,
SQLSTATE is sqlstate, SQLCODE is
sqlcode, SQLERRM is sglerrm, SQLERRP

is sqlerrp, table name is table_name.

Explanation: This message is for your information
only.

User response: This message is for your information
only, and no action is required.

ASN1243E  APPLY apply_qualifier. There is no
eligible subscription in the
ASN.IBMSNAP_SUBS_SET table.

Explanation: Either a subscription set has not been
selected or the apply qualifier is not valid.

User response: Verify the subscription names and
apply qualifier.

ASN1304E  APPLY apply_qualifier. The ASNSAT
program terminated due to a Capture
error.

Explanation: The Capture program returned an error.

User response: Determine the error from the Capture
log file.

ASN1305E  APPLY apply_qualifier. The ASNSAT
program terminated due to an Apply
error.

Explanation: The Apply program returned an error.

User response: Determine the error from the Apply
log file.

ASN1310E  APPLY apply_qualifier. The ASNSAT
program encountered a system error
while attempting to invoke the Capture

program. Return code is return_code.

Explanation: An operating system error occurred
while calling ASNCAP.

User response: Make sure that the Capture program is
in the execution path.
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ASN1311E  APPLY apply_qualifier. The ASNSAT
program encountered a system error
while attempting to invoke the Apply

program. Return code is return_code.

Explanation: An operating system error occurred
while calling ASNAPPLY.

User response: Make sure that the Apply program is
in the execution path.

ASN1312E  APPLY apply_qualifier. The environment
variable that specifies the default target

server, DB2DBDFT, is not set.

Explanation: The target server name was not
specified, and the ASNSAT program could not
determine the default database name from the
DB2DBDEFT variable.

User response: Specify the target server name
following the -t keyword.

ASN1314E  APPLY apply_qualifier. An SQL error
occurred while ASNSAT was getting the
default Apply qualifier. SQLSTATE is

sqlstate, SQLCODE is sqlcode.

Explanation: The user did not specify the Apply
qualifier. The ASNSAT program encountered an error
while retrieving the USER special register.

User response: Specify the Apply qualifier following
the -q keyword.

ASN1315E  APPLY apply_qualifier. Cannot connect to
database server. SQLSTATE is sqlstate,

SQLCODE is sglcode.

Explanation: An error occurred while attempting to
connect to the target database.

User response: Refer to your database message
reference.

ASN1316E  APPLY apply_qualifier. ASNSAT
encountered an error while trying to
bind. The SQLSTATE is sqlstate,

SQLCODE is sqlcode.

Explanation: An error occurred while attempting to
auto bind.

User response: Make sure that the bind file exists in
the sqllib\bnd directory.

ASN1317E  APPLY apply_qualifier. An SQL error
occurred while ASNSAT was getting the
CD_TABLE value from
ASN.IBMSNAP_REGISTER table.
SQLSTATE is sglstate, SQLCODE is

sqlcode.
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Explanation: An SQL error occurred while selecting
from the register table.

User response: Refer to your database message
reference.

ASN1318E  APPLY apply_qualifier. An SQL error
occurred while ASNSAT attempted to
get the DB2 node type. SQLSTATE is

sqlstate, SQLCODE is sqlcode.

Explanation: An error occurred while retrieving the
node type configuration parameter.

User response: Refer to your database message
reference.

ASN13191  APPLY : apply_qualifier : The program is
rebinding the package that is required
for full refresh with the option

CONCURRENTACCESSRESOLUTION

WAIT FOR OUTCOME.

Explanation: To ensure that the full refresh of the
target table successfully selects all data from the source
server, the Apply program must bind the SQL packages
with this option. The option forces the SELECT
operation to wait until all in-progress transactions that
modify the source table are completed before beginning
to retrieve the rows.

User response: This message is for your information
only. No action is required.

ASN1320W  APPLY : apply_qualifier : The program
was unable to bind the packages that
are required for full refresh. Bind failed
on package package_name from the file
path_filename. The SQLCODE sglcode was
returned.

Explanation: The program encountered an error when
it attempted to bind a required package for full refresh.

User response: Interpret the SQLCODE of the failed
bind call. If you need to ensure that no data is lost
during a full refresh, fix the problem and then restart
the Apply program. You can manually bind the
required packages by connecting to the source database
and running the following command:

db2 bind @gapplycs.lst
CONCURRENTACCESSRESOLUTION WAIT_FOR_OUTCOME

If you are only performing differential refresh, you can
ignore this warning.

ASN13211  APPLY apply_qualifier : Number rows were
committed to the target table
table_owner.table_name during a full

refresh operation.

Explanation: The Apply program committed the



indicated number of rows to the target table during the
most recent commit of the full refresh. You can control
the number of rows in each commit by using the
nickname_commit_ct parameter.

User response: This message is for your information
only. No action is required.

ASN1322W  APPLY : apply_qualifier : The Apply
program parameter
MONITOR_ENABLED is set to Y, but a
control table that is required to use the
monitoring functionality,
ASN.IBMSNAP_APPLYMON, does not
exist. No Apply status information will
be saved.

Explanation: When MONITOR_ENABLED is set to Y,
the Apply program inserts information about its status
into the ASN.IBMSNAP_APPLYMON table. The table
was not found and so no status information can be
saved.

User response: Take one of the following actions:

* Create the ASN.IBMSNAP_APPLYMON table on the
Apply control server. You can use the following SQL
statements:

CREATE TABLE ASN.IBMSNAP_APPLYMON
(MONITOR_TIME TIMESTAMP NOT NULL,
APPLY_QUAL CHAR(18) NOT NULL,
WHOS_ON_FIRST CHAR(1),
STATE SMALLINT,
CURRENT _SET_NAME CHAR(18),
CURRENT TABOWNER VARCHAR(128),
CURRENT_TABNAME VARCHAR(128)
)s

CREATE INDEX IXIBMSNAP APPLYMON ON
ASN. IBMSNAP_APPLYMON (MONITOR_TIME,
APPLY QUAL,
WHOS_ON_FIRST);

Restart the Apply program with
MONITOR_ENABLED=Y after the table is created.

* Continue without Apply status information. Apply
issues the warning message once and keeps
processing subscriptions if the table does not exist.
You can change the value of the
MONITOR_ENABLED column in the
ASN.IBMSNAP_APPPARMS table to N and Apply
will use this value the next time it is restarted.

ASN1323E  APPLY apply_qualifier : The value of the
ARCH_LEVEL column in the
ASN.IBMSNAP_APPLEVEL table on
control server control_alias is not at the
expected level of 1001 for subscription
set set_name. The subscription set was

deactivated.

Explanation: The Apply control tables must be
migrated to Version 10 when the Apply program is

ASN1322W « ASN1326E

upgraded to Version 10. After migration, the value in
the ARCH_LEVEL column in the
ASN.IBMSNAP_APPLEVEL table is 1001.

User response: Follow the steps in the SQL
Replication Version 10 migration information to migrate
the Apply control server, and then reactivate the
subscription set.

ASN1324E  APPLY apply_qualifier : The Apply
program cannot work with the Capture
program on source server source_alias
because the Capture control tables have
a value of value in the COMPATIBILITY
column of the IBMSNAP_CAPPARMS
table for the subscription set set_name.

The subscription set was deactivated.

Explanation: The Capture server is at Version 10,
which requires the Apply program and Apply control
server to also be at Version 10 to support new restart
information and 16-byte columns for log sequence
numbers.

User response: Follow these steps:

* Upgrade the Apply program and Apply control
server to Version 10 or above.

* Migrate the Apply control tables to Version 10.
* Reactivate the subscription set.

ASN1325E  APPLY apply_qualifier : The target CCD
table table_owner.table_name in the
subscription set set_name was not
upgraded to include 16-byte columns to
hold log sequence numbers (LSN). The
Capture program is at Version 10 with a
value of 1001 in the COMPATIBILITY
column of the IBMSNAP_CAPPARMS
table. The subscription set was
deactivated.

Explanation: When the Capture program is at Version
10, target CCD tables require 16-byte LSN columns
(IBMSNAP_COMMITSEQ, IBMSNAP_INTENTSEQ) to
hold log sequence number details from the Capture
program.

User response: Follow the steps in the SQL
Replication Version 10 migration information to
upgrade target CCD tables to 16-byte LSN columns and
reactivate the subscription set.

ASN1326E  APPLY apply_qualifier : The Apply
program does not support the source
CCD table table_owner.table_name on
source server source_alias for subscription
set set_name because the source server
uses 16-byte columns for log sequence
numbers (LSN). The subscription set

was deactivated.
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Explanation: Because the Apply program is older than
Version 10, it does not support 16-byte LSN columns.
The source CCD table was upgraded to 16-byte LSN
columns, and so the Apply program cannot work with
this table

User response: Upgrade the Apply program and
Apply control server to Version 10 or above to support
16-byte LSN columns and reactivate the subscription
set.

ASN1327E  APPLY apply_qualifier : For subscription
set set_name, a value of 1001 is set for
ARCH_LEVEL in the
ASN.IBMSNAP_SUBS_SET table, but
on source server source_alias either the
COMPATIBILITY column does not exist
in the IBMSNAP_CAPPARMS table or
the value in the COMPATIBILITY
column is 0801. The compatibility value
must be updated to 1001. The
subscription set was deactivated.

Explanation: When the ARCH_LEVEL value for a
subscription set is 1001, the Capture compatibility value
must be changed to 1001.

User response: Run the Version 10 Capture migration
and compatibility script, and reactivate the subscription
set.

ASN1328E  APPLY apply_qualifier : The subscription
set sef_name was deactivated because the
parameter table fable_name on source
server source_alias is empty or contains
more than one row.

Explanation: The program parameter table must have
exactly one row.
User response: Follow these steps:

1. Make sure that the parameter table is in the right
format and contains exactly one row. You can find
the correct DDL for the table in the migration
scripts in the sqllib/samples/repl/migl0 directory.

2. Reactivate the subscription set.
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ASN1500I  The replication action action_name
started at timestamp with architecture
level architecture_level. The Capture
server is capture_serveralias and the

Capture schema is capture_schema.

Explanation: Valid values for action name are Create
Capture server control tables and Drop Capture server
control tables.

User response: This message is for your information
only, and no action is required.

ASN15011  The replication action action_name
started at timestamp with architecture
level architecture_level. The Capture
server is capture_serveralias, the remote
server is remote_servername, and the

Capture schema is capture_schema.

Explanation: Valid values for action name are Create
Capture server control tables and Drop Capture server
control tables.

User response: This message is for your information
only, and no action is required.

ASN15021 The replication action action_name
started at timestamp with architecture
level architecture_level. The Apply control

server is apply_serveralias.

Explanation: Valid values for action name are Create
Apply server control tables and Drop Apply server control
tables.

User response: This message is for your information
only, and no action is required.

ASN15031  The replication action action_name
started at timestamp. The Capture server
is capture_serveralias, the Capture schema
is capture_schema, the source owner is
source_owner, and the source table, view,

or nickname is source_table.

Explanation: Valid values for action name are Create
Registration, Drop Registration, Alter Registration, Add
Registration, and Promote Registration.

User response: This message is for your information
only, and no action is required.
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ASN15041  The replication action action_name
started at timestamp. The Capture server
is capture_serveralias, the remote server is
remote_server, the Capture schema is
capture_schema, the source owner is
source_owner, and the source table, view,

or nickname is source_table.

Explanation: Valid values for action name are Create
Registration and Drop Registration.

User response: This message is for your information
only, and no action is required.

ASN15051 The replication action action_name
started. The subscription set information
follows: the Apply control server is
control_server, the Apply qualifier is
apply_qualifier, the set name is set_name,
the target server is target_server for
remote server remote_servername, the
Capture server is capture_server for
remote server remote_servername, and the
Capture schema is capture_schema.

Explanation: Valid values for action name are Create
Subscription Set, Drop Subscription Set, Alter Subscription
Set, and Promote Subscription Set.

User response: This message is for your information
only, and no action is required.

ASN15061  The replication action action_name
started at timestamp. The subscription set
information follows: the Apply control
server is control_server, the Apply
qualifier is apply_qualifier, the set name
is set_name, the target server is
target_server, the Capture server is
capture_server for remote server
remote_servername, and the Capture
schema is capture_schema.

Explanation: Valid values for action name are Create
Subscription Set, Drop Subscription Set, Alter Subscription
Set, and Promote Subscription Set.

User response: This message is for your information
only, and no action is required.
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ASN15071  The replication action action_name
started at timestamp. The subscription set
information follows: the Apply control
server is control_server, the Apply
qualifier is apply_qualifier, the set name
is set_name, the target server is
target_server for remote server
remote_server, the Capture server is
capture_server, and the Capture schema is

capture_schema.

Explanation: Valid values for action name are Create
Subscription Set, Drop Subscription Set, Alter Subscription
Set, and Promote Subscription Set.

User response: This message is for your information
only, and no action is required.

ASN15081  The replication action action_name
started at timestamp. The subscription set
information follows: the Apply control
server is control_server, the Apply
qualifier is apply_qualifier, the set name
is set_name, the target server is
target_server, the Capture server is
capture_server, and the Capture schema is

capture_schema.

Explanation: Valid values for action name are Create
Subscription Set, Drop Subscription Set, Alter Subscription
Set, and Promote Subscription Set.

User response: This message is for your information
only, and no action is required.

ASN1510I  The replication action action_name ended

successfully at timestamp.

Explanation: Valid values for action name are Create
Capture server control tables, Drop Capture server control
tables, Create Apply control server control tables, and Drop
Apply control server control tables.

User response: This message is for your information
only, and no action is required.

ASN15111  The replication action action_name ended
successfully for source owner
source_owner and source table, view, or

nickname source_table.

Explanation: Valid values for action name are Create
Registration, Drop Registration, Alter Registration, Add
Registration Column, and Promote Registration.

User response: This message is for your information
only, and no action is required.
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ASN15121  The replication action action_name ended
successfully for Apply qualifier

apply_qual, set name set_name.

Explanation: Valid values for action name are Create
Subscription Set, Drop Subscription Set, Alter Subscription
Set, Add Statements to Subscription Set, Drop Statements
from Subscription Set, and Promote Subscription Set.

User response: This message is for your information
only, and no action is required.

ASN15131  The replication action action_name ended
successfully for Apply qualifier
apply_qual, set name set_name,
WHOS_ON_FIRST whos_on_first, source
owner source_owner, source table
source_table, source view qualifier
source_view_qual, target owner

target_owner, and target table target_table.
Explanation: The following values are valid for action
name:
 Add Subscription Member
* Add Subscription Member Column
* Drop Subscription Member

User response: This message is for your information
only, and no action is required.

ASN15141  The replication action ended at
timestamp with number successes, number

errors, and number warnings.

Explanation: At least one of the tasks in the ASNCLP
script failed. The number of errors depends partly on
the following options that determine whether the
ASNCLP continues to process commands after errors:

SET RUN SCRIPT NOW
» STOP ON SQL ERROR ON (default)
* STOP ON SQL ERROR OFF

SET RUN SCRIPT LATER

* GENERATE SQL FOR EXISTING NO
(default)

* GENERATE SQL FOR EXISTING YES

User response: The ASNCLP log file has messages for
any tasks that fail. The messages are prefaced by an
ASN error code. For more details about the task that
prompted an error, look for an informational message
for that task, for example Create Q Subscription -
ASN2003I. To learn more about setting error options for
script processing, see "How the ASNCLP handles errors
while generating and running scripts” in the
Information Management Software for z/OS Solutions
Information Center or DB2 Information Center.




ASN1550E

The replication action action_name ended
in error. The value for the input
parameter input_parameter is missing.

Explanation: The input parameter is mandatory for
this action and is missing.

User response: Provide the mandatory parameter and
rerun the Replication action.

ASN1551E

The replication action action_name ended
in error. The value value for the input
parameter input_parameter is incorrect.
The reason code is reason_code.

Explanation: The value provided for the input
parameter is not a valid value. The following values are
valid for the reason code:

0

Blocking minutes value should be between
0-999.

Commit Count value should be between 0-999.

Server Type value should be Capture Server.

Table type value should be one of the
following types:

* USERTABLE

* CCD TABLE

* POINT IN TIME

* BASE AGGREGATE

* CHANGE AGGREGATE
* REPLICA

* USERCOPY

Remote Server Name value should be NULL.

Server Type value should be one of the
following types:

» Capture Server
* Control Server
* Capture and Control Server

* Capture, Control and Target Server

Internal CCD tables must be noncomplete.

The Apply qualifier exceeds the maximum
length of 18 characters.

10

11

12

13

15

16

17

18

19

20

21

22

23

24
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The set name exceeds the maximum length of
18 characters.

Event names must be 128 bytes or fewer in
length.

The source Capture schema name exceeds the
maximum length of 128 bytes.

The target Capture schema name exceeds the
maximum length of 128 bytes.

The BEFORE_OR_AFTER statement value
must be 'A’, 'B', or 'S".

The EI_OR_CALL value must be 'C' or 'E".

SQLSTATES must be 50 digits or fewer in
length.

SQLSTATES must be numeric

The CONFLICT_LEVEL must be zero (0) or
NONE.

The CHGONLY value must be 'N'.

The external CCD table is noncondensed and
contains LOB columns.

The CONFLICT_LEVEL must be between 0
and 2.

The CHGONLY value must be 'Y' or 'N'.

The RECAPTURE value must be "Y' or 'N'.

The DISABLE_REFRESH value must be 0 or 1.

The CHG_UPD_TO_DEL_INS value must be
"Y' or 'N".
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The STOP_ON_ERROR value must be "Y' or
'N'".

25

The BEFORE_IMG_PREFIX value must be
only one character.

26

The corresponding table space does not have
the New Tablespace flag set to true in any of the
previous scenarios.

27

The table name is not a valid control table. See
the SQL Replication table structures
documentation in the IBM Information
Management Software for z/OS Solutions
Information Center or DB2 Information Center
for a valid list of control tables.

28

A federated server was found but a
corresponding federated schema name was not
provided. When calling the API for a federated
system, ensure that the federated schema
name is provided.

29

The specified remote source database name on
the OS/400 system does not match the remote
source database name of the registration.

User response: Provide a valid value for the input
parameter, and rerun the replication action.

ASN1552E  The replication action action_name ended
in error. The value valuel for input
parameter input_parameter] is
incompatible with the value value2 for

input parameter input_parameter?.

Explanation: The value provided for the replication
parameter conflicts with another parameter
specification.

User response: Provide valid values for the input
parameters and rerun the replication action. See the
replication system commands documentation in the
IBM Information Management Software for z/OS
Solutions Information Center or DB2 Information
Center for details.

ASN1553E  The value valuel for input parameter
input_parameterl is incompatible with the
value value? for the existing subscription
set subscription_set, Apply qualifier
apply_qual, and WHOS_ON_FIRST

whos_on_first.

Explanation: The value provided for the replication
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parameter conflicts with one of the values for the
existing subscription set.

User response: Provide a valid value for the input
parameter or change the subscription set definition,
and rerun the replication action. See the replication
system commands documentation in the IBM
Information Management Software for z/OS Solutions
Information Center or DB2 Information Center for
details.

ASN1560E The replication action ended in error.
An SQL error was encountered. SQL

message: sql_message.

Explanation: An error occurred during the execution
of an SQL statement.

User response: Refer to your database message
reference for SQL.

ASN1561E  Connection to the server server_alias
cannot be established. An SQL error
was encountered. SQL message:

sql_message.

Explanation: The connection to the specified server
could not be established.

User response: Refer to your database message
reference for SQL. Verify that the userid and password
information is correct.

ASN1562E  The replication action ended in error.
An unexpected error occurred. Reference

Code reference_code.

Explanation: The specified action cannot be performed
because of a run time error.

User response: Contact IBM Software Support.

ASN1563E  The replication action action_name ended
in error. The replication architecture
level arch_level does not support server

server_alias.

Explanation: The specified replication architecture
level is not supported on the specified server operating
system, version, or release.

User response: See "Table structures for SQL
Replication" in the IBM Information Management
Software for z/OS Solutions Information Center or DB2
Information Center to check the required value for the
ARCH_LEVEL column in the register table.

ASN1564E  The replication action action_name ended
in error. The Capture server architecture
level arch_level for Capture schema
capture_schema does not support this

replication action.



Explanation: The replication architecture level found
in the IBMSNAP_REGISTER table for this Capture
schema does not allow the specified replication action.

User response: Migrate the Capture control tables to
Version 8 architecture level before retrying this action.

ASN1565E  The replication action action_name ended
in error. The Apply control server
architecture level arch_level does not

support this replication action.

Explanation: The replication architecture level found
in the ASN.IBMSNAP_SUBS_SET table does not allow
the specified replication action.

User response: Migrate the Apply control tables to
Version 8 architecture level before retrying the action.

ASN1567W The table space container information
for table space tablespace_name cannot be
read, because the DB2 stored procedure
procedure_name in the library library_name
cannot be found.

Explanation: The DB2 stored procedure
READTSCINFOS cannot be found on the Capture
server or target server. The stored procedure is required
to retrieve DB2 table space container information for
that server.

User response: Determine whether the stored
procedure exists on the server: check if the file db2rtsc
exists in the function directory of the sqllib directory.
The file db2rtsc might not exist if the server is a pre-V8
server. If the stored procedure does not exist, then edit
the table space container definition that is provided in
the output script.

ASN1568E  The name length length for the database
object, objectname exceeds the allowed

limit of allowed_limit.

Explanation: The database object type provided in the
second parameter allows a length that is smaller than
the length of the actual object provided in the third
parameter. As in the Properties file, the following
values are valid for the object: Table, Index, Tablespace,
Table owner, Nickname.

User response: Refer to the SQL Reference for the
appropriate database, and provide the correct name
length.

ASN1569E The name of the database object to be
created is identical to the existing name

objectowner.objectname of type object_type.

Explanation: The database object cannot be created
because there is already a database object of the same
type with the same name. As in the properties file, the
following values are valid for the object: Table, Index,
Nickname, Tablespace, Table owner.

ASN1565E « ASN1572E

User response: Provide a name for that object that
does not already exist in DB2, and reissue the
replication task.

ASN1570E  The database object object,

objectowner.objectname does not exist.

Explanation: The database object does not exist in the
DB2 catalog. This object must exist in order to be
defined as a source or target of a subscription set, as
per the replication action. This object might have been
defined as part of an existing registration or
subscription-set definition but is not found in the DB2
catalog. As in the properties file, the following values
are valid for the object: Table, Index, Nickname,
Tablespace, Table owner, View.

User response: Provide a name that already exists in
DB2, and reissue the replication task. If the object was
defined as part of an existing registration or
subscription-set definition, verify that the object exists
in the DB2 catalog.

The database table tableowner.tablename
cannot be created: the database
definition is not valid for data type
datatype and column column_name. The
reason code is reason_code.

ASN1571E

Explanation: The following values are valid for the
reason code:

0 The datatype is not supported on this
platform.
1 The length of the column is not supported on

this platform.

2 The precision or scale of the column is not
supported on this platform.

User response: Refer to the SQL reference for the
appropriate database.

ASN1572E  The row size row_size for the database
object objectowner.objectname of type
object_type exceeds its database buffer
pool row size bufferpool_rowsize. The

database object cannot be created.

Explanation: The row size of a table cannot exceed the
table space page size for that table. The table space
page size is derived from the buffer pool page size to
which it belongs. No script is generated.

User response: You might have to create the table in a
different table space. Refer to your DB2 platform
documentation.
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ASN1573E  ASN1580I

ASN1573E  The number of columns number_columns
for the database object
objectowner.objectname of type object_type
exceeds the database limit db2_[limit. The

database object cannot be created.

Explanation: The number of columns that a database
object (table or index) can contain depends on the DB2
platform but cannot exceed a predefined number. No
script is generated. The following values are valid for
object type: table, index.

User response: Redesign the DB2 object.

ASN1574E  The DB2 page size page_size for table
space tablespace_name is not valid.

Reason code reason_code.

Explanation: The page size must be valid for the table
space to be created successfully. The following values
are valid for reason code:

0 Page size is not equal to the page size of the
given buffer pool.

1 Page size is not equal to one of the following:
4K, 8K, 16K, 32K.

User response: Refer to the DB2 SQL Reference for
appropriate page size ranges or values.

ASN1575W The DB2 table tableowner-tablename will
be created in the DB2 default table
space.

Explanation: No table space name was specified
indicating where to create the specified table, so the
table will be created in the DB2 default table space.
This might be a problem if the default table space
specifications are not appropriate for the specified
table.

User response: Refer to the SQL Reference for the DB2
defaults. If you require the table to be in its own table
space, then reissue the replication task with the
appropriate specifications. No action is required if the
default is appropriate for the table.

ASN1576W The DB2 index index_name will be
created in the DB2 default index space
or table space.

Explanation: A table space (for workstation operating
systems) or an index space (for z/OS operating
systems) was not provided into which the specified
index might be created. Therefore, the index is created
using the DB2 defaults. This might be a problem if the
default specifications are not appropriate for the
specified index.

User response: Refer to the SQL Reference for the DB2
defaults. If you require the index to be in its own table
space or index space, then reissue the replication task
with the appropriate specifications. No action is

172 Message Reference Volume 1

required if the default is appropriate for the index.

ASN1577W The DB2 table space tablespace will be
created in the DB2 default database.

Explanation: For z/OS operating systems only, a
database was not provided into which the specified
table space might be created. Therefore, the table space
is created using the DB2 defaults. This might be a
problem if the default specifications are not appropriate
for the specified table space.

User response: Refer to the SQL Reference for the DB2
defaults. If you require the table space to be in its own
database, then reissue the replication task with the
appropriate specifications. No action is required if the
default is appropriate for the table space.

ASN15781  The DB2 table space tablespace will be

created in the DB2 default storage
group.

Explanation: For workstation and z/OS operating
systems only, a storage group was not provided into
which the specified table space might be created.
Therefore, the table space is created using the DB2
defaults. This might be a problem if the default
specifications are not appropriate for the specified table
space.

User response: Refer to the SQL Reference for the DB2
defaults. If you require the table space to be in its own
storage group, then reissue the replication task with the
appropriate specifications. No action is required if the
default is appropriate for the table space.

ASN15791 The DB2 index index_name will be

created in the DB2 default storage
group.

Explanation: For workstation and z/OS operating
systems only, a storage group was not specified into
which the DB2 index might be created. Therefore, DB2
created the index using the default specification. This
might be a problem if the default specifications are not
appropriate for the specified index.

User response: Refer to the SQL Reference for the DB2
defaults. If you require the index to be in its own
storage group, then reissue the replication task with the
appropriate specifications. No action is required if the
default is appropriate for the index.

ASN1580I  The DB2 table space tablespace will be

created in the DB2 default buffer pool.

Explanation: For workstation and z/OS operating
systems only, a buffer pool was not provided into
which the specified table space might be created.
Therefore, the table space is created using the DB2
defaults. This might be a problem if the default



specifications are not appropriate for the specified table
space.

User response: Refer to the SQL Reference for the DB2
defaults. If you require the table space to be in its own
buffer pool, then reissue the replication task with the
appropriate specifications. No action is required if the
default is appropriate for the table space.

ASN15811 = ASN1588E

Explanation: The Replication architecture level found
in the captureschema IBMSNAP_REGISTER does not
allow the specified replication action.

User response: Drop the control tables on the Capture
control server manually because the architecture level is
not supported. Create the control tables with a valid
architecture level.

ASN15811 The DB2 index index_name will be

created in the DB2 default buffer pool.

Explanation: For workstation and z/OS operating
systems only, a buffer pool was not provided into
which the specified index might be created. Therefore,
the index is created using the DB2 defaults. This might
be a problem if the default specifications are not
appropriate for the specified index.

User response: Refer to the SQL Reference for the DB2
defaults. If you require the index to be in its own buffer
pool, then reissue the replication task with the
appropriate specifications. No action is required if the
default is appropriate for the index.

ASN1582W The table space fablespace will be created
in buffer pool buffer_pool but the buffer
pool does not exist or is not active.

Explanation:

* For applications on a DB2 for z/OS database, the
buffer pool is not active into which the table space
might be created.

¢ For applications on a DB2 for Linux, UNIX, and
Windows database, the buffer pool does not exist
into which the specified table space might be created.

User response:

e For a DB2 for z/0OS database, make sure the buffer
pool is active at the time of running the script.

e For a DB2 for Linux, UNIX, and Window database,
make sure that the buffer pool exists at the time of
running the script.

ASN1583E  The PageSize page_size for Table space
tablespace does not match the default

buffer pool PageSize.

Explanation: The given PageSize does not match the
PageSize of the default buffer pool. The table space
cannot be created.

User response: Change the PageSize or choose
another buffer pool.

ASN1584E  The replication action action_name ended
in error. The Capture server Replication
architecture level arch_level for Capture
schema capture_schema is not a valid

architecture level.

ASN1585E  The replication action action_name ended
in error. The Apply control server
Replication architecture level arch_level

is not a valid architecture level.

Explanation: The Replication architecture level found
in the ASN.IBMSNAP_SUBS_SET does not allow the
specified replication action.

User response: Drop the control table on the Apply
control server manually because the architecture level is
not supported. Create the control tables with a valid
architecture level.

ASN1586W The DB2 table tableowner.tablename will
be created in the DB2 default database.

Explanation: For z/OS operating systems only, a
database was not provided into which the specified
table might be created. Therefore, the table is created
using the DB2 defaults. This might be a problem if the
default specifications are not appropriate for the
specified table.

User response: Refer to the SQL Reference for the DB2
defaults. If you require the table space to be in its own
database, then reissue the replication task with the
appropriate specifications. No action is required if the
default is appropriate for the table.

ASN1587E  The value value for the parameter
parameter_name of the database object
object_name, which has a type of type, is

not valid.

Explanation: The provided value is not valid or
conflicts with another parameter value.

User response: Refer to the SQL reference for valid
values.

ASN1588E  The value encoding_scheme that was
provided for the parameter encoding
scheme is not valid for the DB2 server

server_namie.

Explanation: The provided value for the encoding
scheme is not valid for the DB2 version of the server.
No script is generated.

User response: Refer to the SQL reference for a valid
value of the encoding scheme for the DB2 version.
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ASN1589W « ASN1605E

ASN1589W  The calculation of the size of the table
space container container of the table
space tspace resulted in an incorrect
container size. Therefore the container
size has been changed to size size
megabytes.

Explanation: The calculation of the table space
container size has resulted in a value that is too low to
be used in a valid table space container definition. To
ensure that the definition will be accepted by DB2, a
replication-specific minimum container size has been
provided for the table space container definition.

User response: For the calculation based on a
percentage of the current source table size, check
whether the source table contains data and if the
statistics of the source table are up to date (using the
RUNSTATS utility) . For the calculation based on a
number of rows, check whether the number of rows is
realistic.

ASN1590E  The DB2 table space table_sp_name is
partitioned and in the DB2 object_type
group. It should not be partitioned and it
should be in the object_type

IBMCATGROUP.

Explanation: The provided table space is a partitioned
table space. Creation of the replication control tables in
a partitioned table space is not supported. No script is

generated.

User response: Specify a table space that is not
partitioned.

ASN1600E  The remote server remote_server_name

cannot be found.

Explanation: The specified remote server name cannot
be found in the federated catalog table
SYSIBM.SYSSERVERS, for the SERVERNAME value
that was provided. The non-DB2 relational server
cannot be accessed.

User response: Verify the input provided for the
remote server name and try the action again.

The REMOTE AUTHID information for
the remote serverremote_servername
cannot be found.

ASN1601E

Explanation: The remote authentication information
cannot be found in the federated catalog table
SYSIBM.SYSUSEROPTIONS, for the SERVERNAME
value provided. The non-DB2 relational server cannot
be accessed.

User response: Verify the input provided for the
remote server name and try the action again.
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ASN1602E  The server server_alias does not support

access to federated servers.

Explanation: The federated replication functions are
only supported on DB2 for Linux, UNIX, and Windows
Version 8 and higher.

User response: Make sure that the specified database
server is at the correct level or do not issue the
replication task against a server that does not support
it.

ASN1603E  The Apply control server cannot reside

on a non-DB2 relational server.

Explanation: Non-DB2 relational servers can be
Capture control servers or target servers, but they
cannot be Apply control servers.

User response: Specify a DB2 server as the Apply
control server.

ASN1604E The remote table remoteowner.tablename
exists in the non-DB2 relational server,
but the provided nickname
nicknameowner.nickname cannot be found

in the federated server.

Explanation: The specified remote table exists in the
remote database but the corresponding nickname is not
found in the federated database.

User response:

1. Refer to "Configuring data sources" in the DB2
Information Center for details on how to create a
nickname.

2. Create the nickname in the federated database.

3. Issue the replication task again.

ASN1605E The nickname nicknameowner.nickname
exists in the federated server but the
remote table remoteowner.remotetable
cannot be found in the non-DB2

relational server.

Explanation: The nickname for the specified remote
table exists but the corresponding remote table does not
exist in the remote database.

User response:

1. Drop the nickname.

2. Depending on the table type, perform the following
actions:
* If the table is a user table, create the remote table
in the remote server.
e If the table is a replication control table on the
Capture control server, perform the following
actions:

a. Copy the data from the existing control tables
on the Capture control server.



b. Drop the control tables on the Capture control
server.

c. Create the control tables on the Capture
control server.

3. Create the nickname in the federated server.

4. Issue the replication task again.

ASN1606W The nickname
nickname_owner.nickname_name exists in
the Federated server but the remote
table table_owner.table_name cannot be
found in the non-IBM server.

Explanation: The nickname for the specified remote
table exists but the corresponding remote table does not
exist in the remote database. Although this is an
orphan nickname, this inconsistent state is still
tolerated when dropping Replication definitions. A
script is generated.

User response: The source nickname is not dropped
when dropping the replication definitions. To ensure a
consistent catalog, drop the nickname.

ASN1607W It is strongly recommended to alter the
nickname nickname_owner.nickname_name
that is defined for the replication
subscription target to alter the local data
type of column column_name from
existing_local_datatype to
recommended_local_datatype and ensure
the proper source-to-target mapping for
column data types.

Explanation: A mismatch was found between a source
column data type and its corresponding nickname
target column data type. The mismatch does not violate
DB2 compatibility rules, but it might cause a problem
to native non-IBM end-user applications. The problem
does not occur during replication of the column data.
The problem does occur if end-user applications
retrieve the data. For example, if the nickname data
type is created using the default mappings from the
non-DB2 relational data type to the DB2 data type, the
column will hold the broadest range of data type
values, which might clash with the end-user
application requirement of a more restrictive data type.
A script is generated.

User response: Check the target to ensure that the
nickname data type you need at the target is indeed the
source column data type. If it is, then issue an ALTER
NICKNAME statement to change the local data type of
the nickname column. When you alter the nickname
local data type to be the same as the source column
data type, you enforce that the end-user application on
the non-DB2 relational server sees the same data type
as the source column data type.

ASN1606W ¢ ASN1620E

ASN1608I  The nickname source_nickname for the
source and the nickname ccd_nickname
for the consistent-change data (CCD)
table have a column data type that is
altered. The local data type column
local_datatype is set to changed_datatype
because the remote data type is

remote_datatype. Reason code reason_code.

Explanation: When creating the nickname for a CCD
table, the nickname is altered based on the data type of
the CCD table that is created in the non-DB2 relational
server to ensure the proper data type setting. A script is
generated that updates the definitions that were
provided in the replication administration tool.

User response: No action is required if the replication
updates are acceptable.

The nickname nicknameowner.nickname
exists in the Federated server but the
remote table remoteowner.remotetable does
not contain all the necessary columns.

ASN1609E

Explanation: The target table nickname exists, and
contains only a subset of the columns requested in the
subscription.

User response: Use another Nickname as the target
table or change the subscription to match the columns
in the existing nickname.

ASN1620E  Both Capture control tables and Apply
control tables already exist. Capture
control tables exist with architecture
level capture_arch_level and Capture
schema capture_schema. Apply control
tables exist with architecture level

apply_arch_level.

Explanation: The IBMSNAP_REGISTER table for this
Capture schema and the ASN.IBMSNAP_SUBS_SET
table already exist at the given server.

User response:

* If the architecture level of the existing
IBMSNAP_REGISTER table for this Capture schema
is 0201:

— If the IBMSNAP_REGISTER table is already
populated with valid replication definitions,
migrate the Capture control tables to the latest
version supported by replication.

— If the IBMSNAP_REGISTER table is empty, drop
the older version of the Capture control tables and
reissue the replication task again.

* If the architecture level of the existing Capture
control tables is Version 8 or later and it is the
architecture level you intend, consider creating
Capture control tables with a different Capture
schema name.
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ASN1621W « ASN1625I

¢ If the architecture level of the existing
ASN.IBMSNAP_SUBS_SET table is 0201:

— If the ASN.IBMSNAP_SUBS_SET table is already
populated with valid replication definitions,
migrate the Apply control tables to the latest
version supported by replication

— If the ASN.IBMSNAP_SUBS_SET control table is
empty, drop the older version of the Apply control
tables and reissue the replication task again.

e If the architecture level of the existing Apply control
tables is Version 8 or later and it is the architecture
level you intend, consider creating Apply control
tables on a different server.

ASN1621W At least one row was found in the
control table table_owner-table_name.
Dropping this control table will drop all
replication definitions stored in the
table.

Explanation: The control tables of the replication
schema selected for the drop request are not empty.
Replication control information will be deleted if the
generated scripts are executed.

User response: Run the generated scripts only if:

* You understand the impact to existing dependent
subscription sets of dropping the control tables from
the Capture control server.

* You understand the impact to existing dependent
subscription sets (for multi-tier scenarios) of
dropping control tables from the Apply control
server.

* You do not want replication to run the Capture or
the Apply processes for these definitions anymore.

If the architecture level is 0201, migrate the Capture or
Apply control tables to the latest architecture level
before dropping the control tables.

ASN1622E  The replication action action_name ended
in error. The required control table
controlowner.controltable could not be

found.

Explanation: Replication definitions are stored in
Replication control tables. These tables must exist
before a registration or subscription definition can be
created. The existence of the IBMSNAP_REGISTER
table is used to check if the control tables for the
Capture control server already exist for a particular
Capture schema. The existence of the
IBMSNAP_SUBS_SET table is used to check if the
control tables on the Apply control server already exist.
The existence of IBMSNAP_SUBS_MEMBR is checked
at the time of checking for the existence of a
subscription member.

User response: If the control table
IBMSNAP_SUBS_MEMBR table does not exist, then
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your environment is in an inconsistent state. You must
drop all the control tables from the Apply control
server and then create them before attempting the
action.

Alternatively, if the control tables IBMSNAP_REGISTER
or IBMSNAP_SUBS_SET do not exist, create them
before adding registration or subscription definitions on
a control server. Otherwise, you can do the following;:

1. If you are doing a registration-related action, check
if the appropriate Capture schema was provided; or
if the appropriate Capture control server was
provided as input.

2. If you are doing a subscription-related action, check
if the appropriate Apply control server was
provided as input.

3. If you are creating a subscription set that contains
target tables that need to be auto-registered at the
target server (CCD or replica), then check if the
appropriate control tables for the Capture control
server exist at the subscription target server.

ASN1623W The Replication control table,
controlowner.controltable could not be
found and is not dropped.

Explanation: The Drop Capture control tables or Drop
Apply control server control tables action was issued and
the control table was missing. The script will not
generate the appropriate DROP statement for that
control table.

User response: This message is for your information
only, and no action is required.

ASN16241 The server server_alias is not a known
Replication Capture server for

capture_schema.

Explanation: The
captureschema.IBMSNAP_REGISTER table could not be
found. A server is defined as a Replication Capture
server when the appropriate Capture server control
tables (including the IBMSNAP_REGISTER table) exist
on the server.

User response: Create the appropriate Capture server
control tables, if needed.

ASN16251 The server server_alias is not a known

Replication Apply control server.

Explanation: The ASN.IBMSNAP_SUBS_SET table
could not be found. A server is defined as a Replication
Apply control server when the appropriate Apply
control server control tables (including the
IBMSNAP_SUBS_SET table) exist on the server.

User response: Create the appropriate control tables
on the Apply control server, if needed.




ASN1626E  Capture server control tables already
exist for architecture level arch_level with

the same Capture schema.

Explanation: The table
captureschema.IBMSNAP_REGISTER already exists at
the given server.

User response:

* If the architecture level of the existing
captureschema.IBMSNAP_REGISTER table is 0801 or
0805, consider the following options:

— Running the command is not necessary because
the tables already exist with the same Capture
schema.

— Run the command under a different Capture
schema.

e If the architecture level of the existing
captureschema.IBMSNAP_REGISTER control table is
0201:

— Migrate the Capture control server control tables
to the Version 8 architecture, if the existing
captureschema.IBMSNAP_REGISTER is already
populated with valid Replication definitions.

— If the control table is empty, simply drop the
pre-V8 Capture server control tables and issue the
Replication task again.

Otherwise, the architecture level is not valid. You
need to drop the tables manually before attempting
to create the tables.

ASN1627E  Some Capture server control tables
already exist with the same Capture
Schema but for which an architecture

level cannot be determined.

Explanation: The table
captureschema.ASN.IBMSNAP_REGISTER does not
exist although other Capture server control tables were
found at the given server. Capture server control tables
cannot be created until the tables are dropped. The
Replication definitions at the Capture server are in an
inconsistent state.

User response: Drop the remaining Capture server
control tables to clean up the Capture control server
definitions, and reissue the Create control table task.
Loss of data occurs, so look at the content of the
remaining control tables before issuing the drop task.

ASN1628E  The Capture server control tables are

not at the architecture level requested.

Explanation: The table
captureschema.IBMSNAP_REGISTER does not exist
with the provided architecture level. No script is
generated.

User response: Issue the replication task again at the
appropriate architecture level for the appropriate

ASN1626E « ASN1631E

Capture control server and Capture schema.

ASN1629E No Capture server control tables were

found for the provided Capture schema.

Explanation: No control tables exist on the Capture
control server. No control tables are dropped, and no
script is generated.

User response: Issue the replication task again at the
appropriate architecture level for the appropriate
Capture control server and Capture schema.

ASN1630W Some Capture server control tables
already exist with Capture schema
capture_schema but their architecture
level cannot be determined. The
replication action action_name for the
provided architecture level arch_level and
Capture schema will drop control tables
that might not belong to the architecture
level provided.

Explanation: The IBMSNAP_REGISTER table does not
exist on the Capture server. The replication architecture
level is unknown, and if you provide an incorrect
architecture level, you might lose critical data. No
checks occur to determine whether a particular
architecture level for the Capture control tables can be
inferred. The control table is dropped if it exists. A
script is generated.

User response: Issue the task again with the
appropriate architecture level for replication.

ASN1631E  Apply control server control tables
already exist for architecture level

arch_level.

Explanation: The table ASN.IBMSNAP_SUBS_SET
already exists at the given server. No script is
generated.

User response: If the architecture level of the existing
ASN.IBMSNAP_SUBS_SET control table is 0201:

e If the existing ASN.IBMSNAP_SUBS_SET is already
populated with valid Replication definitions, migrate
the Apply control server control tables to the Version
8 architecture,

* If the table is empty, simply drop the pre-V8 Apply
control server control tables and reissue the
Replication task again.

Otherwise, the architecture level is not valid. You need
to drop the tables manually before attempting to create
the tables.
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ASN1632E  Some Apply control server control
tables already exist but for which an

architecture level cannot be determined.

Explanation: The table ASN.IBMSNAP_SUBS_SET
does not exist although other Apply control server
control tables were found at the given server. Apply
control server control tables cannot be created until the
tables are dropped. The Replication definitions at the
Apply control server are in an inconsistent state. No
script is generated.

User response: Drop the remaining control tables on
the Apply control server to clean up the Apply control
server replication definitions. Reissue the Create control
table task. Loss of data occurs, so look at the content of
the remaining control tables before issuing the Drop
task.

ASN1633E  The Apply control server control tables
are not at the architecture level

requested.

Explanation: The table ASN.IBMSNAP_SUBS_SET
does not exist with the provided architecture level. No
script is generated.

User response: Issue the replication task again at the
appropriate architecture level for the appropriate Apply
control server.

ASN1634E No Apply control server control tables

were found.

Explanation: There are no control tables to drop from
the Apply control server. No script is generated.

User response: Issue the replication task again at the
appropriate architecture level for the appropriate Apply
control server.

ASN1635W Some Apply control tables already exist
but their architecture level cannot be
determined. The replication action
action_name for the provided architecture
level arch_level will drop control tables
that might not belong to the architecture
level provided.

Explanation: The table ASN.IBMSNAP_SUBS_SET
does not exist on the Apply control server. The
replication architecture level is unknown, and if you
provide an incorrect architecture level, you might lose
critical data. No checks occur to determine whether a
particular Apply control server control table
architecture level can be inferred. If the control table
exists, it is dropped. A script is generated.

User response: Reissue the task with the appropriate
architecture level for replication.
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ASN1636E  The Replication Action of Manual Full
Refresh ended with an error for the
Apply qualifier apply_qual and set name
set_name. The synchpoint in the
capschema.IBMSNAP_PRUNCNTL table
for the source member
sourceowner.sourcetable and the target
member targetowner.target_table is not

translated by the Capture program.

Explanation: The synchpoint is either less than 0 or
equal to hex zeros.

User response: Make sure you run the before load
script to translate the hex zeros and capture is running
on the server.

ASN1637E  The replication action 'Manual Full
Refresh' ended in error for the Apply
qualifier apply_qualifier and the set name
set_name. The target structure of at least
one of the target subscription-set
members in the given subscription set is
greater than eight. None of the
subscription-set members is eligible for
a manual full refresh.

Explanation: The target structure of at least one of the
target subscription-set members in the given
subscription set is greater than eight. A manual full
refresh does not support target structures that are
greater than eight.

User response: Make sure that the target structure of
the subscription-set member is less than or equal to
eight, and then reissue the replication task.

ASN1638W The subscription-set member with a
target of targetowner.targetname and a
source of sourceowner.sourcename is not
complete. This subscription-set member
is not included in the manual full
refresh.

Explanation: The manual full refresh supports
complete targets only. The given subscription-set
member is not complete and cannot be included.

User response: No action is required.

ASN1639E  The replication action 'Manual Full
Refresh' ended in error for the Apply
qualifier apply_qualifier and the set name
set_name. None of the target
subscription-set members in the given
subscription set is complete or eligible

for a manual full refresh.

Explanation: The manual full refresh supports
complete targets only, and none of the targets is
complete.

User response: Make sure that at least one of the



subscription-set members in the subscription set is
complete, and reissue the replication task.

ASN1640E « ASN1659E

User response: Verify the input parameter value, and
re-enter the parameter value.

ASN1640E The replication action ended in error for
the Apply qualifier apply_qualifier and
the set name set_name. There are no
subscription-set members in the

subscription set.

Explanation: The subscription set does not contain
any subscription-set members.

User response: Add at least one subscription-set
member to the subscription set, and reissue the
replication task.

ASN1641E  The replication action action_name ended
in error. This action on an 0S/400
system is supported only through

0S/400 commands.

Explanation: Neither the replication center nor the
command line supports the replication action on an
0S/400 system. The possible actions might be: creating
capture server control tables, creating apply server
control tables, dropping capture server control tables,
or dropping apply server control tables.

User response: Issue OS/400 commands to perform
the replication action.

ASN16501  The replication action action_name
started at timestamp. The monitor server
is server_name and the Group_or_Contact

name is group_name_or_contact_name.

Explanation: The replication action started at the
specified monitor server.

User response: This message is for your information
only, and no action is required.

ASN16531  The replication action action_name for
group_contact_or_condition_name ended
successfully at timestamp. The monitor

server is server_name.

Explanation: The replication action ended successfully
at the specified monitor server.

User response: This message is for your information
only, and no action is required.

ASN1654E  The replication action action_name ended
in error. The length of the input
parameter parameter-name,
parameter_length exceeds the limit

maximum-limit.

Explanation: The length of the specified input
parameter is longer than the maximum allowable
length. No script is generated.

ASN1655E  The replication action action_name ended
in error. The value input_value of the
input parameter input_parameter is

incorrect.

Explanation: The value of the specified input
parameter is not correct.

User response: Refer to your documentation for valid
parameter values.

ASN1656E  The replication action action_name ended
in error. The value of the input
parameter input_parameter is missing.

Explanation: A value for this specified input
parameter is mandatory for this action. However, the
value is missing. No script is generated.

User response: Enter a value for this mandatory input
parameter, and rerun the replication action.

ASN1657E  The replication action action_name ended
in error. At least one optional parameter
value must be specified.

Explanation: You must specify at least one optional
parameter value when issuing a command in which
each parameter value is optional. No script is
generated.

User response: Issue the command again with the
correct parameters.

ASN1658E  The replication action action_name ended
in error. The value valuel of the input
parameter input_parameter] must be
different than the value value? of the

input parameter input_parameter2.

Explanation: The value of one input parameter is the
same as the value of another input parameter and will
result in the creation of inconsistent definitions. No
script is generated.

User response: Issue the command again with valid
parameter values.

ASN1659E  The replication action action_name ended
in error. The contact contact-name already

exists.

Explanation: The specified contact name already exists
in one of the rows in the ASN.IBMSNAP_CONTACTS
table. Contact names must be unique. No script is
generated.

User response: Issue the command again with a
different contact name.

Chapter 37. ASN1500 - ASN1999 179



ASN1660E « ASN1671E

ASN1660E  The replication action action_name ended
in error. The contact contact-name does

not exist.

Explanation: The specified contact name does not
exist in any of the rows in the
ASN.IBMSNAP_CONTACTS table. The contact name
must exist in the ASN.IBMSNAP_CONTACTS table
before you can alter, substitute, delegate, or drop the
name. No script is generated.

User response: Issue the command again with a
different contact name.

ASN1661E  The replication action action_name ended
in error. The contact contact-name cannot
be dropped, because dropping the

contact empties each associated group.

Explanation: A group should have at least one
associated contact. The specified contact is the last
contact in each associated group, and the last contact
cannot be dropped. No script is generated.

User response: Drop each associated group before
attempting to drop the contact.

ASN1662E  The replication action action_name ended
in error. The contact contact-name cannot
be dropped, because the contact is

associated with one or more conditions.

Explanation: The contact name that you are
attempting to drop is the only contact associated with
conditions for either the Capture or Apply components.
No script is generated.

User response: Use the SUBSTITUTE option in the
DROP CONTACT command, or use the SUBSTITUTE

command to change the contact name of the conditions.

If you do not need the conditions, drop the conditions
and then drop the contact.

ASN1663E  The replication action action_name ended
in error. The value startdate_value that is
specified for the start date is greater
than the value enddate_value, which is

specified for the end date.

Explanation: You cannot enter a start date that is
beyond the end date. No script is generated.

User response: Issue the command again with a valid
combination of dates.

ASN1664E  The replication action action_name ended
in error. The group group-name already

exists.

Explanation: The specified group name already exists
in one of the rows in the ASN.IBMSNAP_GROUPS
table. Group names must be unique.
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User response: Change the group name, and issue the
command again.

ASN1665E  The replication action action_name ended
in error. The group group_name does not

exist.

Explanation: The specified group name does not exist
in any of the rows in the ASN.IBMSNAP_GROUPS
table. The group name must exist in the
ASN.IBMSNAP_GROUPS table before you can alter or
drop the group name. No script is generated.

User response: Verify the group name, and reissue the
command.

ASN1666E  The replication action action_name ended
in error. The group group_name cannot
be dropped because it is associated with

one or more conditions.

Explanation: The group that you are attempting to
drop is the only group associated with conditions for
either the Capture or Apply components. No script is
generated.

User response: In order to drop the group, alter the
contacts of the associated conditions and then reissue
the command.

ASN1667E  The replication action action_name ended
in error. The contact contact-name is not
associated with the specified group

group_narne.

Explanation: The contact name that you are
attempting to drop is not associated with the specified
group.

User response: Verify the specified contact name and
reissue the command.

ASN1668E  The replication action action_name ended
in error. The contact contact-name is
already associated with the specified

group group_name.

Explanation: The contact name that you specified is
already associated with the specified group.

User response: No action is required.

ASN1671E  The replication action action_name ended
in error. The alert condition
condition-name already exists for the
monitor qualifier mon-qual, the server
server-name, the schema or qualifier
schema-or-qualifier, and the

subscription-set name set-name.

Explanation: The alert condition that you are
attempting to create already exists with the same



specified parameters on the monitor control server.

User response: Verify this alert condition and issue
the command again.

ASN1672E  The replication action action_name ended
in error. The alert condition
condition-name does not exist for the
monitor qualifier mon-qual, the server
server-name, the schema or qualifier
schema-or-qualifier, and the

subscription-set name set-name.

Explanation: The alert condition that you are
attempting to drop or to alter does not exist on the
monitor control server.

User response: Verify the alert name and issue the
command again.

ASN1673W The condition condition_name is valid
only at the apply qualifier level.

Explanation: The condition name is not valid with a
subscription-set name value. The name of the
subscription set will be ignored.

User response: Do not specify the subscription-set
name value.

ASN1674W  The condition condition_name is valid
only with update-anywhere subscription
sets.

Explanation: The condition name is valid only with
update-anywhere subscription sets.

User response: Do not set this condition. This
condition will be ignored.

ASN16751  This is a test message from the

Replication Center.

Explanation: This message is used to send a test
e-mail verifying the e-mail address entered in the
contact.

User response: This message is for your information
only, and no action is required.

ASN1677E  The replication action action_name ended
in error. The apply qualifier apply-qual
and the subscription-set name sef-name

do not exist on the server server-name.

Explanation: The apply qualifier and the
subscription-set name do not exist in the
IBMSNAP_SUBS_SET table on the specified apply
control server.

User response: Supply a valid apply qualifier and a
valid subscription-set name.

ASN1672E « ASN1681E

ASN1678E  The replication action action_name ended
in error. The capture schema cap-schema

does not exist on the server server-name.

Explanation: The capture schema does not exist in the
ASN.IBMSNAP_CAPSCHEMAS table on the specified
capture control server.

User response: Supply a valid capture schema.

ASN1679E  The replication action action_name ended
in error. The contact contact_name that
you attempted to substitute is not

associated with a condition.

Explanation: The contact name does not exist in the
ASN.IBMSNAP_CONDITIONS table. A contact can be
substituted only if it exists in the
ASN.IBMSNAP_CONDITIONS table. No script is
generated.

User response: Supply a valid contact name.

ASN1680I  The replication action action_name
started at time. The Monitor server is

serover_name.

Explanation: This message is for your information
only.

User response: No action required.

ASN1681E  The request to create the monitor server
failed. Monitor control tables of the

architecture level arch_level already exist.

Explanation: The monitor control tables already exist
on the given server. No SQL script is generated.

User response: If the existing monitor control tables
are of an older level:

* If the existing monitor control tables are already
populated with valid replication definitions, migrate
the monitor control tables to the latest version
supported by replication.

 If the ASN.IBMSNAP_ALERTS table and the
ASN.IBMSNAP_CONDITIONS table are empty, drop
the older version monitor control tables and reissue
the replication task again.

Otherwise, the architecture level is not valid. You need
to drop the tables manually before attempting to create
the tables.

If the architecture level of the existing monitor control
tables stored in the ARCH_LEVEL column of the
ASN.IBMSNAP_MONPARMS table is at the latest level
supported by replication, there is no need to run the
command since the control tables already exist.
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ASN1682E  The replication action ended in error.

No Monitor control tables were found.

Explanation: There are no Monitor control tables to
drop. No script will be generated.

User response: Issue the replication task again for the
appropriate server containing the Monitor control
tables.

ASN1683E  The replication action action_name ended
in error. A row with the specified
capture schema already exists in the
ASN.IBMSNAP_CAPSCHEMAS table
even though the Capture control tables

do not exist under that Capture schema.

Explanation: The IBMSNAP_CAPSCHEMAS table
already contains the Capture schema value that was
specified as input for the "Create Capture Server
Control tables" action. The Capture schema value must
be unique.

User response: Make sure that you have specified the
correct value for the Capture schema field and delete
the row containing the specified Capture schema from
the IBMSNAP_CAPSCHEMAS table. Reissue the task.

ASN1687E  The replication action action_name ended
in error. The table space tablespace_name
does not belong to the IBMCATGROUP

node group.

Explanation: The specified table space does not belong
to the default IBMCATGROUP node group. The
replication action does not support this node group.

User response: Verify the table space name and
reissue the task.

ASN1688E  The replication action action_name ended
in error. The specified table space

options tableowner.tablename are not valid.

Explanation: You can customize the table space when
you create the control tables. You can use existing table
space, a new table space, or a table space that has
already been specified for another control table earlier
in the same session. The values specified in these table
space options are ambiguous. There are either no
values, or more than one value is specified for these
table space options.

User response: Verify the values of the table space
options and reissue the task.

ASN1684W The nickname nicknameowner_nickname
for the replication control table
controlowner.control_table was not found
on the federated database.

Explanation: You tried to drop a nickname of a
replication control table that was already dropped or
deleted; therefore, the generated script does not contain
a DROP statement for that nickname.

User response: This message is for your information
only, and no action is required.

ASN1685W The object objectowner.object_name of type
object_type could not be found on the
non-DB2 relational server.

Explanation: You tried to drop a replication object that
was already dropped or deleted; therefore, the
generated script does not contain a DROP statement for
that replication object.

User response: This message is for your information
only, and no action is required.

ASN1686E  The name length length for the non-DB2
relational object object_name exceeds the

allowed limit of allowed_limit.

Explanation: A non-DB2 object name was specified
whose length is longer than the maximum length
allowed for the actual object.

User response: Refer to the SQL reference for your
database.
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ASN1689E  The replication action action_name ended
in error. There are no alert conditions
for the monitor qualifier
monitor_qualifier_name, the server
capture_or_apply_server, and the schema

or qualifier schema_or_qualifer.

Explanation: No alert conditions are defined for the
specified monitor qualifier, Capture or Apply control
server, and schema or Apply qualifier.

User response: Define at least one alert condition for
the monitor qualifier, Capture or Apply control server,
and schema or Apply qualifier.

ASN1700E  The column
tableowner.tablename.columnname of data
type data_type cannot be included in the

registration. Reason code reason_code.

Explanation: The column cannot be supported by the
replication capture program as defined. No script to
register the specified is generated. The following values
are valid for the reason code:

0 The data type is not supported.

1 The column is already registered.
2 z/0S fieldproc column.

3 This column does not qualify as a

before-image column.

4 The data type is not supported through DB2
for federated.



5 The column does not exist in the source object.

6 The maximum number of registered LOB
columns was exceeded for that table.

7 The column name starts with the before-image
prefix.

8 This column does not qualify as a
before-image column or as an after-image
column.

9 A mixed-case column name is not supported

when the source table is on a non-DB2 server.

10 This column name is a duplicate of one
already provided for this source.

User response: Check the reason code to determine
why the column cannot be registered. Refer to the
replication documentation in the IBM Information
Management Software for z/OS Solutions Information
Center or DB2 Information Center for additional
explanations or restrictions.

ASN1701E  The provided locksize value lock_size for
the given table space fablespace_name is

not valid.

Explanation: Locksize should be equal to the
P(PAGE), R(ROW) or A(ANY), in the case of z/OS
operating system.

User response: Provide the correct locksize and
submit your action again.

ASN1702W  Replication definitions for the registered
column objectowner.objectname.columnname
has been changed to support null
values.

Explanation: before-image columns are required to
support null values. If no before-image column value is
present, an INSERT statement will fail. A script is
generated to update user-provided definitions.

User response: This message is for your information
only; no action is required.

ASN1703E  The table tableowner.tablename cannot be
registered for change-capture

replication. Reason code reason_code.

Explanation: The table cannot be supported by the
capture program as defined. No script is generated. The
following values are valid for the reason code:

0 The table with a z/OS validproc.

1 Existing internal CCD table.

2 Existing CD table.

3 DB2 catalog table (Windows, UNIX, iSeries)
4 The table is already registered.

ASN1701E « ASN1704E

5 The source for an internal CCD table is not a
registered source.

6 The source is a CD table and cannot be
registered.

7 This source name is a duplicate for this
session.

8 The source is a replication control table.

9 Not one of the source columns qualifies for
registration.

10 The maximum number of registered LOB

columns has been exceeded for this table.

11 Structured data types are not supported.

12 The before-image prefix can be only one
character.

13 An internal error occurred.

14 A blank character is not a valid before-image
prefix.

15 iSeries: The source table or view should not

have blank spaces in it.

16 iSeries: A blank space character is not valid in
the CD Table Owner/Name field.

17 iSeries: For a given source, you cannot register
some before-image columns and some
after-image only columns. Either all or none of
the columns must have the before-image.

18 The CD name for this source is a duplicate;
that CD name already exists for this session.

19 The source object type is not a valid object
type for replication.

User response: Check the reason code to determine
why the table cannot be registered for change-capture
replication. Refer to the replication documentation in
the IBM Information Management Software for z/OS
Solutions Information Center or DB2 Information
Center for additional explanations and restrictions.

ASN1704E  The view viewowner.viewname cannot be

registered. Reason code reason_code.

Explanation: The view cannot be supported by the
Replication Capture mechanism, as defined. No script
is generated. The following values are valid for the
reason code:

0 None of the dependent tables for the view are
registered.
1 The source-table columns on which the view is

dependent are not registered.

2 The view is on an internal ccd.
3 The view is already registered.
4 The view has an 'OUTER JOIN' syntax.
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5 The view includes more than one table or
view column with a function, and no
correlation is provided in the view definition
for each table.

6 The view contains a reference to an aggregate
function.

7 The view contains a subselect/subquery.

8 The view contains a reference to another view.

9 The view has an UNION.

10 No correlation is provided for the column.

11 The base table does not have the schema
name.

12 The base table does not exist.

13 The view contains Table Expression as Table.

14 The dependent table does not exist.

15 A view on view cannot be registered.

16 The given source object is not a view.

17 This source view is a duplicate for this session.

18 The view definition cannot be supported.

19 The view has an asterisk (*) instead of a

specific column name in the view definition.

20 The view contains the join of a CCD and a
non-CCD table.

21 The view defined at the CCD table must be
complete and condensed.

22 The dependent table is a nickname.

23 A federated registration expects a nickname to

be registered as a source.

User response: Check the Reason Code to determine
why the view cannot be registered. Refer to the SQL
Replication Guide and Reference for additional
explanations and restrictions.

ASN1705E  The change data object,
objectowner.objectname already exists in

the server.

Explanation: The change data table or view cannot be
used for the current source to be registered, because it
already exists at the Capture server. No script is
generated.

User response: Provide a different name for the
change data object.

184 Message Reference Volume 1

ASN1706W A column column_name is added to a
registered source sourceowner.sourcename.
The registered source maintains an
Internal CCD table. The new column
has to be first added to the CCD table
subscription member before adding to
any existing or not-yet existing
subscription member.

Explanation: If the new column is needed in
dependent subscription sets, you first have to add the
column to the internal CCD subscription member
before adding the column to any subscription member
needed.

User response: Provide a different name for the
change data object.

ASN1707W  The replication action Alter Registration
for sourceowner.sourcename is not in effect
until a Capture REINIT command is
issued at the Capture server.

Explanation: The registered source is successfully
updated. However, the Capture program does not
recognize the corresponding

captureschema IBMSNAP_REGISTER table updates
until a REINIT command forces it to do so. A script is
generated. A Capture command is required afterwards
for the effect of the script to be in action.

User response: To make the changes effective
immediately:
1. Run the generated script.

2. Issue a REINIT of the appropriate Capture program,
for the appropriate Capture schema.

ASN1708E The table, view or nickname
objectowner.objectname is not a Replication

registered source.

Explanation: The specified replication object is not
defined in the replication control tables. No script is
generated.

User response: Ensure that the object is correctly
specified in the command and it exists.

ASN1709W Associated subscription sets will not be
valid after the registered source
sourceowner.sourcename is dropped.

Explanation: Subscription members rely on the
underlying source registrations that define the source
member. If you drop a registered source table, the
dependent source members of a subscription set are no
longer valid. The subscription sets that are associated
with the specified registration source can be found in
the captureserverIBMSNAP_PRUNCNTL table at the
Capture control server, where the SOURCE_OWNER
and SOURCE_TABLE correspond to the registered
source that is dropped. The appropriate Apply control



server and subscription set names are columns in the
IBMSNAP_PRUNCNTL table. The associated
subscription sets fail if Apply is running. A script is
generated.

User response: Deactivate or drop the dependent
subscription sets before running the script, if the
registered source has dependent subscription sets.

ASN1710W Dependent view registered sources will
not be valid after the registered source
sourceowner.sourcetable is dropped.

Explanation: View registrations rely on the underlying
registration of the tables that make up the view
definition. If you drop a registered source table, you
invalidate any view registration that is based on the
table. The views that might be affected can be found in
the captureserverIBMSNAP_REGISTER table at the
Capture server, where the PHYS_CHANGE_OWNER
and PHYS_CHANGE_TABLE are the same as the
CD_OWNER and CD_TABLE of the registered source
that is dropped. The associated subscription sets, which
depend on the view registrations, fail, if Apply is
running. A script is generated.

User response: Deactivate or drop the appropriate
subscription sets, or view registrations, before running
the script, if the registered source has dependent view
registrations.

ASN1711W  The source sourceowner.sourcename is still
active so dropping it will result in a
Capture failure.

Explanation: An active registration has a
SYNCHPOINT value that is not null in its
captureschema.IBMSNAP_REGISTER table. When the
Capture program started, it expected all active
registrations to always exist and be valid. So the
Capture program needs to be signaled that a registered
source was dropped because the drop action invalidates
the registration information. Failure to provide that
information to the Capture program causes the Capture
program to fail. A script is generated, but is NOT ready
to run.

User response:

1. Deactivate the appropriate registration (via the
Replication Center GUI, or by issuing the STOP
signal and a command type of CMD).

2. Wait for a SIGNAL_STATE of Complete in the
captureschema.IBMSNAP_SIGNAL table.

3. Run the script that drops the registration.

ASN1712E  The table, view, or nickname
objectowner.objectname is not a valid
Replication registered source. Reason

code reason_code.

Explanation: Inconsistent information was found for

ASN1710W  ASN1714E

this registered source in the Capture server control
tables. No script is generated.

User response: Drop the registered source and create
the registration again.

ASN1713E  The registered source
sourceowner.sourcename cannot be

deactivated. Reason code reason_code.

Explanation: The following values are valid for reason
code:

0 The source is registered as a FULL REFRESH
and therefore cannot be deactivated.

1 The source is a CCD and CCD registrations
cannot be deactivated.

2 The source is a view and view registrations
cannot be deactivated.

User response: This message is for your information
only, and no action is required.

ASN1714E  The registered source
sourceowner.sourcename cannot be altered.

Reason code reason_code.

Explanation: The following values are valid for the
reason code:

0 The CD table for this source has RRN column
(iSeries only). The RRN column must be the
last column in the table, so the source cannot
be altered.

1 The source is a view, and view registrations
cannot be altered.

2 The source is registered for full refresh and
cannot be altered.

3 The source table column does not match the
column being altered.
4 The column is a LOB, DATALINK, or ROWID

data type and does not qualify for a
before-image value.

5 The before-image column value cannot be null
or a blank character.

6 An after-image value has not been registered
for the given column.

7 The before-image prefix cannot be updated if
it is used with an existing registered source.

8 The use of the current before-image prefix
makes one of the columns ambiguous in this
registered source.

9 The before-image prefix can be only one
character.

10 An internal error occurred.

11 The specified registration source name is a
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duplicate of a source included with that was
changed, and the script for that registration
was not yet executed.

12 The conflict level cannot be updated for the
replica registration.

User response: Check the reason code to determine
why the source cannot be altered, and refer to the
replication documentation in the IBM Information
Management Software for z/OS Solutions Information
Center or DB2 Information Center for details on how to
correct these errors.

ASN1715E  The replication action ended in error.
The native OS/400 message is

as400native_message.

Explanation: An error was encountered while issuing
the appropriate command on the OS/400 operating
system or iSeries servers. No script is generated.

User response: Refer to the OS/400 Console Log for
more detailed error information.

ASN1716W The replication action ended with a
warning. The native OS/400 message is
as400native_message.

Explanation: A warning was encountered while
issuing the appropriate command on the OS/400
operating system or iSeries server. A script is generated.

User response: Refer to the iSeries Console Log for
more detailed warning information.

ASN17171  The replication action ended with an
Informational Clause. The native OS/400

message is as400native_message.

Explanation: An informational message was
encountered while issuing the appropriate command on
the OS/400 operating system or iSeries server. A script
is generated.

User response: This message is for your information
only, and no action is required.

ASN1718E  The nickname nicknameowner.nickname
cannot be registered. Reason code

reasoncode.

Explanation: The nickname is not supported by the
Capture program as defined. No script is generated.
The following values are valid for the reason code:

0 The internal CCD table (your CD table)
already exists.

1 The nickname is on the native catalog table.
2 The nickname is already registered.
3 A federated registration expects a nickname as

a source to be registered.
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4 No columns are eligible for the Capture
program.
5 The provided nickname is a duplicate from an

earlier registration, but the corresponding
script has not been executed.

6 A federated registration supports only user
tables.
7 A federated registration supports only

noncondensed and noncomplete CCD tables.

8 The CCD nickname provided is a duplicate of
a CCD nickname from an earlier registration,
but the script for that registration has not yet
been executed.

9 Remote server information is not provided for
the nickname registration.

User response: Check the reason code to determine
why the nickname cannot be registered.

ASN1719W  The non-IBM triggers that were defined
for registered source
nicknameowner.nickname will be dropped.
Any additional logic later provided by
users in these triggers will be lost.

Explanation: Dropping a registered source implies
dropping all the objects that were created during the
source registration, regardless of later updates. A script
is generated.

User response: Copy the trigger logic before dropping
the registered source, if needed.

ASN1720E  Change Data table information for the
source nickname nicknameowner.nickname
is not found in the

capschema.IBMSNAP_REGISTER table.

Explanation: A row is found in the
captureschema.IBMSNAP_REGISTER table for the
given source nickname but the CCD table information
for that source is missing. The Change data table
information is required to drop the replication
definitions. A script is not generated.

User response: Please make sure the correct source
name is given and call the action again.

ASN1722W  The view view_owner.viewname will be
registered as full refresh, because all the
base tables of this view are registered as
full refresh.

Explanation: The view must be registered as full
refresh, because the base tables of this view are
registered as full refresh only or are not registered
replication sources.

User response: No action is required.
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ASN1723W The view viewowner.viewname will be
registered for change-capture
replication, because one or more base
tables from this view are registered for
change-capture replication.

Explanation: The view must be registered for
change-capture replication, because the base tables of
this view are registered for change-capture replication.

User response: No action is required.

ASN1724E  The name of the object that you are
creating on the non-DB2 relational
server is identical to the

objectowner.objectname of type objecttype.

Explanation: The object that you specified cannot be
created, because there is an existing object with the
same type and same name on the non-DB2 relational
server.

User response: Provide a unique name for the object,
and reissue the replication task.

ASN1725W  The trigger named
triggerowner.trigger_name already exists on
the remote table
remoteowner.remotetablename. You must not
run the generated script until you have
determined how to merge the contents
of the existing trigger with the
generated trigger definition.

Explanation: An trigger with this name already exists
on the remote table in the non-DB2 relational database.
The database manager might not indicate a conflict and
might subsequently overwrite your existing trigger if
you run the CREATE TRIGGER statement in the
generated script. The database manager also might
return a SQL error indicating that the object already
exists. Generated trigger names cannot be customized,
because customized triggers cannot be dropped when
the registration is dropped.

User response: First, determine how to merge the
pre-existing triggers with the generated triggers. Then,
either create your own script to merge your existing
logic with the trigger logic that is generated by the
replication tool, or update the script that is generated
by the replication tool to include your existing trigger
definitions.

ASN1726W The trigger named triggerowner.trigname
does not exist in the remote table
owner.tablename on the remote server
rmtservername.

Explanation: The trigger does not exist on the remote
database. The trigger might have been dropped.

User response: No action is required.

ASN17271  The registered source registered_source is

deactivated.

Explanation: The specified registered source has
already been deactivated.

User response: This message is for your information
only, and no action is required.

ASN1728W The CCSID Unicode_ASCII_EBCDIC of
the change data (CD) table
cdowner.cdname for the source table
sourceowner.sourcetable does not match the
CCSID Unicode_ASCII_EBCDIC of the
IBMSNAP_UOW table for the capture
schema capture_schema.

Explanation: For the given capture schema, the Apply
program will join the IBMSNAP_UOW table and the
CD table of the given source if the column
JOIN_UOW_CD in the ASN.IBMNSNAP_MEMBR table
is set to Y. This column contains Y if the target type of
the associated subscription-set member is not user copy,
or if any columns of the IBMSNAP_UOW table are
used in the WHERE clause of the subscription-set
member. If the Apply program joins tables with
different encoding schemes, an error will occur. For
more information about encoding schemes, see
"UNICODE and ASCII encoding schemes" in the IBM
Information Management Software for z/OS Solutions
Information Center or DB2 Information Center.

User response: For subscription members that will use
this registration, define the target table with a type of
user copy and do not use any IBMSNAP_UOW
columns in the WHERE clause.

ASN1729E  The registration for the nickname
nicknameowner.nickname cannot be
dropped. The reason code is reasoncode.

Explanation: The registration for this nickname cannot
be dropped. No script is generated. The following
value is valid for the reason code:

0 The specified nickname is a duplicate of a
nickname included with a prior registration
drop. However, the script for that registration
drop has not yet been executed.

User response: Review the reason code explanation,
and refer to the replication documentation in the IBM
Information Management Software for z/OS Solutions
Information Center or DB2 Information Center for
additional explanations and restrictions.

ASN1730W The procedure
procedureowner.procedurename already
exists in the remote server remote_server.
The content of the existing procedure
must be merged with the generated
procedure definition before the
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generated script is run.

Explanation: A procedure with this name already
exists in the non-DB2 relational database. The database
manager might not indicate a conflict and could
subsequently overwrite your existing procedure if you
run the CREATE PROCEDURE statement in the
generated script. Or, an SQL error might be returned
indicating that the object already exists. Generated
procedure names cannot be customized because
customized procedures cannot be dropped when the
registration is dropped.

User response: Determine how to merge the existing
procedures with the generated procedures. Then, either
create your own script to merge your existing logic
with the procedure logic that is generated by the
replication tool, or update the script that is generated
by the replication tool to include your existing
procedure definitions.

ASN1731W The column column_name of data type
datatype in the non-DB2 relational
database table will be converted to a
data type datatype in the nickname by
the federated wrapper. The reason code
is reason_code.

Explanation: The following value is valid for the
reason code:

0 The non-DB2 relational database is an Oracle
database and the Number column in that table
will be converted to a Double data type in the
nickname by the federated server.

User response: This message is for your information
only, and no action is required.

ASN1732E  The replication action action_name ended
in error. The source table srcowner.srctable
must be journaled with both

before-images and after-images.

Explanation: The native OS/400 command requires
the source table to be journaled with both the
before-image and after-image columns before
registration.

User response: Journal the source table with both the
before-images and after-images before executing the
generated script for the table registration.

ASN1733E  The registration of the source
srcowner.srctable cannot be dropped. The

reason code is reason_code.

Explanation: The following value is valid for the
reason code:

0 The provided source is a duplicate from a
prior DROP registration, but the
corresponding script was not executed.
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User response: Check the name of the source
provided and issue the task again.

ASN1734W Definitions for registered sources that
have dependent views will not be
updated with the columns that were for
the registered source srcowner.srctable.

Explanation: You are attempting to alter or add one or
more columns to an existing registered source. The
source registration has dependent view registrations,
but the altered columns will not be reflected in the
view registration definitions.

User response: To update the view registration
definition so that new column information is reflected
in the view registration:

1. Drop the current view registration.

2. Re-create the view registration.

No action is required if you do not want the new
column information to be reflected in the view
registration.

ASN1735E The table, view, or nickname owner.name
cannot be registered. There are
subscription set members associated
with the source table from a previous
registration that was dropped. The
definitions requested for the current
registration conflict with the definitions
stored in the replication control tables
for the existing subscription set
members. The reason code is reason_code.

Explanation: The table, view, or nickname was
previously registered and dropped. However, the
associated subscription set members were not dropped
and the information for these members still exists in
the replication control tables. To avoid any problems
with the Capture and the Apply programs, the table or
nickname is being re-registered and the information
being requested needs to match the information that is
stored in the control tables for the orphan members.
The following values are valid for the reason code:

0 You are attempting to register the table or
nickname for FULL REFRESH ONLY. The
rows in the IBMSNAP_PRUNCNTL table
indicate that this table or nickname was
previously registered with the change-capture
mechanism and the registration was dropped.

1 You are attempting to register the table or
nickname with the change-capture mechanism.
The rows in the IBMSNAP_PRUNCNTL table
indicate that this table or nickname was
previously registered as FULL REFRESH
ONLY and the registration was dropped.

2 You are attempting to register the table or
nickname with the change-capture mechanism.



The source table was previously defined and
was dropped. The values of the
PHYS_CHANGE_OWNER and
PHYS_CHANGE_TABLE columns in the
IBMSNAP_PRUNCNTL table do not match
with the input values specified for the
CD/CCD owner or the CD/CCD table fields.

User response: Take the specific actions for the
following reason codes:

0 Register the table or nickname with the
change-capture mechanism.

1 Register the table or nickname as FULL
REFRESH ONLY.

2 Register the table or nickname and make sure
that the change data or the consistent change
data owner and the table names match those
that are in the IBMSNAP_PRUNCNTL field.
Do not customize these values so that the
replication action will take the values stored in
the control table.

ASN1736W The name of the before-image column
for the column column_name of data type
datatype will be truncated. The length of
the column name plus the before-image
prefix exceeds the allowed column name
limit allowed_limit for the non-DB2
relational database.

Explanation: When the specified before-image prefix
is appended to the column name, the name is longer
than the maximum allowed column name limit on the
non-DB2 relational server. The column name is
truncated from the trailing end such that the length of
the column name is equal to the maximum length.

User response: This message is for your information
only, and no action is required.

ASN1737W  The replication action action_name is
unable to derive enough information to
re-create the procedure or the trigger
definition on the
IBMSNAP_PRUNCNTL table.

Explanation: The procedure or trigger definition on
the IBMSNAP_PRUNCNTL table prunes the CCD
tables for all the registered nicknames. Each time that a
nickname is registered or dropped from the
registration, the procedure or trigger on the
IBMSNAP_PRUNCNTL table is dropped and rebuilt
using the new information for that particular nickname.
The information specified for this registration does not
contain the necessary information to define the
procedure or the trigger on the IBMSNAP_PRUNCNTL
table; therefore, the generated script does not contain a
DROP or CREATE statement for the procedure or
trigger.

User response: Drop the registration for the missing

ASN1736W  ASN1740W

nickname or the missing table.

ASN1738W The procedure or trigger name on the
IBMSNAP_PRUNCNTL table could not
be found on the remote server.

Explanation: The procedure or trigger definition on
the IBMSNAP_PRUNCNTL table recognizes the CCD
tables for all the registered nicknames. Each time a
registration is created, the procedure or trigger on the
IBMSNAP_PRUNCNTL table is dropped and re-created
with the existing and new registration information. The
definitions stored in the control tables indicate that
there are prior registrations on this server, but the
procedure on the IBMSNAP_PRUNCNTL table could
not be found. The procedure will still be created on the
IBMSNAP_PRUNCNTL table with the definitions
stored in the control tables.

User response: Ensure that the generated procedure or
trigger statement on the IBMSNAP_PRUNCNTL table
has all the registered sources.

ASN1739W The column name column_name of data
type datatype in the user table will be
created as a new data type new_datatype
in the CCD table in the non-DB2
relational database. The reason code is
reason_code.

Explanation: The following value is valid for the
reason code:

0 You cannot insert or update a column of data
type TIMESTAMP in a Sybase or a Microsoft
SQL Server database. A CCD table is being
created on one of the non-DB2 relational
systems with a column using data type
TIMESTAMP (IBMSNAP_SYBTMSTMP
column or the IBMSNAP_MSTMSTMP
column). A table in a Sybase or Microsoft SQL
Server database cannot have more than one
column with a data type of TIMESTAMP;
therefore, the data type of the column in the
user table will be converted to a Binary(8) data

type.

User response: No action is necessary if the new data
type is acceptable. If the new data type is unacceptable,
do not run the generated script. Remove the specified
column selection from the registration definition and
reissue the task.

ASN1740W The CCD nickname
nicknameowner.nickname exists in the
federated server but the remote CCD
table tableowner.tablename does not exist
in the non-DB2 server. This table
information will not be included in the
re-creation of the PRUNCNTL procedure
or trigger.
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Explanation: The procedure or trigger definition on
the IBMSNAP_PRUNCNTL table recognizes the CCD
tables for all the registered nicknames. Each time a
registration is created, the procedure or trigger on the
IBMSNAP_PRUNCNTL table is dropped and re-created
with the existing and new registration information. The
remote CCD table does not exist on the non-DB2 server
even though the nickname exists in the federated
server. This table will not be included in the re-creation
of the PRUNCNTL trigger or procedure.

User response: Determine why the CCD table was
dropped. If the table was dropped by mistake, either
drop the registration of that source or re-create the
CCD table with the original definition.

ASN1741W The CCD nickname
nicknameowner.nickname does not exist in
the federated server. This table
information will not be included in the
re-creation of the PRUNCNTL procedure
or trigger.

Explanation: The procedure or trigger definition on
the IBMSNAP_PRUNCNTL table recognizes the CCD
tables for all the registered nicknames. Each time a
registration is created, the procedure or trigger on the
IBMSNAP_PRUNCNTL table is dropped and re-created
with the existing and new registration information. The
CCD nickname does not exist in the federated server.
This table will not be included in the re-creation of the
PRUNCNTL trigger or procedure.

User response: Determine why the CCD nickname
was dropped. If the nickname was dropped by mistake,
either drop the registration of that source or re-create
the CCD nickname.

ASN1742E  The source nickname
nickname_owner.nickname on the platform
platform cannot be registered without
first migrating registrations to the

architecture level arch_level.

Explanation: There are existing registrations in the
IBMSNAP_REGISTER table for non-DB2 relational
sources that pertain to an earlier architecture level. You
cannot register a new source until you migrate all
registrations to the new architecture level.

User response: Migrate your existing registrations for
non-DB2 relational sources to the current architecture
level. For details, refer to Migrating to SQL Replication
Version 8.

ASNI1800E The subscription set set_name already
exists for the Apply qualifier apply_qual,
WHOS_ON_FIRST whos_on_first, at the

Apply control server server_alias.

Explanation: There can only be one subscription set
with the same name, for a given Apply qualifier and
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Apply control server. No script is generated.

User response: Create a new set name, or add new
members to the existing set.

ASN1801E  The statement number statement_number
is associated with a statement string
length statement_stringlength that exceeds
the maximum statement length for the
Apply qualifier apply_qual, the set name
set_name, WHOS_ON_FIRST value
whos_on_first, at the Apply control server

server_alias.

Explanation: The length of the statement exceeds the
allowed limit (1024 in V8). No script is generated.

User response: Rework the statement string so that its
length is less than the allowed limits.

ASN1802W The Replication subscription source
member is defined with
RECAPTURE='N". All changes to the
replica target will not be propagated to
the other replica targets.

Explanation: In an update-anywhere scenario, changes
made in one target replica will not be recaptured at the
source when RECAPTURE='N". If there is more than
one target replica that subscribes to the same source,
then the changes made to one target replica will not be
reflected in the other replica targets.

User response: If you want the changes propagated to
the other replica targets, set RECAPTURE="Y".

ASN18031  There exist orphan_statements Replication
subscription set statements from a
previously defined subscription set that
was later dropped. These orphan
statements are not dropped for the
subscription set, for the provided Apply
qualifier, at the provided Apply control
server.

Explanation: A previous subscription set was
dropped, without dropping all its appropriate
statements. A script is generated for the new
subscription set which shares the same name as the
previous subscription set that was dropped. The
previous subscription Statements are not dropped.

User response: Issue a Drop Subscription Statements
to delete the orphan statements.



ASN18041  The Replication subscription set
MAX_SYNCH_MINUTES
maxsynch_minutes is not within the
allowed range for the provided
subscription set and Apply qualifier, at
the provided Apply control server. The
Replication default value is used
instead.

Explanation: The valid range for this column is 0 to
999.

User response: No action is required if the default
value of 30 minutes is acceptable.

ASN18051  The Replication subscription set
COMMIT_COUNT commitcount_value is
not within the allowed range for the
provided subscription set and Apply
qualifier, at the provided Apply control
server. The Replication default value is
used instead.

Explanation: The valid range for this column is 0 to
999.

User response: No action is required if the default
value of 0 minutes is acceptable.

ASN1806E The replication action ended in error for
the Apply qualifier apply_qualifier,
subscription-set name set_name,
WHOS_ON_FIRST value whos_on_first,
source member sourceowner.sourcetable,
source view qualifier source_view_qual,
target member targetowner.targettable. The
subscription-set member cannot be
added to the provided subscription set.
Reason code reason_code.

Explanation: The subscription set would be not be
valid if the member were added. No script is
generated. The following values are valid for the reason
code:

0 The subscription set has reached its maximum
limit for members.

1 The source member for the Capture schema is
not the same as the subscription set for the
Capture schema.

2 The iSeries source member is not the same as
the subscription set journal.

3 The condensed table member structure is
incompatible with the other member
structures.

4 The source member does not support

change-capture replication, but the target
member relies on change-capture. The target
structure is either a CCD or replica table, but
the source has no CD table.

10

11

12

13

14
15

16

17

18
19

20

21

22

23
24
25

26

27

28

ASN18041 = ASN1806E

The source member is not a complete table.

The target member definition expects the
existence of the target table, but the target
table does not exist.

The target member definition asks for creation
of the target table, but the target table already
exists.

The set contains only full refresh supported
target tables, but the new member supports
change-capture replication.

The set contains only target tables supported
by change-capture replication, but the new
member supports full refresh only.

Replica rule: if target member is a replica, the
source member can be either a replica or a
user table.

The target structure is not supported for this
operating system.

The target structure is a CCD, which is set as a
registration source (autoregistration), but the
structure is not complete

The source member is not registered.

The source member columns have column
definitions, but the target type is not an
aggregate.

At least one of the excluded target columns
from the subscription set is neither nullable
nor NOT NULL with defaults.

The target member is a view that cannot be
updated.

The subscription-set member already exists.

Unable to find a target column or expression
with a valid mapping to the registered source.

Multiple effective sources have been found but
have not been defined consistently.

The external CCD table is noncondensed and
contains either DataLink or LOB columns.

The source member journal library or journal
name does not match.

The remote journal name is not valid.
The journal name or library is not valid.

A replica table with remote journaling is not
allowed.

An internal CCD table already exists for the
specified registered source table.

The source and target servers must be the
same for internal CCD tables.

The internal CCD table must be noncomplete.
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29 The source table is remotely journalled and
contains LOBs or DATALINK columns.

30 No related information exists in the
IBMSNAP_PRUNCNTL table.

31 No related information exists in the
IBMSNAP_PRUNE_SET table.

32 An internal CCD table with a view as a source
is not allowed.

33 The target table is already shared by another
existing member, and a conflict has been
detected between the replication definitions
with respect to the values of the NAME,
IS_KEY, EXPRESSION, and TYPE fields stored
in the IBMSNAP_SUBS_COLS table and the
definitions requested for the new member.

34 The source is on a non-DB2 server and the
requested target type is a replica. This scenario
is not supported.

35 The specified source member does not have a
valid nickname at the target server. The error
occurred for one of the following reasons:

* You did not provide a nickname when
creating the source member.

* You provided a nickname that does not exist
at the target server and one cannot be
created for you.

* You provided an object that is not a
nickname.

* You provided a nickname that does exist at
the target server but it is not associated with
the specified source member.

User response: For reason codes 1 through 34, either
create the new member in a different subscription set
or create a new subscription set for the new member.

For reason code 35, make sure that you provide a valid
nickname that already exists at the target server and is
associated with the source member.

ASN18071  The replication subscription member is
added to the provided subscription set
and Apply qualifier, at the provided
Apply control server with an
informational clause. Reason code

reason_code.

Explanation: This message is for your information
only, and no action is required. A script is generated.
The following values are valid for reason code:

0 The new set results in a mixture of replica and
read-only target members.

1 The subscription set supports transaction
commit counts, but the target member does
not qualify for transaction processing.

2 At least one member has a target member that
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is a CCD table, but not all members have a
target member CCD table. Different
generations of tables are contained in the same
set.

3 The target member is a non-condensed,
non-complete CCD table, without extra
columns from IBMSNAP. This target table is
essentially the same as the CD table.

User response: Review the reason codes in the
explanation, and respond with the following options:

0 Consider keeping all the replica tables in one
set, and the read-only tables in another.

1 Consider keeping all the target types that
support transaction processing in the same set,
and other tables in another set.

2 To maintain a consistent age of data across
sets, consider keeping all the CCD target
tables, which are part of the same generation,
in the same set. Also, consider keeping all
non-CCD target tables in a different set. The
second set depends on the data being in the
first set, as, for example in the middle-tier
stage.

3 Consider whether you need the CCD target
table.

ASN1808E The replication action ended in error for
Apply qualifier apply_qualifier, set name
set_name, WHOS_ON_FIRST
whos_on_first, source member
sourceowner.sourcetable, source view
qualifier source_view_qual, target member
targetowner.targettable. The subscription
target member expects its index key
columns to be updated but at least one
index key does not have its
before-image column registered in the
subscription source member.

Explanation: The target table allows its index keys to
be updated (PRIMARY_KEY_CHG = "Y"). To support
this requirement, the Apply program needs to access
the before-image columns of the index keys. So these
before-image columns must exist in the Change Data
table for the source member. If they do not exist, the
Apply program fails. A script is not generated.

User response: For each column of the subscription
target index:

¢ Check if the before-image column for that column is
already registered in the source member, at the
Capture server.

¢ If not, register the appropriate before-image column.




ASN1809W The replication action expects a
subscription index key columns to be
updated but the subscription member
will be added to the subscription set
without allowing updates to the target
index key columns. Reason code
reason_code.

Explanation: In the cases listed, the
PRIMARY_KEY_CHG settings are meaningless. A script
is generated that was updated with Replication
definitions that override user-provided definitions. The
following values are valid for reason code:

0
The target table type CCD:
PRIMARY_KEY_CHG is not valid.

1
The value of the CHG_UPD_TO_DEL_INS in
the IBMSNAP_REGISTER table is set to "Y".

2

The target table is not condensed.

User response: This message is for your information
only, and no action is required.

ASN1810W The subscription set member is defined
on the source server with DB2
referential integrity constraints, but the
target member is a replica that does not
preserve these constraints.

Explanation: Referential integrity constraints at the
target table are not enforced by DB2 at the replica site.
This might not be the intended behavior at the replica
site. A script is generated, and the script might not be
ready to execute.

User response: Update the generated script to include
the appropriate referential constraints at the target if
needed.

ASN1811W The index definition for the target
subscription member cannot guarantee
proper uniqueness at the target. Reason
code reason_code.

Explanation: The Apply program relies on the unique
index definition to correctly update and delete rows in
the target table, for some target types. If the provided
index does not guarantee uniqueness, the Apply
program will have some rework. Understand your
application to ensure that this will not be the case. The
following values are valid for reason code:

0 At least one column is generated by an SQL
function, which does not guarantee the
uniqueness of the index.

ASN1809W  ASN1812E

1 In a unique index, nullable columns are not
generated by SQL functions.

User response: For each column of the subscription
target index:

* Check if the column type in the Apply control server
ASN.IBMSNAP_SUBS_COLS, COL_TYPE, is 'F'

* If so, redefine the index column expression not to
include a SQL expression, or remove that column
from the index key (ASN.IBMSNAP_SUBS_COLS,
IS_KEY column is set to 'N').

ASN1812E  The replication action ended in error for
Apply qualifier apply_qualifier, set name
set_name, WHOS_ON_FIRST value
whos_on_first, source member
sourceowner.sourcetable, source view
qualifier source_view_qual, target member
targetowner.targettable. The subscription
target member cannot be added because
the required target key is not valid.
Reason code reason_code.

Explanation: Target members that require a unique
index are target types of point-in-time, user copy, and
replica tables, and condensed CCDs. If these targets do
not have a unique index, the Apply program fails. A
script is not generated. The following values are valid
for reason code:

0 The target table does not already exist but the
target key information could not be derived
from the source table.

1 The target key information cannot be found
nor derived, and the RRN is not defined for
the CD table (iSeries only).

2 The target table or view already exists but the
required target key information is missing.

3 The target table or view already exists but the
target key information is incompatible with
the existing partitioning key information.

4 The target table of type replica already exists.
The specified column is part of the target key
information but the source key information
does not contain this column. The keys on
both the source and the target members must
match when the target table is of type replica.

5 The specified target key column is not found
in the target table definition.

User response: Define a valid target key. Take the
specific actions for the following reason codes:

0 Create the appropriate unique index on the
source table so that it can be used to derive
the replication suggested index.

2 Provide the required target key information.

3 Refer to the SQL reference for the DB2 rules
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on partitioning indexes. For example, the key
that you provided might not include the
required partitioning key.

4 Modify the target or the source key
information appropriately so that replication
can derive the correct index.

5 Verify the column name.

ASN18131  The Replication subscription source
member is defined on the source server
with some DB2 constraints, but the
subscription target member does not
preserve these constraints. Reason code

reason_code.

Explanation: Constraints at the source table are not
enforced by DB2 if they are not specified during the
target member definition. This might not be the
intended behavior at the replica table server. A script is
generated that might not be ready to execute.
Constraints are described in the following valid values
for reason code:

0 At least one NOT NULL WITH DEFAULT
clause in the target member.

1 Partitioned table space.

User response: Update the generated script to include

the appropriate DB2 constraints at the target, if needed.

ASN1814E  The target column column_name of data
type datatype cannot be added to
subscription target member
tableowner.tablename. Reason code

reason_code.

Explanation: The subscription member fails the
subscription column checks. A script is not generated.
The following values are valid for reason code:

0 The column data type is not supported by
replication. Data types that are not supported
by DB2 prompt the replication programs to
issue message ASN1648E.

1 The target data type is incompatible with the
corresponding source data type.

2 The column is not found in the source table
registration.

3 The column type is not supported for

federated targets.

4 The target column is a LOB. The maximum
number of LOB columns is exceeded for the
target member.

5 The source column contains SQL column
function, but the target member structure is
neither base aggregate nor change aggregate.
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6 The target table type is replica, and the source
column is a LOB column.

7 The target table type is replica, and source
column is DATALINK value. But the
CONFLICT_LEVEL > 0.

8 A noncondensed CCD target table with LOB
columns is not supported.

9 The column is not in the existing target table.

10 The target column is already defined in the
subscription member definition.

11 The data-type definition of the specified
column prevents either an insert or an update
operation or both on the column.

12 The specified target column name does not
match the mapped source column name. The
target column name cannot be different from
that of the source column name because the
target table is a replica.

13 The target column is mapped from a
before-image column in the source and the
source column can contain null values;
however, the target column is neither nullable
nor not null with default.

14 The specified target column name does not
match with the mapped CD column name.
The target column name cannot be different
from that of the CD because the target table is
an internal CCD.

User response: Review the reason code in the
explanation and respond as follows:

0 Change the data type to one that is supported.

1 Make sure the target data type matches the
source data type.

2 Register the column of the source table.

3 Choose a valid data type that is supported for
federated targets.

4 Make sure the number of LOB columns at the
target member does not exceed the allowable
limit.

5 Change either the source column expression or
the target table structure.

6 Remove the LOB column for the replica target
from the subscription member.

7 Remove the DATALINK column from the

subscription member if the replica needs a
conflict level greater than 0. Otherwise, change
the replica conflict level.

8 Remove the LOB columns.
9 Verify the column name.
10 Verify the column name.



11 Remove the column from the subscription
target member.

12 Make sure that the target column name
matches the mapped column name in the
source column name.

13 Modify the definition of the column in the
target member to allow null or default values.

14 Make sure that the target column name
matches the mapped column name in the CD
table.

ASN1815E  The replication action ended in error.

The subscription set set_name for Apply
qualifier apply_qual, WHOS_ON_FIRST
whos_on_first is to be dropped if empty,
but at least one member exists for this
set. The subscription set cannot be
dropped.

Explanation: The subscription set is not dropped
because at least one member exists in the
ASN.IBMSNAP_SUBS_MEMBR at the provided Apply
control server, for the provided Apply qualifier of the
particular subscription set. A script is not generated.

User response: Drop the subscription members that
still exist, and then drop