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SpPart I: The Basics

What executes on z/0OS?
How does the system deal with?
What are goals?

What needs to be done?
Importance and Goals
Service Definition
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_ What executes on z/OS?

Different types of work
= System tasks

ﬁ I = Background work (Batch)
| = Intersystem communication
= End user (TSO/OMVS)
Batch T80 = Online transaction processing
=« CICS, IMS, Websphere,...
Started Tasks = Databases
e %0 _ _ z/0S = Work with different resource
00— BN oo ey requirements
oo |© | . = High, low CPU
-Le ) [Le] = Much, little storage
'J \_.l | = 1/0 sensitive
$4d % g 14l = Work with different runtime
EHIE”' E] requirements
-,_j == [:H = Very short running with immediate
5 oyetem m response requirements
’ = Long running but within required
deadlines

= And everything in between
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How does z/0S deal with work?

Daily System CPU Utilization

(%]

S oF oF oF o
> SN ’ 3 ¥ > S
] P ro b I e m - [@Batch BOnline OSTCMed OSTCLow MTSO HSystem |
-

= Workloads with different and changing resource requirements and
different user expectations want to use the system at the same point
in time
= Solution:
= Dynamic Workload Management: Goal Mode

Y = Adjusts system resources based on workload demand and user
expectations (the goals)
= This is an autonomic system function
It does not allow to define a completely static definition
But you don’t have to fear it

N

®
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What are the goals?

observations

samples u

...........
| — _— —_— _— —_— _— —_— _— -~ —_— _— —_— _— —_— _— —_— _— —_— _— —

| — _— —_— _— —_— —_— _— —_— _— —_— _— —_— -
-

= Your expectations how work moves within the system
= Either expressed as a time if this can be measured
= Response Time

= Or based on observations (samples) from resources the system
can control

= Execution Velocity: How much delay is acceptable for work in the
system
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505

Classification

Distinguish work based on
subsystem, performance expectations

and resource requirements

different Workloads

s Work has to be classified!

s Service classes must be defined
= With realistic goals!

= What are realistic goals?

= With a business importance!
= Which determines how the system treats the work %
Both business importance and goals should fit together!! &

Copyright © IBM Corporation 2014

What has to be done?

Online
»Importance=1, Goal: 90% in 0.5s

TSO

»Period 1
» Importance=3, Goal: 80% in 1s

» Duration: 1000 SU

g »Period 2
» Importance=>5, Goal: Exec. Vel.: 20

Batch

»Period 1
» Importance=4, Goal: Exec. Vel.: 20
» Duration: 5000 SU

»Period 2
» Discretionary




4& Business Importance

System Service Classes: SYSTEM and SYSSTC

I mportance Discretionary (SYSOTHER)

ﬂ/: ”/// ////// // /////

= The business importance determines who gets helped
first if the system has to decide between service classes

= The goal determines the resource requirements of the
work
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Ended and Running Transactions
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Response Time Buckets

_Response Time Goals

Two possibilities
= Average Response Time
= Percentile Response Time

Which is better?

= Average Response Time

= Assumes that work behaves
uniform to some extent

= Percentile Response Times
= Can better deal with work
which shows a higher
fluctuation
When can you use response
time goals?
= If there are enough
completions
= Rule of thumb: >9 in 15 min

= If the ending times can be
understood to some extent
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Execution Velocity Goals

= Defines the acceptable delay
Total Using Of Work
Total Using + Total Delay [ | Depends on

= System Utilization
= Use periods of high utilization

= Whether 1/0 priority

Execution Velocity = 100 x

Service Class ExVel depends on CPU Utilization management has been turned

100 on

38: = Also whether Batch

70 Management is used

60 1 = The number of parallel

50 - .

20 ¥ executable work units of a

30 1- service class

ol = The number of logical

0 processors in the system

P PP LP LS PSSP L®

IS %00 q),,)o FHESSS SO 00 %,,)o b00 b,bo (000 (0%0 @00 IS
NSRRI NNV SN AN N AENAN SN S AN N

= Needs some attention and ..
¥ periodic refinement e

Qv

—4— ExVel —#—CPU Util
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Discretionary Work

All kind of work without a specific goal!

= Fills system when "enough" resources are available

= Enough means

= That these resources are not required to meet the requirements of non-
discretionary service classes

= That resources are taken from service classes with low goals if they meet
their goals
Meet goals means: The Pl is less than 0.7
Low means
Execution Velocity less or equal to 30
Response Time Goal longer than 1 minute
Any importance level

= What to do if you don't like discretionary goal management (capping
of work)
= Define a resource group without minimum and maximum
= Put service class with a goal eligible for capping into this resource group
= Capping will not take place !!

o
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Service Definition

Name, Description, Note Pad

General

Service Definition Coefficients
1/0 Management

Service Policy

Name, Description, Note Pad

Workload

Name, Description, Note Pad

Service Class

Name, Description, Note Pad,
Resource Group

Importance, Duration

Period Goal: Response Time | Velocity | Discretionary

Resource Group

Name, Description,
Capacity min./max.

Classification Rules

Associates work qualifiers
with service classes

Application Environments

Used to distribute work
requests from a queue to
server managers

Scheduling Environments

Used to define affinities and
scheduling policies

Report Classes

For Reporting

Service Definition

= General

Classification Rules and Service Goals are
defined in the Service Definition

Service Definition applies for the whole
sysplex

s Constructs

\»
?

1 or multiple service policies
= additional service policies allow to modify
goals for existing service classes
Workloads: grouping mechanism

Service Class (Period): group with
management scope

Resource Group: define cpu resource
consumption minima and maxima

Classification Rules: basically IEAICS in a
new notation and extended

Application Environments: management
construct for queue and server
environments

Scheduling Environments: management
construct for recording resource states

Report Classes: provides granularity for
reporting
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Presenter
Presentation Notes
In goal mode the service definition replaces the IEAIPS and IEAICS members of SYS1.PARMLIB to define the performance objectives to the system. A service definition is comprised of all constructs necessary to manage the performance of the workloads. It consists of one or multiple service policies. Multiple service policies can be defined to change the service goals for different service periods in your installation.
The main constructs in the service definition are the workloads which logically group the work on your system and the service classes which allow you to define goals for the work. A service class can be comprised of multiple periods to provide the capability that the objectives for work can change if it does not complete in an anticipated time frame. We will discuss the goal and importance definitions for your work in more detail on the next foils.
Work is assigned to service classes through classification rules. These are similar to those in compatibility mode but provide more granularity and support more subsystems. Other constructs are application environments to control servers for client/server type of applications, scheduling environments to provide the capability to track resource states, resource groups to control the absolute consumption of service units and report classes for granular reporting. 


_Part 11

Resource and Goal Adjustment
Performance Index
How does WLM work?
Example: CPU Management
Overview WLM Algorithms
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Performance Index (PI)

= Indicator how well work (service class) Is
doing
= Two exist per service class
= Sysplex and Local Pl
= Basically
= If Pl > 1: service class is eligible for help
= If Pl < 1: service class is a potential donor
= Independent from business importance

= How is a service class helped
= By Business Importance
= By worst Pl

Actual Achieved Response Time

Response Time Goal : Pl = -
Response Time Goal

Erecution Velocity (Goal

Actual Achieved Execution Velocity

Erecution Velocity Goal : Pl =

Copyright © IBM Corporation 2014
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How does WLM work internally?

Accumulate data Calculate Pls —

A2 B¢ =

By service class

Select Receiver N
v
Determine Bottleneck 4—‘
v
Fix Bottleneck for selected receiver
1. Select Donor, one or multiple using the resource
2. Assess changes on receiver and donors
3. Adjust access and usage of resources if
assessment shows a positive result

v
—<—|as a change been made’>
y

Measure the <re there other bottlenecks>—
v
SyStem <Are there other receivers’?>—
v

End |

250ms U — ([l
O 6 6 Apply changes 9 w
S
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How does WLM work: Algorithms

WLM assesses work based on its
= Current and past resource

consumption v T e
= Current and past work endings «"\« {0@
= Actual goal achievement «5 *“'fb T 4@
WLM selects work based on its ﬂiiif!?ﬁ'“ 5
= Goal achievement and importance g mfs?'iziﬁ'ex_ 1 2
level § meethcd +H 1
WLM tries to help work miee e
= To improve its performance index Lorecelver higher rank as donor | => ok
= To improve its resource 2 ecelver gher rank as donor o
Consumptlon 4. always => ok

5. never

WLM projects all changes and
assesses always how a change
effects other work in the system

Copyright © IBM Corporation 2014
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SmPart 111: Work Protection

CPU Ceritical
Storage Critical
Resource Groups
1/O Priority Groups
Discretionary Goal Management

Copyright © IBM Corporation 2014
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Protecting Work

Unrestricted Management Restricted Management
Most efficient for best resource use Very dedicated System requirements

CPU Resource Consumption (Resource Groups)

M_'

CPU Dispatch Priority Assignment (CPU Ciritical)

U
Storage Protection

=

F - e

U
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Presenter
Presentation Notes
So far we discussed the WLM management approach in its full flexible form but this might not always be desired. There are situations for an installation where it wants to restrict certain flexibility and wants to assign more fixed rules, for example:
Some work has a very high urgency and when it runs it needs to complete as fast as possible. In such cases dispatch priority management might not be desirable and just assuring a high dispatch priority is probably sufficient.
Especially online work runs best when it finds all required data in memory. If an installation runs OLTP during day time and very memory intensive batch during night time it is possible that the memory for the OLTP regions is migrated to page data sets. This can result in a significant delay time at the beginning of the day time shift because many pages needs to be paged in again. In order to avoid such situations it might be desirable to set targets which prevent that the OLTP storage is migrated to page data sets at least not within one night shift.
Some work has a tendency to capture the CPU especially some batch work. Even if it may have low dispatch priorities this may have some unwanted side effects which still may incur some delay on higher important work. Also some applications might be dangerous and even if they require high access to the CPU it might be desirable to restrict its overall consumption.
These are three examples which lead to the development of restrictions for the management algorithms. It is also clear that using such restrictive knobs too extensive will result in a system with very fixed resource assignments and very little flexibility. Also a complete other set of reasons related to pricing exist which may require to impose restrictions especially on CPU consumption. We will briefly touch this at the end of the chapter without going into too much detail.


4 Protecting Work: CPU

= [0 avoid that lower important work may get a

higher dispatch priority than higher important
work

= Define a tight goal!
= 0.9 < Performance Index < 1.2

= Ensures that a high important service class does not become
donor

= But also requires a “constant” flow of work

= Or use CPU Critical as the last resort g
W,,
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= Ensures that lower
Important work never
gets a higher dispatch
priority than high
Important work for
which this attribute
has been defined !!

= That’s it, only that !!

= What does this mean?

S = It means that you still
i need a goal for CPU
Critical work !!

252

250

248

246

244

242

240

238

236

234

232

230

228

226

CPU Critical: What it Is

DP

K

ServClas=V, Imp=2, CC=N
|

ServClas=U, Imp=3, CC=N

ServClas=X, Imp=3, CC=Y

M,

ServClas=Y1, Imp =4 CC N

ServClas=Y2, Imp 5, CC=N

|
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4 CPU Critical: What it isn’t

= Not: A full protection against anything
= That was never the intention

= CPU Critical (and Storage Critical) do not put the
system back in compatibility mode

= They simply reduce the freedom of the algorithms a little bit

= The system still runs in goal mode, therefore
= The goals of a CPU critical service class still matters

= The goal achievement is still taken into consideration for all
kinds of adjustments

= And it is not planned to limit the ability of the system to
manage workloads dynamically any further

b4
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Protecting Work: Storage

350

300

250

200

150

Paging Rate of protected and unprotected service classes Storage Consumption of protected and unprotected service classes
10

Thousands

== Imp=3,ExVel=1,Stg Crit =t |mp=4,ExVel=20,Stg Not Crit == Imp=3,ExVel=1,Stg Crit =t |mp=4,ExVel=20,Stg Not Crit

&

Imp=3,ExVel=1,Stg Not Crit ¢ Imp=3,ExVel=1,Stg Not Crit

Ensures that required central storage frames of storage protected service classes is
not taken away unless

= The system is in a storage shortage

= Higher important work needs it and no other service class is able to give up storage
anymore

Understand
= This storage is “taken away” and increases the stress for other workloads, see above
Notice

= Storage protected address spaces can loose up to 25 pages/s if they don’t reference the
storage anymore
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Resource Groups

Resource Group Service after Service Burst

4000

3500- ................................................................................... —MaXImum +SeI‘VICe Consumed .-

3000- ................................................................................................................................

2500- ................................................................................................................................

2000 - s

1500 eveeeeemmmee e TR

1110 R Y YYYYYYYY__—_S "
B0 === e
AR DD P W R P PPN RR RSP P
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/\. /\. /\. /\. /\. /\. /\. /\. /\. /\. /\. /\. /\. /\. /\. /\. /\. /\. /\. /\. /\. /\. /\. /\. /\. /\. /\.

= Resource Groups allow you to set minimum and maximum limits for certain
work on the system

= Good for work
=  Which wants to consume too much Maximum
=  Which has constant requirement for CPU resources Minimum
= Not so good for
=  Work with bursts and no constant resource requirements

= Or if the resource group maximum is defined to low
Consider 5% of a system
But also take the work distribution in a sysplex into account

= Itis NOT an easy control
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/O Priority Groups

New with z/0OS V2.1

Problem
= CICS: 1 service class, using a distinct set of 1/0 volumes
Batch: multiple service classes, competing for 1/0 volumes

Most of the time Batch never uses the 1/0 volumes for CICS

= Possible Result: Batch service classes may get higher 1/0 priority than CICS
service class

Then Batch jobs start to use 1/0 volumes from CICS

= Result: the Batch service classes have better access to the volumes (higher
IOP) and CICS has to wait

1/O Priority Management is very complex
= Therefore it is done seldom by WLM
= WLM may need minutes to recognize the situation before it can react
on it
Solution

= Introduce 1/0 Priority Groups to separate the 1/0O priority Ranges for
different types of work and to ensure that certain work has priority to
other work
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/0O Priority Groups: Ranges

1/0 Priority Management=YES

F9

Priority 1/0 Priority Groups NOT enabled 1/0 Priority Groups enabled
FF SYSTEM SYSTEM
FE SYSSTC SYSSTC
FD
FC
FB Dynamically managed
FA

Priority Group = NORMAL

Copyright © IBM Corporation 2014
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Discretionary Goal Management

= Background

= WLM tries to ensure that work (service classes) meet their
goals!

= But what if service classes over achieve their goals and
discretionary work can’'t make any progress?
= |ldea
= Help discretionary work if service classes exist which
overachieve their goals
= Implementation

= Service classes can become donors for discretionary work if
= They are not member of a resource group!

= They have non aggressive goals!
Execution velocity goal < 30
Response time goal > 60 sec

= The performance index < 0.7
/@ 4 = Plus some more — externally non visible — requirements
N <

(B
QQ Copyright © IBM Corporation 2014
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k.
sPart 1V: Transactional Work

Transaction Flow
Management of CICS and IMS
Enclave Management
Examples

Copyright © IBM Corporation 2014
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Daemon, Control Region, Application Server, Database Server
Terminal Owning Region Application Owning Region,
Message Processing Region

Work requests span multiple address spaces

= Typically for Transaction Monitors like CICS, IMS, Websphere, DB2 Stored Procedures, etc
WLM provides interfaces to give these subsystems the ability

= To tell WLM when transactions arrive and when they end

= To tell WLM which address spaces, TCBs and SRBs execute programs on behalf of the transactions
Two facets

= Management for CICS and IMS

= Management for exploiter of Enclave Services (Websphere, DB2 Stored Procedures, DB2 Distributed Data
Facility, and many more)
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Transaction enters

attributes ———

4—
CICS TOR CICS AOR token | WLM
sampling
CLSFY <= ™ ey
INIT —
token
= INIT g
SWCH — -1 2
“token | == 2 &
ﬂ A
S||'s
=212
o _— ., NTFY token =
RPT token _
g v v

Transaction leaves

For CICS and IMS a set of interfaces is used which allows WLM to
determine the set of transactions running in the respective address spaces

This allows indirectly to associate the address spaces with the service classes

for the CICS and IMS transactions

Copyright © IBM Corporation 2014
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Presenter
Presentation Notes
Another method exists for managing CICS and IMS transactions. This method does not encapsulate the individual work requests it rather counts the types of work requests used in each execution address space and it also provides a tracking mechanism for execution states.

The situation is similar to the previous example. A CICS TOR (Terminal Owning Region) receives work requests from outside the system, verifies them and classifies them to a service class for performance management. But in this case no envelope is created which represents the transaction in the system. Only a control block (performance block = PB) is associated with the transaction and this control block is used to track execution states. The work requests is then also passed to another region an application owning region (AOR). Based on the previous classification the AOR also associates a PB with the transaction. During execution the AOR now uses interfaces to book keep execution states in the PB: The PB has another more important meaning from a performance management perspective. WLM runs through all PBs in the system again every 250 milliseconds and monitors their association to service classes. This gives WLM a picture of which transactions are executed by which application region.

When the transaction completes the association to the PB is removed and the execution and end-to-end response times are tracked and book kept. WLM also collects this information on a microsecond basis and updates the service class statistics accordingly. By doing this the statistics of completed transactions and their response times is always correct fro the associated service classes.


Management: CICS and IMS

External Service Classes: Define the Goals

Online Med

apaoaED

Rne Reg|(7

Internal Service Classes: Used for Management

= WLM

Finds out which region processes
which sets of transactions

Puts regions which process the
same set of transactions to
internal service classes

Internal Service classes

= Inherit goal attributes from the
external service classes
Manages the regions based on
the goals of the CICS/IMS service
classes

= That means

Too much granularity doesn’t
really help

But it is much more robust than
execution velocity goals

It provides much better data than
execution velocity goals

Copyright © IBM Corporation 2014 43



WLM: Transactions: Enclaves

~ -~
~ -
~ ~-—
- -
- -
-
- ==
~ ==
~| ==
~
.

@

|

[
|

@
| —

Daemon, Control Region, Application Server, Database Server
Terminal Owning Region Application Owning Region,
Message Processing Region

Allows to directly manage Tasks and SRBs independent from their
address spaces

= At least for CPU and 1/0

An enclave can span multiple execution units across multiple
address spaces
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Presenter
Presentation Notes
Enclaves are a mechanism to group execution units (TCB, SRB) across address spaces in order to group all parts which belong to the same transaction together. A typically transaction management component consists of 3 parts:
A daemon, control region or terminal owning region which receives requests from outside the system. This region validates the requests and puts it into execution. From a performance management point it creates an enclave which represents the unit of work in the system and thus represents the end user request.
The execution is typically done in one or multiple execution regions. These are named application server region, application owning regions or message processing regions. The receiving address space passes the request to such an execution region and the execution region loads an application program which starts to process the end user request. From a performance management perspective the execution region first joins the enclave and thus associates the program execution with the end user request.
A database which is accessed from the execution region. But it is also possible that the execution regions calls a stored procedure which then requires other execution units to start the work processing.


Enclave Management

= Various types exist:

= Independent enclaves
= True transactions

= Dependent enclaves

= Continuations of other
work in the system

Enclave

l ‘ i ( = Basically used by DB2
l l for encapsulating Batch
work
= Work-dependent
» Tasks and SRBs join enclaves to get managed enc|aves
* Internal Service Classes exist too but they are
much less important =« Continuation of

iIndependent enclaves
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Work Classification
Define Business Importance
Define Goals
How to define periods?
How to use CPU Critical and Resource Groups?
Use Response Time Goals for CICS and IMS
Special function BOTH for CICS (and IMS)

Copyright © IBM Corporation 2014
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What needs to be done?

= You need to classify all work which comes into
your system

= You need a schema to setup up business
Importance

= You define goals
= They represent how much resources are required
= They represent the service level which is provided

;s
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Subsystem-Type xref Hotes Options He lp

Modify Rules Ffor the Subsystem Tupe Row 1 to &6 of &
Command ===13» SCROLL ===»* PAGE
Subsystem Tuype . ! STC Fold qualifier namesT hd (Y or M)
Description . . . Btarted Tasks
Action codes: A=-After C=Copy M=Mowve I=Insert rule
B=Before D=Delete row R=Repeat IS=Insert Sub-rule
More ===1=>»
———————— Qualifier--- - - --- --——-—-—---Class--------
Action Tupe Hame Start Service Repor t
DEFAULTS: STC
1 SPHM SYSTEHM SYSTEM
1 SPH S¥S5TC SYS5TC
1 TH PCAUTH SYS5TC
1 TH TRACE SYS5TC
1 TH SYSBHMAS SYS5TC
1 TH BEEEIRLM SYS5TC

HERNERE RN RN N R RN EREXxEXE BOTTOM OF DATA FEE R RN Rk kR Rk kk

&

from IBM Sample Service Definition: IWMSSDEF

Started Tasks
Make sure that all system and privileged STCs run in SYSTEM or

SYSSTC
= Possibility: use SPM rules as shown above
= PCAUTH, TRACE, SYSBMAS are not automatically defined to SYSSTC
= Classify them explicitly
= [IRLM should also run in SYSSTC
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Classify Work

= Make sure that you define only the number of service
classes you really need

= Hints:

= Don’'t define service classes for reporting purposes
With report class periods you can get any granularity you need

= Make sure that something really executes in your service classes
Don’t define anything with less than 2% of CPU resource consumption
BUT: classify distinct work to distinct service classes, for example:
Don’t classify short living enclaves and STCs together
Never classify CICS/IMS transactions together with anything else
If you use multiple periods

Make sure that some substantial amount of work is really ending
in those periods

More than 3 are very often counter productive
= Use Guideline
= Not more than 25 (max 35) [actively running] service class periods

M ¢ 3 8 with non discretionary goals
i M(m
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You need a schema to start with

= And some few rules how you use importance levels
= Rule 1: Most important production runs at importance 2

= Rule 2: Everything which needs fast access to CPU and which is used
by production runs above

= Rule 3: Everything else runs below

Pre-defined system address spaces

Important monitors, automation, IRLM, everything which consumes very
little CPU and requires fast and instantaneous access to CPU

Importance 1 Critical server address spaces, IMSDBCT, DBM1, MSTR, TORs when
managed towards BOTH, monitors, system programmer TSO

Importance 2 Most important production work, your loved ones

Less important production, TSO, very critical Batch

Batch, TSO last period, all default service classes which do not need any
attention

Batch
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Define the Goals

Base your definitions on
measurements

0 Espeually execution velocity goals £
can’t be defined without knowing 70;

Service Class ExVel depends on CPU Utilization

100

the data 50
= Use periods of high utilization or  3o-
contention as a base oL

= Don’t assume that you can O Frrrrrr

I I SR R T A S R A S S SR T I S S 90

enforce high execution velocities 5 & & 5" & 8 & 5 & 5 &5 & 5 5 & 5
There are physical restrictions

TSGR G PEFIV STV SN AN AN SN SN RN SR NN N

| —— Exvel —s—cpu util

= If you want that WLM always PI
keeps an eye on your service class 20—
= Define a tight goal: e
= 09<PlI<1.2 1.4
= A little bit high temperature isn't a 12 5
bad thing ;8 e
= Only if that doesn’t really help use 06
CPU or Storage Critical 0.4
= Can be avoided in many cases o
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How to use Periods?

Only if necessary and only as much as really needed!
= Use lower importance levels and less stringent goals for higher periods

= Define durations which ensure that the majority of short running transactions end
within the first and second period

= Suited for:

= TS0, OMVS 3 periods (seldom 4)
= Mass or common Batch (no production Batch) 2 periods (seldom 3)
= Some DDF work with unpredictable resource requirements 2 periods
= Seldom: WAS 2 periods

TSO

Transaction Ended Rates Utilization by Period

s . Example
reriod 1: Imp=2, 90%<0.3s, Dur=400 | b b
[Period 2: Imp=3, 80%<5s, Dur=1500 f L W
[:]Peﬁod 3: Imp=5, 80%<10s, Dur=100000 |. ... ...} | R Y AN | ISR
[}Period 4: Discretionary

B0 Lo - N ,

an {----- - B -

20 -0l " G- o L1 V4 A N ¥ | PR

h%@@%@@@w@@%@w@@%@ @@h @fﬁ’@w@@%@ XX @w@f@%‘?f X @@@P@ﬁ,@hﬁ%@ EEEE ﬁ%@ﬁ@g@ gg@ﬁ@ EXX) @@ ﬁ@ﬁ@@@@@ﬁ@@@ & ﬁ@ﬁ@ﬁ@ﬁy@ﬁ@@@ & @ﬁ@ﬁ@@@ﬁ@ﬂ@ﬁ%@ﬁ@ﬁ@ @@
mn“é"n"&@ww“",ﬁq'\ v:'\a'“ 6\@'\""’,;\,bq'}')mb'\@'u"é\&\\\4"9'%\' ’b'},'\'}?é’ u@m'\w’b‘ﬁ»@q""""“u" '5“,;\ ,;z,,‘_‘rv,uuué v\»{‘-‘v\@r(‘w@
FFEFEFEF I E P F P F I E S F T E S TP PP P I P S S A %“@“@%@? S S P FI I TS
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When to use CPU Critical?

s Use it seldom
= For 1 or 2 service classes
= At best only for importance 1

= Suited is work which doesn’t consume much CPU, which doesn’'t show
high consuming CPU spikes, and which needs fast access to CPU
= Examples:
Critical server address spaces
= Rule: use the similar rule of thumb for work which you would place
iIn SYSSTC
= To SYSSTC
= Less than 20% of 1 logical processor
= No high consuming CPU spikes
= CPU Critical

= Less than 5 to 10% of total system consumption (depending on size of
system)

= No high consuming CPU spikes

N
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How to use Resource Groups?

= First: don’t use it for OLTP work
= At least don’t be surprised if your OLTP work starves otherwise

s Use of maximum

= Possible for batch work
= Can best deal with limitations

= May result in elongated elapse times and you need to assure that
you can afford them

= Use of minimum

= For medium and lower important work which need to make
some progress
= But be very careful

A resource group minimum supersedes all goals and all importance
That means the resource group minimum comes first
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X

Use response time goals for CICS or IMS!

= What are the benefits?

You can easily find out how long the transactions
need on your system

You can easily define report classes to monitor
subsets of your transactional work

It can easily be related to a Service Level Agreement

Response time goals are very stable against
configuration changes

= Execution velocity goals (disadvantages):

= Require that you convert the response time expectation to
an acceptable amount of delay

That requires detailed measurements
It often ends with too high goal settings (and CPU Ciritical)

= Are very sensitive to configuration changes
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Response Time Goals for CICS and IMS

Some recommendations

= Start with few external service classes
= Perhaps only 1

= The Subsystem Instance classification rule is a good starting point for
classifying work for both subsystems

= Understand how the transactions behave
= Is think time included?
= Is there high variability?
= Try to use percentile response time goals
= They can better deal with variability
= You may want to exclude test work from being managed towards
response time goals

= Too few transactions, no constant utilization and/or no need to manage it
In a sophisticated way

'\ = And you need to monitor the settings

= Response time distribution charts and comparisons with subsystem specific
monitors are usually easy and help
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Response Time Goals for CICS and IMS

Start with monitoring only
= Define a single service class for CICS (IMS)

= Exempt all regions from being managed towards TRANSACTION
= On Classify panel scroll to right twice (F11)

= Define at least one or multiple report classes for the transactional work
Result
= The work is still managed towards execution velocity goals

= The response time and its distribution can be examined thru the report
class(es)

What to do next

= Monitor the system and adjust the service class goal

= When you are comfortable with the settings
= Switch to TRANSACTION management for your regions

Notice °°e.
= This is an iterative process .o ‘ ﬁ

A
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Example: Too many external service classes

S — = Example shows 5 external

cics MOSTTRAN 2 80% complete within 00:00:00.080

1
cics SPECTRAN 1 2 80% lete within 00:01:40.000 1
cics SYSTRAN i 3 80% ZEEEHZ ::rth:: 00:00:01.000 SerVICe Classes for C I CS WO rk
1
L
1

STC REGIONS 3 Execution velocity of S0

ccs DEFTRAN 4| 50% complete within 00-00:02.000 - WLM creates internal Service

CICS LONGTRAN 4 50% complete within 24:00:00.000

classesup to 2" -1

1038 SYSTRAN DEFTRAN MOSTTRAN SPECTRAN LONGTRAN -
sz 7 T = = MOSTTRAN is the most
o : ; 3 : : important work
SSRWMS02C
e 5 T = = At the right side
SSRMS030 ) 0 0 . 0 - 0 ) . . .
Total Observat 136 2 50850 5102 210 65100 - Three pO]ﬂtS In tlme ShOWn Wlth
10:42 SYSTRAN DEFTRAN MOSTTRAN SPECTRAN LONGTRAN a distribution Of Work to internal
SSRMS028 52 797 1 . .
ssausezs : : service classes (regions)
SSRMS02B 0 0 0 .
ssusizc =« MOSTTRAN often runs in 3 but
SSRMS02D 45 2 39571 160 . . .
ssRusozE = P B3 &9 sometimes only in 2 internal
SSRMS030 0 0 0 0 .
Totals 160 2 61725 5333 230 service Classes
10:47 SYSTRAN DEFTRAN MOSTTRAN SPECTRAN LONGTRAN ThIS depends Wlth WhICh Work
ssrustzs g —_ 73 MOSTTRAN must share the
SSRIS02A 27 19293 5309 78 reg ions
SSRMS02B 89 1 1262
i 5 S ——— — = What are the effects?
SSRAMSO2E 0 0 0 0 0
SSRMS030
Totals 276 4 60761 5309 234
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Example: Too many external service classes
Service consumption by internal service class
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D00 O, 0 0.8 0 0 Q) Q! Q! Q! Q) () QB Qb &b QD &3 ‘D Qb <3 NS Qb §3 Q3 Qg Q

||:|$SRM8028_1 m$SRMS029.1 m$SRMS02A 1 m$SRMS02B.1 O $SRMS02C.1 m$SRMS02D.1 m $SRMS02E.1 m $SRMS030.1 |

@ = MOSTTRAN transactions
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Example: Too many external service classes
Dispatch Prjorities by internal service class
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@ = MOSTTRAN transactions
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Example: Too many external service classes

= What can we learn
= MOSTTRAN transactions are all the same
= MOSTTRAN transaction receive different treatment
= This only depends on which other types of transactions execute in the same
regions
= MOSTTRAN are also really the most often found transaction type
= Regions processing MOSTTRAN consume the highest amount of CPU
= The idea was to separate some long running and some less important
transactions from MOSTTRAN

= But what is the result?
The only effect the other transactions have is that MOSTTRAN transactions receive

different service
Because the other transactions occur relatively seldom compared to MOSTTRAN
they consume very little resources (even if they are really long lasting)

If they run in regions which do not process MOSTTRAN transactions they get

BETTER service than MOSTTRAN

= The net
= Only created different service classes if the work really executes in
different regions otherwise the result is unpredictable

= Percentile response time goals take care of different types of work
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Response Time Goals for CICS and IMS
Percentile Response Time Goals

bucket#

Fraction
of Geal-
Response
-time

% of
endings

T of % 30 42 50 60 70 80 84 90
endings

= Percentile Response Time Goals are very stable and provide the best mean to
manage also divers work in the same service class

= Example: 85% of all transactions should complete in 1 sec

. WLI\I/I collects the ending transactions within buckets around the goal from %% to 5 times the
goa
RMF displays 14 buckets (example above)

= To determine the PI WLM looks for the bucket which accounts for at least the defined
percentage of ended transactions
In the example this is bucket 8

= The corresponding response time value divided by the goal response time value determines
the performance index

= Consequences
=« The bulk of transactions matters for managing the work

= Some outliers are not impoartant, just let them run in the service class, they do not disturb
the management
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Response Time Goals for CICS and IMS
Percentile Response Time Goals

Accumulated Ended Transactions

% of Endod Transactions
b

| e T
100 74
n
0 0
. : ‘c; ?‘F@‘of} ,ﬁf:&gg’jﬁig z’bfh;?ffhjbf‘bjh@?fbf’sﬁ&%’w @@?‘c@‘i&h@h@ (?#@%@‘,@h'@ @‘c@hc‘hfﬁi: fh§h§h55f6§ &G' @@@@@é’ *j“f Qgﬁf‘?:?: @9@:§i @@iﬁj&i @;@@?ﬂ; -Q&.g‘? .9@6@@& 'g@ @9@§§§ @@Q’é‘?&@ -@Q@ﬁﬁ& '@&“}‘w @@ﬁt%@ 'g@ @9@"?{? f@i@&
[==CiC5 Regions (A5PL%] —CICS Trarsactiens (Endedis)| [=5=02 .58} — =04 (Goal) — <=0.8 (BGoal}]

= Left Graphic: displays the load (CPU and transactions) for CICS work

= Right Graphic: displays 3 accumulated buckets for ended CICS transactions
= Green: Transactions ended within %% the goal value
= Blue: Transactions ended within the goal value
= Red: Transactions ended within 2 times the goal value

= Goal Value: 92% < 0.4 seconds
= Result: CICS response times are very stable throughout the prime shift (with high load)
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4 Execution Velocity Goals for CICS and IMS

s Make sense for test environments
= Without a constant flow of transactions

= If test and production runs on the same
system or sysplex
= Use response time goals for production

= Use execution velocity goals for test

« Exempt test regions from response time
% management (Option: REGION)
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CICS and IMS: Special

Function

™

| —

/;G > Q®
(e S -

. S . j‘

Work Manager Work Consumer
CICS Terminal Owning Region CICS Application Owning Region
IMS Control Region IMS Message Processing Region

o [Database.
|

Database Server

CICS and IMS is a work manager, consumer model like DB2 DDF

and WAS

= Remember for DDF and WAS the control regions are classified to high

important region service classes

= The work units run in lower important production service classes
On system which run to a very high degree CICS and IMS without

any work which can be displaced you should
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CICS

and

IMS: Special Function

SYSSTC i TRX1
Fixed DP=254 Enclave Service Class | service class
Importance=3 | Importance=;
00% < 0.9: AvgRT=0.02:
]
]
1 rogion WM managed wiltme | 1 cegon
}
WAS !
— I:I |:| |:| Server [ -
. Region I
]
Scenario |
L w"‘fzﬂ‘: oot :\’:m:h i 1 region
]
WAS I
- [I |:| |:| Server [ =
Region !
i
i
1 region et U |t region
]
WAS !
— I:l I:l I:l Server [*., —
Region 1
i

WAS RT = Enclave Create to Enclave Delete

AOR STCHIGH
S

= Problem

CICS RT = ME Init to IWMRPT service
{includad in WAS RT}

.. CoOnsumed Service

14000000

12000000

10000000

[Sorvico]
g
8

Q\

T P N
EE A S
'5":"'5‘6'9'

N

BB Loy

P
&

CICS AOR

EANE N A A
K

work in and out of the system

= CICS TOR have to wait behind AORs
=« Same dispatch priorities

= Result:

above 85%
= Solution

= De-couple TORs from response time
management but ensure that response
time management remains in tact

SELEEEY = Option BOTH

AT A S A A S A
Ll e i N

FETERTE RS
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_ CICS and IMS: Option BOTH

Subsystem-Type Xref Notes Options Help

Modify Rules for the Subsystem Type Row 1 to 3 of 3
Command ===2> Screoll === PAGE
Subsystem Type . : JES Fold qualifier names? s (Y or M)
Description . . . Batch Work
Action codes: A=Aafter C=Copuy M=Mowve I=Insert rule
B=Before D=Delete row R=Repeat IS=Insert Sub-rule
£{=== HMore
———————— Qualifier-—-—————--- Storage Manage Region
Action Type Hame Start Critical Using Geoals Of
1 TH CICSTOR=*x NO BOTH
1 TH CICSAO0OR=x® MO TRAMNSACTION B
1 TH CICS=x NO TRANSACTION

Mk kokok ko kokkk ok ok ok kkokkckkokkdkokdkdk BOTTOM OF DATA ok ko ook dk k ok ok ok koo ok ok ok ok ok ik sk ok ke ok ok ok ok ok ok ok ok

= What to do
= Separate CICS TORs and AORs to different service classes

= TOR service class
= Set to importance 1, define a “high” execution velocity goal, CPU Critical may be an option too

= Exempt the TORs from being managed towards response time goals by using option BOTH
« This ensures that the end-to-end context for CICS transactions remains in tact
= This ensures that CICS transactions (and the AORs) are still managed towards response time goals
« This maintains all reporting features for CICS
.eo ™ Why does it work
o = Typically TORs (as well as IMS CTL) only consumes 5 to 10% of the CPU of all CICS/IMS

°>‘ .ﬁ work
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SPart VI: Monitor your expectations

And Summary Part | to VI
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Monitor Your Expectations

= ESession & - [43 ® 80]

File Edit Wiew Communication Actions ‘Window Help

E E'Ei E% E:"-_ "'T'é | |
oo T T AmETwiRz o sdsplesx Summary - WLMIFLEX 0 Lime 1 of 13
Caommand ===> Scroll === CSR
LbLM Samples: 400 System=: 1 Date: 07-14-83 Tims: 15.30.00 Range: 100 Sec
b add | || [ [ [[[[[][]]]|REEEEEaas
Service Definition: LWLHQUEUE Imnstalled at: B07-14-032, 15.28.14
Actiuve Policy: WLMJUEUE Activataed =2+t: 87-14-032, 15.28.23
——————— Gosls wersus Actuals - ------- Tramn=s --Avg. Resp. Time-
Exec “Wel --- Response Time --- Ferf Ended WAIT EXECUT ACTUAL
RET Y T I Goal Act ---Goal--- --Actusal-- Ind= Rate Time Time Time
EATCH L) iz O.290 16.493 k= Iok= el = i
ETCHDEF =3 = 20 33 .60 {0 Frte o 5] [ = =T 11 2.0349 2.949
ETCHLOMG = E = Lic 10 e = g.oon o.o00 o.ooR B, 00
ETCHSHRT S = 20 EieT BN B 28ET 16. 99 i1a.2@ & e 5|
STC L 8.0 O.000 g.000 O.oon [apsocyE]
STCDEF = =1 Zo a.a@ MR Q.000 o.0aa .00 o. o0
SY%ESTEM L = e O.0o00 g.000 o.oom 8. 0o
SNSESTC = MR B.E& M. A Q.000 a.0aa a.00a o. o0
SHWE TER =3 (R =] 2 MR O.000 g.000 o.ooE B. 0o
TS0 L) JLEe] O.8580 0.000 o.z2495 . 245
TSOODEF =3 Tl 0.380 0.000 Q-1 55 {0 Joen ==
1 3 Rt 1.000 S0 Slpas o.50 O.z280 0.000 8. 155 8. 155
TESDSEEE =3 n AR 0.500 AYE 0.3132 AVG a.63 O.500 .00 [ e e B3
F1=HELF F2=SFPLTT F 3 =EMLC Fa=RETURHM FE5=RF IMMD FE=TOGELE
F7=UPF Fa=DOWM F9=SWAF LIS FlO=EREF F11=FREF F12=RETRIE%“E

= Goal Mode doesn’'t mean that you don’t have to watch your system or that you
doesn’t have to do periodic adjustments

= Many things can change and you have to react to them
= But you have to use the correct mechanisms
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_ Monitor Your Expectations

Response Time Distribution
Service Class: IMSTRAX Period: 1 System: JBO, Workload: DDF, Reporting Date: 03/16/2004
Goal: 90% in 0.3s Actual: 61.9% achieved
Date/Time: 04/01/2003-09.52.47
140 4

120 A r 3.5

AW O, —
A VINCUYVIVIWETAN Lo Y
| A AN SR T v
m'/N R

0.1500 0.1800 0.2100  0.2400  0.2700 0.3000 0.3300 0.3600 0.3900 0.4200 0.4500  0.6000  1.2000 >1.2 L o L L e e e 0

P LSS LSS S
_ S S PRSI S SIS SN RPN
5 Within Goal B Goal Exceeded B Not Relevant —#—Total (Y2) | R R
PG P G G G T g g g
PR SG

Response Time [seconds] b’QQ 'L‘QQ S S .S _00 _Q° _00 _QQ LSS LS
G

= Make sure to use tools which allow long-term analysis of your data
= Which data: RMF SMF is the preferred source

= |If you don’t have tools in place:

=« Take a look at the RMF and WLM homepage
For example: RMF Spreadsheet Reporter provides easy charting and analysis capabilities
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Finally: Reporting

One of the Big Advantages

180 1 100.00
160 409 90.00
1 0. 80.00
140 | 0.8
| —
0. 70.00
. “’M | f A M ﬂ A'A N ;
U 106 5 6000
N
+05 = 5000
3 [
80 E
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60
l l 0.3 30.00
40
0.2 20.00
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ooooooooooooooooooooooooooooooooooooooo

=——Ended Tt ion Rate ===Transaction Ended Time (Y2) ‘

= WLM provides easy mechanisms for long-term data analysis, reporting and
capacity planning

= Report Classes are the base P

= Use them extensively to create a granular picture of your workloads Q
= They provide an easy mechanism to capture application growth ’ﬁ <=~

= Transaction counts and response times D

= Allow detailed analysis of application throughput and end use expectations
= Report Classes provide the same level of granularity then service classes
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Summary

Setting up a service definition

= Start with business importance

= That’s the key point for distinguishing work

= Make sure you use as many as possible
= Try to understand which work depends on other work

= Work which just provides services to other work such as IRLM needs good access to resources
= Define goals which make sense

=« Use periods of high contention

=« Try to understand execution velocities
They can vary dramatically
Ignore periods of low utilizations
They depend dramatically on the number of logical processors and the number of parallel execution units

= Use always measurements to ensure your settings
Some things can’t be achieved just be theory

= Don’'t underestimate the reporting
= Itis one of the biggest benefits of WLM

= Use report classes to distinguish work and to understand parts of your work
Use it extensively it provides a lot of good insight into the system

= Try to use response time goals for CICS and IMS
= Don't try to setup goals to granular
= But a response time goal is much more reliable than an execution velocity goal
= And the reporting aspects already pays every effort back ¢

&
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Summary

Many problems with existing service definitions occur because people
know too much about system internals
If you haven’t done it already

= Takg a step back and forget how you managed a system in compatibility
mode

= Try to think how you would manage a traffic control system

Try to express your expectations and do not try to internally tune the
system

= You still have to monitor the results
= You still have to make adjustments
Use features with care
= Start to define a service definition without any restricting attributes
= Apply them selectively and don’t over use them
Periodically reassess your settings

If you need help
= There are various places to go, see next page for examples
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_ End

.’ Cuestions

Documentation
z/OS MVS Planning: Workload Management
z/OS MVS Programming: Workload Manager Services
Systems’ Programmer Guide to: Workload Manager SG24-6472
Effective zSeries Performance Monitoring Using RMF SG24-6645

Specials
High Availability and Scalability of Mainframe Environments
Robert Vaupel, 2013, KIT Scientific Publishing, ISBN 978-3-7315-0022-3
free download at: http://digbib.ubka.uni-karlsruhe.de/volltexte/1000034624

Das Betriebssystem z/OS und die zSeries — Die Darstellung eines modernen
Grof3rechnersystems, M.Teuffel/R.Vaupel, ISBN 3-486-27528-3 (in german)

Internet Links

WLM http://www-03.ibm.com/systems/z/os/zos/features/wim/

RMF http://www-03.ibm.com/systems/z/os/zos/features/rmf/

IRD http://www-03.ibm.com/systems/z/os/zos/features/wim/WLM__IRD.html
WSC http://www-03.ibm.com/support/techdocs/atsmastr.nsf/\Web/Techdocs

SWPRICE http://www-03.ibm.com/systems/z/resources/swprice/
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http://www-03.ibm.com/systems/z/os/zos/features/wlm/
http://www-03.ibm.com/systems/z/os/zos/features/rmf/
http://www-03.ibm.com/systems/z/os/zos/features/wlm/WLM_IRD.html
http://www-03.ibm.com/support/techdocs/atsmastr.nsf/Web/Techdocs
http://www-03.ibm.com/systems/z/resources/swprice/
http://www.pressindex.com/images/Photos/internet_symbol.gif

‘ Literature on WLM Webside

ftp://public.dhe.ibm.com/eserver/zseries/zos/wim/zWLM_V2.pdf ftp://public.dhe.ibm.com/eserver/zseries/zos/wim/WLMcicsims.pdf
z/0S® Workload Manager z/0S® Workload Manager
How it Works

Managing CICS® and IMS™ Workloads
And How To Use It

THETBE WIM Issue No. 1 TMEIDE WILHM Issue No. 2

Robert Vaupel

Robert Vaupel . :
Senior Technical Staff Member

Senior Technical Staff Member
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z/OS Books

M. Teuffel /R Vaupel

Das Betriebs-
system z/0S
und die zSeries

Die Darstellung eines modernen
Grolrechnersystems

ILITY.

T T
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