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Slow Response Costs Money

Estimated Potential Monthly Cost of Slow Page Downloads

Total: $362 Million

Securities Trading [ $33 Million
Travel/Tourism FEEEEEEE $28 Million
Book Publishing || $12 Million
GrOCENHES | i e e $7 Million
Personal FINanCes | | cccc o e e e e e e $4 Million
Recorded MUSIC | |« v v e e e e e e e $4 Million
Apparel/Textiles | |« oo v v $3 Million
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Source: Zona Research
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= Slow performace
costs e-commerce
sites $362 million
per month.

= Average web buyer
will wait 8 seconds
for a pageto
download.

= Longer download
times can cause
30% of online
buyers to bail out.



Friendly Finance

Business Manager I/T Executive
We need to easily accomodate
rapid business growth and handle We need good performance
peak demand so we don't lose characteristics, _scalat_)lllty,
customers and money. and easy configuration

management
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WebSphere is
the best.
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WebSphere Advantages

= WebSphere has better performance than
BEA In enterprise class configurations

= WebSphere makes enterprise configurations
easy to manage

= WebSphere's high performance is verifiable
by high workload customer references

= WebSphere Edge Server adds distributed
dynamic caching and load balancing for
even more of an edge.
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Site Performance and Reliability Considerations

= Inherent Application Server Performance
»WebSphere Dynacache
» Call by reference within JVM
» Access bean caching (via tools)

= Multi-Tier
» Separate the workload
» RMI/IIOP performance

= Horizontal Scale
» Workload balancing
» Cluster failover

= Edge of Network
» Push caching closer to user
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PC Magazine Independent Benchmark
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Note: BEA and Oracle refused to participate
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IBM Re-

Throughput
(http requests/sec)

Workload
Mix

Run of "Nile" Benchmark

B BEAWLS V6.1

nAn
25% browse/search
25% checkout

25% buy special
15% login

10% logout

IBM WAS AE v4.0 (no cache)
| IBM WAS AE v4.0 (with Dynacache)

920

"g"
50% browse/search
20% checkout

10% buy special
15% login

5% logout

613 615

(1] Cll
50% login
50% logout

"A Performance Comparison of Application Servers on Windows 2000 Using the Nile.com
Benchmark Application”, A. Rindos, S. Woolet, T. Shanaberger, D. Shupp, C. Blythe, K. Ueno,

12/2001
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WebSphere Platform Logical Elements
Can Map to Separate Processor Tiers
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Multiple Tiers Isolate Containers for Security and

Performance

Tier 2
= eBay (g
= Disney.com o
= Weather.com
Web Server DB2 Server
JSP Servlet Engine

(EJB Container)
= Morgan Stanley

Tier 2
= Schwab H%m ]
= Toronto ; M e
Dominion Bank Web Server Business Logic DB2 Server
JSP Servlet Engine

(EJB Container)

/Architectural
choices driven by:
= Security -
isolating vital
resources from
the Internet
= Geographical
considerations -
separate data
centers
= Workload -
distribute
workload for

performance

~

A 4

Tier 4
i

Tier 2
= Aetna | Ug
= Rationa L)
Ll
JSP Servlet Engine
Business Logic
(EJB Container)
Tier 2 Tier 3
= France ol Ll
Telecom | e
JSP Servlet Engine Business Logic
_ _ (EJB Container)
* Firewalls between tiers
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WAS v4.0.1 vs. WLS v6.1: Trade2 Benchmark

Trade2 Trade2
EJB JDBC
Split Business /
Presentation Logic
new Schwab e
Bank of Montreal = http Server EJB Container
o JSP Servlet Engine
Z
HTTP Proxy to ©
Application v
current Schwab +38% +53%
J.P. Morgan - (with
Morgan Stanley Online http Server ~ JSP Servlet Engine  DB2 Server Dynacache)
EJB Container
"All-in-One" with
Ap_ache (IHS) | CCD +16% +320%
simple evaluation AV http Server DB2 Server
— JSP Servlet Engine
@) © EJB Container
© S
5
"All-in-One" with c 0
native HTTP 3 (3%) +24%
@)

simple evaluation

"native" http Server DB2 Server
JSP Servlet Engine
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WebSphere: Industry Leader in Enterprise Business
Transactions

Where's

BEA and

Oraclez?

\

WAS has alm!)st

twice the '
Performance “perfare Prlce/Performance
(Bbops/min) _..—half the cost! ($/Bbops/min)
_—

12,000 60 -
10,000 50
8,000 40
6,000 30 ]
4,000 20
2,000 10

IBM Borland IBM Borland
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Multiple Tiers

= BEA does not offer a separately installable http server

= RMI/IIOP is a multi-tier requirement
» Connects Web Containers to EJB Containers

»\WebLogic still clings to proprietary T3 protocol
=Defaults to T3
= Recommends T3 for better performance

»\WebSphere implementation is 63% faster than WebLogic
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WebSphere RMI/IIOP - Benchmark Primitive

?
0 3 RMI/IIOP vs T3
Q\e 6'5010 Method Calls/Sec

. 11BM M BEA

1500

Call a Method on the
RMI Server Object N
Times (object is
BEA6.10or WAS 4.0 created and destroyed
every time)

1000

500

RMI Servlet i
(RMI Client) RMI/IIOP RMI Server

Method Calls/Sec

Return from the

A RMI Server BEA 6.1 or WAS 4.0
Object N Times RMI/IIOP

RMI Servlet
responds
Completion

' Once

Browser
Calls RMI
Servlet
once
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Horizontal Scale

= Workload Balancing
» Easily manage workload balancing among multiple servers
» Add capacity without outages

= Can configure for cluster failover
> Superior WAS architecture is simpler and more reliable

!JM http server

Web container ‘M EJB container

!M

edge server @J
» ‘ 3

__imami
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WebSphere Workload Balancing

http sever Web container EJB container

= Automatic distribution of workload within each tier

= Easy to add servers for more capacity
» NO outages
» No manual steps
» One-click web server plug-in configuration
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Demo 1

Open WAS Admin Console
Create a new clone for the server group
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Complete Steps to Add Capacity

= WebSphere = WebLogic
= New Server Machine = New Server Machine
> |nstall WAS 4.0 » Inst More manual,

error-prone

steps

Configure new Instaiic’ =
belong to domain.

» Configure Node Manager on
new instance.

= Define Clone on new Clone on n
Instance. Instance.
» Copy code directory. gure ports 10
» Configure WLM for clone.
art Clone.
» Wait for code to transfer.

» Configure new instance to
belong to domain.

= Start clone.

= Regen web server plug-in.
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WebLogic Workload Balancing

3rd party Web container EJB container

3rd party
Data Base

3rd party i
edge seer'
‘ \!J

Z-BEA does not offer an edge server or an http server

= Not as easy to add a server
» Manual steps

= Changing configuration settings frequently requires
WebLogic restart
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Demo 2

nen BEA Admin Console
nange some simple parameters
now 24 X7 myth

2NeoNe
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So, you want to install a Service Pack on BEA?

- .
2 Previous Installation Found

& & presious installation of WebLogic Server 6.1 has been
detected at C:*hea6lspl'wlserverd.] .
& single BEA Home can only contain one instance of a given product wersion.

You have the following alternatives: [} Original Version Of WLS
1. Cancel to select another BEA Home Directory v6.1 did not SuppOrt the
2. Ezit the installation
use of Node Manager for
setting up clusters

= BEA issued Service Pack
in late 12/01 to fix problem

m BEA Service Packs are

Choose BEA Home Directo ) )
v essentially a re-install of

™ Create a Mew BEA Home Cbeabisp WLS
ChbeaBlgal
' |Use Existing BEA Home ] eavioa = not an add-on to an
existing installation like
Specify a Mew BEA Home: WebSphere

|cbeaBispi

Browse

Frevious




WebSphere Cluster Failover

http server Web container EJB container

DataBase

= Persistent session data shared in common database

= Easy to configure for failover

» If any server(s) drops out, the remaining servers balance the
workload

= Auto restart will re-establish original balance
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Demo 3

WAS Load Balancing and Failover
Show superior strength of WAS
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WebLogic Cluster Failover

3rd party Web container EJB container

3rd party
Data Base

3rd party
edge seer

= NO auto restart

= Only supports simple fail-over
» no load re-balancing after failed server comes back online

u Clustering performance and reliability is inferior to
WebSphere
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WebSphere Failover Configuration Benchmark

6 B
<
(«
K0 ¢
?3( 09&6
e(e 6‘\ Failover Configuration
Q¢ ,‘:\((\6 Benchmark
e’
B BEAFile [ ] IBM Low Case
Trad 92 E‘] B B BEA jdbc B 1BM High Case
3 X Intel [l BEA Memory Replication
550Mhz, 500MB
RAM
1 X 4way 70
RS/6000 332Mhz
1 X 4way S 50
RS/60001662Mhz Session &
DB2 or Y
1GB Ram DB il 9 40
Machine e % 30
]
WebServer Cluster 2 Session DB/File % 20
= 10
Product
BEA: Apache DB 1 0
IBM: HTTP Server Machine
Product DB
1 X 4way Intel
Cluster 3 550Mhz 4GB
Ram
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WebSphere Edge Server Extends Support to Edge of
Network

B2B
Connections

= Balances web application Edge
processing loads intelligently
across clusters of Http servers Extranet A

and clusters of cache servers. Server
Edge Internet
PvC

= Uses open APIs in WebSphere Edge AN /
to magnify the impact of Customars Serven
Dynacache by bringing the Edge / \

Server

cache closer to end users. Intranet

Edge
Server
= Enables content bas_ed S
management of routing to
provide for quality of service for

web applications. _ _
= Load balancing/Clustering

= Interfaces with caching and = Caching
content distribution agencies in = Filtering
the internet to improve = Traffic Management
application response time. = Content-based routing
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Customer Metrics Examples
Peak Hits & Page Views Per Day

e \Wimbledon e €Bay
1000 - @ Sydney Olympics ® Yahoo
E meSchwab
| M \Weather.com
100 H
. i ®Nagano
Hits/Day -
(millions) -
- Embuy.com
10 — m Key Bank
. ®REIl *
1 o Macys
i oFBI ®Sears *
1| eVictoria's Secret
1\ _e®Borders *
: ® ShopIBM
: * Average volumes; non-asterisked customers are peak volumes
M Estimated
0.1-
0.1 1 Page Views/Day 10 100
(millions)
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Weather.com

= 2 million visitors per day, 33.7 million page-views per day , 250,000 pages of
content

m WAS 3.5, Sun servers

= "Websphere came out on top across all dimensions. Most importantly, it ran much
faster than Weblogic for what we needed it to do", says Dan Agronow, VP Quality
Control Testing and Operations

Forecast & Maps Activities Interact Hews Center services My Weather

. "IEIIST, AW a=,
weather.com Enter city or US =zip: I 'Triguslu-h. TH, "P'::.i: Frafoce"

# Local = Health = Travel ?' Recreation M} Home&Garden & Driving M Work Site
Homepage | Local Outlook | Averages 8 Records | Maps

* Plan vour Wacation

Click here for yvourfresecredit report online! - -
* Scenic Crrive=s

* oAy Duality BReparks

rNews Center rMaps “?) rHighlights

Sumimer doldrums Summer Driving
A lazy front produces heawvy mm The hWost Low Faresl SUMmEr iS5 s
thunderstorm=s in the Midwest while haot - perfect time of
and extremely humid air steams the Tempearaturs vear to take a
central and southern Plains plus much of |m?"_" oo ?— - mm wm drive slong some
the Mississippi and Ohio valleys. of the country's

Today's Forecast tah= W athes o2, 2009 most beautiful and

bdore details ;’“ﬁ' o picturesque
I 1.::. ' = I“TF-:-.;:--‘“ :-:-:-Iu il:- mrim bFWE}.‘S "
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US Open/ Wimbledon

= Exceeded 1 million hits/min, 2 million unique users, 30K simultaneous access of scoreboard
application

= Similar results were acheived for the Wimbledon, Australian and French Open

= Software: WAS, Edge server, DB2, IBM Gryphon 1.0 Messaging technology,Lotus Domino, Tivoli,
WCS, Linux

= Hardware: p-Series RS/6000 SPs, RS/6000 workstations, x-Series Netfinity 4000R , ThinkPads,
Intellistation M Pro Computers, PC

http://www.usopen.org

, The Offici=aal We b Site of the SO001 s I:Ip-.rl- A USTA EW
o~ ILAAL RS O e oy IS an I8 e-business 000 O T

S OPE N TMOKETS SCOOREBSCA Ry NEWSS & VIEWYS  FLAYERS NAOENLE O EN an e-basiness

— e — sports sadution
LHRAS LNVE & THE COFEM MOWLIARRLARTER'T CILANDE LIS COEENN STORE N * [3

August Z2F to Septemibzer 9 IBMN Real-Timn

Auwvesome Aussie

In a brilliant pedormance, Australia's Llevton Hewsitt
vaon hi=s first Zrand Slam title Sunday vuith a thres-==t
thrashing of fourtime champion Fete Sampras, the
sacond straight dizsappointment for Sampra=s in the US
Open men's final. Earlier, top sead= Lisa Raymond and
Fennae Stubb=s beat Kim Fo-fde=s=serli and MHathalis
Tau=ziat forthe voomen's doubles croven. et all the
neves from two glarious vweeks of tennis, including “Wenus

Surmrnary Scoreboard

match complets

Wrilliam= win ower sister Serena Saturdaw night, in HNews
and Wiewes.

match complete
. N . = iilliames=s
* Hewitt Haces to First Title
Futting on po=s=sibly the mo=st impressive display of return
of =erve =ean during the Open era, Aussie Lleyton

Williames
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Schwab Brokerage/Trading Applications

= Barista Il proof of concept project

» Separate tier for EJB business logic

» Demonstrate scalability and administration of large scale domain

» Heavyweight account overview pages
= 350 pps with 67% CPU utilization on servlet nodes and 73% on EJB nodes
= 1.4second response time

= Demonstrated capability to meet production requirements of 16.5 million
transactions per day (Peak/average ratio is 8.7)

Charles Schwab
-esicmar Comer [ p e Tracdn Cmgtes & Besesrch & |ty Flanrnmn SEViCE
TSI | Balancas | Posiions | Pedommsancs | Manilor | History | b
\ Thank you for u=ang Schwab's intemet Serdces. IR 28100906 =

Account Imformation Dafails v Positions Dslaysd Dataiks »

! IR IS CLranRy G in Last  Crange
serviet EJB data the account. See Balances 0 Mo info evailable
44 nodes 15 nodes 15 nodes for i rifareraati can 1503408 Mo i available
haargin B neg Power H000 AJ'-.I'Lﬂ'*.I 6303 -0 ... L Trazs

Sacuntios Market Value 31173750 AL S625 025

. Tatal Cash 15029.95) EBARAX §161 -016 EEE
RS/6000 Winterhawk I Totl Acrount Vakss ﬁﬂm H: CMCSA 3844 000 GEES
DELL 4581 <005 I

S e PR e -

Scene 3 - Roadshow_PerfScal.prz / 29




Conclusions

= WebSphere has better performance than BEA in
enterprise-class configurations

= WebSphere makes enterprise configurations easy to
manage

= WebSphere's high performance is verifiable by high
workload customer references

= WebSphere Edge Server adds distributed dynamic
caching and load balancing for even more of an edge.
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Thank You
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ECperf - "Industry's First EJB Benchmark”

what IS It

» ECperf is a Enterprise JavaBeans(EJB)
benchmark meant to measure the scalability and
performance of J2EE servers and containers.

» Developed under the Java Community Process
(JSR 131) with contributions from
Sun, IBM, Borland, BEA, Oracle and others.

» Stresses ability of EJB containers to handle the
complexities of memory management,
connection pooling, passivation/activation,
caching, etc.

= (GUI and presentation are not the focus of the ECPerf workload, nor are
aspects of everyday DBMS scalability (e.g., database I/O, concurrency,
memory management, etc.). These are adequately stressed by other
standard workloads such as TPC-C, TPC-D, TPC-W, etc.)

Scene 3 - Roadshow_PerfScal.prz / 32



WAS 4.0 Outperforms Microsoft IS/ASP By 20to 1

= |[lustrates benefit of dynamic page cache
= Repetitious page requests
= |[BM Netfinity 7000 M10 Server (4 way 500 MHz, IGB Ram, Four 1G bit adapters)

15,000

10,000

Pages Per Second

5,000

1,024B 5,120B 10,240B 20,4808
Page Size

Anoy Rindos, et. al.
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WCS 5.1 Outperforms BEA Commerce 3.5by 5to 1

= Demonstrates Access Bean and call by reference advantages

= IBM Netfinity M20 4 way 400 MHz, 4GB (IBM using DB2 7.1, BEA using Oracle 8.1.6)
= Both products configured out of the box

= |[lustrates how poorly BEA WLS supports a real-world application

I Transactions-WCS M Transactions-BEA

Transactions Per Second

1 2 3 4 5 6 7 8 9 10
. - Justo Guizan
Client threads driving workload Rob Maiolini

Scene 3 - Roadshow_PerfScal.prz / 34



WAS 4.0 for z/OS and OS/390 is a Native
Implementation

= Optimized to exploit z/OS scale and reliability

= EXploits DB2 sysplex scalability

= |[ntegrated with zOS workload management
» manage priority at the level of users and groups

= |[ntegrated with Cisco network quality of service
» maximize throughput for the highest priority transactions

= RMI/IIOP over Hypersockets (high speed interconnect)

= RACF security
» intrusion protection
»access control down to individual sockets
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