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Source:  Zona Research

Slow performace 
costs e-commerce 
sites $362 million 
per month.
Average web buyer 
will wait 8 seconds 
for a page to 
download.
Longer download 
times can cause 
30% of online 
buyers to bail out.
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Slow Response Costs Money
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We need to easily accomodate 
rapid business growth and handle 

peak demand so we don't lose 
customers and money.

We need good performance 
characteristics, scalability, 

and easy configuration 
management

Business Manager I/T Executive

WebSphere is 
the best.

Friendly Finance
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WebSphere has better performance than 
BEA in enterprise class configurations

WebSphere makes enterprise configurations 
easy to manage

WebSphere's high performance is verifiable 
by high workload customer references

WebSphere Edge Server adds distributed 
dynamic caching and load balancing for 
even more of an edge.

WebSphere Advantages
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Inherent Application Server Performance
WebSphere Dynacache
Call by reference within JVM
Access bean caching (via tools)

Multi-Tier
Separate the workload
RMI/IIOP performance

Horizontal Scale
Workload balancing
Cluster failover

Edge of Network
Push caching closer to user

Site Performance and Reliability Considerations
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Note:  BEA and Oracle refused to participate
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TITLE SEARCH

0 10 20 30 40 50
Virtual users

WebSphere
Peak:  720 pps
450 virtual users
A.R.T.:  0.3 sec

Borland AppServer
Peak:  84.3 pps
A.R.T.:  0.6 sec

Sybase EA Server
Peak:  45.6 pps
A.R.T.:  1.0 sec

Illustrates benefits of WebSphere dynamic page cache

PC Magazine Independent Benchmark
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IBM Re-Run of "Nile" Benchmark
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Workload 
Mix

25% browse/search
25% checkout
25% buy special
15% login
10% logout

50% browse/search
20% checkout
10% buy special
15% login
 5% logout

50% login
50% logout

35 68

750

28 50

920

381

613 615

"A Performance Comparison of Application Servers on Windows 2000 Using the Nile.com 
Benchmark Application", A. Rindos, S. Woolet, T. Shanaberger,  D. Shupp, C. Blythe, K. Ueno, 
12/2001

~11x

~18x

"A" "B" "C"
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Translation ServerTranslation Server
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ServerServer

Messaging 
Network

Legacy

Enterprise Enterprise 
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Portlet ContainerPortlet Container
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GatewayGateway

Web Web 
ClientClient

Web ServiceWeb Service

J2EE/CA

JMS

RMI/IIOP

JDBC

SOAP

XML RuntimeXML Runtime

Web Service RuntimeWeb Service Runtime

PersonalizationPersonalization

XML RuntimeXML Runtime

WebSphere Platform Logical Elements
Can Map to Separate Processor Tiers
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Architectural 
choices driven by:

Security - 
isolating vital 
resources from 
the Internet
Geographical 
considerations - 
separate data 
centers
Workload - 
distribute 
workload for 
performance

DB2 ServerWeb Server
JSP Servlet Engine

(EJB Container)

Internet

Tier 1 Tier 2
eBay
Disney.com
Weather.com

DB2 ServerBusiness Logic
(EJB Container)

Internet

Tier 1 Tier 2 Tier 3Morgan Stanley
Schwab
Toronto 
Dominion Bank Web Server

JSP Servlet Engine

DB2 ServerJSP Servlet Engine
Business Logic
(EJB Container)

Internet

Tier 1 Tier 2 Tier 3
Aetna
Rational

Web Server

DB2 ServerWeb Server JSP Servlet Engine 

Internet

Tier 1 Tier 2 Tier 3 Tier 4
France 
Telecom

Business Logic
(EJB Container)

* Firewalls between tiers

Multiple Tiers Isolate Containers for Security and 
Performance
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Split Business / 
Presentation Logic

Trade2 
JDBC

Trade2 
EJB

TD Bank
new Schwab
Bank of Montreal

HTTP Proxy to 
Application

current Schwab
J.P. Morgan
Morgan Stanley Online

"All-in-One" with 
Apache (IHS)

"All-in-One" with 
native HTTP

simple evaluation

simple evaluation

+36% N/A

+38%

+16%

(3%)

+53%

+32%

+24%

(with 
Dynacache)

DB2 ServerEJB Container

Tier 1 Tier 2 Tier 3

http Server
JSP Servlet Engine

DB2 ServerJSP Servlet Engine
EJB Container

http Server

http Server
JSP Servlet Engine

EJB Container

DB2 Server

"native" http Server
JSP Servlet Engine

EJB Container

DB2 Server

WAS v4.0.1 vs. WLS v6.1:  Trade2 Benchmark

re
al

-w
or

ld
la

b
be

nc
hm

ar
ki

ng

Scene 3 - Roadshow_PerfScal.prz / 10



12,000

10,000

  8,000

  6,000

  4,000

  2,000

60

50

40

30

20

10

IBM Borland IBM Borland

Performance Price/Performance
(Bbops/min) ($/Bbops/min)

WAS has almost WAS has almost 
twice the twice the 

performance at performance at 
half the cost!half the cost!

!
Where's Where's 
BEA and BEA and 
Oracle?Oracle?

WebSphere:  Industry Leader in Enterprise Business 
Transactions
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BEA does not offer a separately installable http server

RMI/IIOP is a multi-tier requirement
Connects Web Containers to EJB Containers

WebLogic still clings to proprietary T3 protocol
Defaults to T3
Recommends T3 for better performance

WebSphere implementation is 63% faster than WebLogic

Multiple Tiers
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RMI/IIOP

BEA 6.1 or WAS 4.0

RMI Server
RMI Servlet
(RMI Client)

Call a Method on the 
RMI Server Object N 

Times (object is 
created and destroyed 

every time)

RMI Servlet 
responds 

Completion 
Once

Browser 
Calls RMI 

Servlet 
once

BEA 6.1 or WAS 4.0

Return from the 
RMI Server 

Object N Times

WebSphere IIO
P 

WebSphere IIO
P 

is 63% Faster

is 63% Faster

WebSphere RMI/IIOP - Benchmark Primitive

RMI/IIOP T3
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IBM BEA

RMI/IIOP vs T3
Method Calls/Sec
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Workload Balancing
Easily manage workload balancing among multiple servers
Add capacity without outages 

Can configure for cluster failover
Superior WAS architecture is simpler and more reliable

edge server

http server Web container EJB container

DB server

Horizontal Scale

Add Capacity
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Automatic distribution of workload within each tier
Easy to add servers for more capacity

No outages
No manual steps
One-click web server plug-in configuration 

 http sever Web container EJB container

edge server DB Server

WebSphere Workload Balancing
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Open WAS Admin Console 
Create a new clone for the server group

Demo 1
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WebSphere
New Server Machine

Install WAS 4.0
Configure new instance to 
belong to domain.

Define Clone on new 
instance.

Copy code directory.

Start clone.

Regen web server plug-in. 

WebLogic
New Server Machine

Install WLS 6.1
Configure new instance to 
belong to domain.
Configure Node Manager on 
new instance.

Define Clone on new 
instance.

Configure ports for clone.
Configure WLM for clone.

Start Clone.
Wait for code to transfer.

Complete Steps to Add Capacity

More manual, More manual, 
error-prone error-prone 

stepssteps
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3rd party 
http

Web container EJB container

3rd party
edge server

3rd party
Data Base

BEA does not offer an edge server or an http server
Not as easy to add a server

Manual steps

Changing configuration settings frequently requires 
WebLogic restart

WebLogic Workload Balancing
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Open BEA Admin Console
Change some simple parameters
Show 24X7 myth

Demo 2
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So, you want to install a Service Pack on BEA?

Original version of WLS 
v6.1 did not support the 
use of Node Manager for 
setting up clusters

BEA issued Service Pack 
in late 12/01 to fix problem

BEA Service Packs are 
essentially a re-install of 
WLS

not an add-on to an 
existing installation like 
WebSphere
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Persistent session data shared in common database
Easy to configure for failover

If any server(s) drops out, the remaining servers balance the 
workload

Auto restart will re-establish original balance

http server Web container EJB container

edge server DB server

DataBase

WebSphere Cluster Failover
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WAS Load Balancing and Failover
Show superior strength of WAS

Demo 3
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3rd party 
http

Web container EJB container

3rd party
edge server

3rd party
Data Base

WebLogic Cluster Failover

No auto restart 
Only supports simple fail-over

no load re-balancing after failed server comes back online
Clustering performance and reliability is inferior to 
WebSphere 
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Trade2 EJB

DB2 or 
File

DB2

Product DB

Session DB/FileWebServer

Cluster 1

Cluster 2

Cluster 3

Session 
DB 

Machine

Product 
DB 

Machine

1 X 4way 
RS/6000 332Mhz 

2GB Ram

BEA: Apache
IBM: HTTP Server

 3 X Intel 
550Mhz, 500MB 

RAM

1 X 4way 
RS/60001662Mhz 

1GB Ram

1 X 4way Intel 
550Mhz 4GB 

Ram

WebSphere Failover Configuration Benchmark
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Balances web application 
processing loads intelligently 
across clusters of Http servers 
and clusters of cache servers.

Uses open APIs in WebSphere 
to magnify the impact of 
Dynacache by bringing the 
cache closer to end users.

Enables content based 
management of routing to 
provide for quality of service for 
web applications. 

Interfaces with caching and 
content distribution agencies in 
the internet to improve 
application response time.

Load balancing/Clustering
Caching 
Filtering
Traffic Management
Content-based routing 

Extranet

Internet

Intranet

Branches

PvC

Customers

B2B 
Connections

Edge 
Server

Edge 
Server

Edge 
Server

Edge 
Server

Edge 
Server

Edge 
Server

Edge 
Server

WebSphere Edge Server Extends Support to Edge of 
Network
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Yahoo 
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* Average volumes; non-asterisked customers are peak volumes

buy.com

Estimated

eSchwab 

Key Bank

ShopIBM

eBay

Weather.com

Wimbledon 
Sydney Olympics

Customer Metrics Examples
Peak Hits & Page Views Per Day

Scene 3 - Roadshow_PerfScal.prz / 26



2 million visitors per day, 33.7 million page-views per day , 250,000 pages of 
content
WAS 3.5, Sun servers
"Websphere came out on top across all dimensions. Most importantly, it ran much 
faster than Weblogic for what we needed it to do", says Dan Agronow, VP Quality 
Control Testing and Operations

Weather.com 
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Exceeded 1 million hits/min, 2 million unique users, 30K simultaneous access of scoreboard 
application
 Similar results were acheived for the Wimbledon, Australian and French Open
Software: WAS,  Edge server, DB2, IBM Gryphon 1.0 Messaging technology,Lotus  Domino, Tivoli, 
WCS, Linux 
Hardware: p-Series RS/6000 SPs, RS/6000 workstations, x-Series Netfinity 4000R , ThinkPads, 
Intellistation M Pro Computers, PC

http://www.usopen.org

US Open/ Wimbledon
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Barista II proof of concept project
Separate tier for EJB business logic
Demonstrate scalability and administration of large scale domain  
Heavyweight account overview pages

350 pps with 67% CPU utilization on servlet nodes and 73% on EJB nodes
1.4second response time
Demonstrated capability to meet production requirements of  16.5 million 
transactions per day  (Peak/average ratio is 8.7)

servlet
44 nodes

EJB
15 nodes

data
15 nodes

RS/6000 Winterhawk II 

Schwab Brokerage/Trading Applications
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Conclusions

WebSphere has better performance than BEA in 
enterprise-class configurations

WebSphere makes enterprise configurations easy to 
manage

WebSphere's high performance is verifiable by high 
workload customer references

WebSphere Edge Server adds distributed dynamic 
caching and load balancing for even more of an edge.
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ECperf is a Enterprise JavaBeans(EJB) 
benchmark meant to measure the scalability and 
performance of J2EE servers and containers. 
Developed under the Java Community Process
(JSR 131) with contributions from 
Sun, IBM, Borland, BEA, Oracle and others.
Stresses ability of EJB containers to handle the 
complexities of memory management, 
connection pooling, passivation/activation, 
caching, etc.

(GUI and presentation are not the focus of the ECPerf workload, nor are 
aspects of everyday DBMS scalability (e.g., database I/O, concurrency, 
memory management, etc.). These are adequately stressed by other 
standard workloads such as TPC-C, TPC-D, TPC-W, etc.)

what is it
ECperf - "Industry's First EJB Benchmark"
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Illustrates benefit of  dynamic page cache
Repetitious page requests
IBM Netfinity 7000 M10 Server (4 way 500 MHz, IGB Ram, Four 1G bit adapters)

Anoy Rindos, et. al.
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IIS WAS IIS WAS IIS WAS IIS

20 
Times!

WAS 4.0 Outperforms Microsoft IIS/ASP By 20 to 1
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Demonstrates Access Bean  and call by reference advantages
IBM Netfinity M20 4 way 400 MHz, 4GB (IBM using DB2 7.1, BEA using Oracle 8.1.6)
Both products configured out of the box
Illustrates how poorly BEA WLS supports a real-world application
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Transactions-WCS Transactions-BEA

Justo Guizan
Rob Maiolini

 

5 
Times!

WCS 5.1 Outperforms BEA Commerce 3.5 by 5 to 1
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Optimized to exploit z/OS scale and reliability

Exploits DB2 sysplex scalability

Integrated with zOS workload management
manage priority at the level of users and groups

Integrated with Cisco network quality of service
maximize throughput for the highest priority transactions

RMI/IIOP over Hypersockets (high speed interconnect)

RACF security
intrusion protection
access control down to individual sockets

WAS 4.0 for z/OS and OS/390 is a Native
Implementation
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