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You have faced the problem...
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Zettabytes -« |nformation doubling every 18-24 months

= Storage growing 20-40% per year
= Storage budgets up 1%-5% in 2010
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...and heard the “Cloud” buzz ®

e “..major economies of scale and greater control of growing data iy
volumes.” il
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Cloud is changing how we think about Private IT

. Clients want to use Cloud concepts to improve Private IT
“Cloud Enable” their environment (Private Storage Cloud)

. What distinguishes a Private Storage Cloud from Traditional IT?

Ay

-

P 4
]
- Meet the experts. Optimise your infrastructure.




Cloud is changing how we think about Private IT

. Clients want to use Cloud concepts to improve Private IT
“Cloud Enable” their environment (Private Storage Cloud)

. What distinguishes a Private Storage Cloud from Traditional IT?

1. Storage resources are virtualized from multiple arrays, vendors, and datacenters — pooled together and
accessed anywhere.
(as opposed to physical array-boundary limitations)

2. Storage services are standardized — selected from a storage service catalog.
(as opposed to customized configuration)

3. Storage provisioning is self-service — administrators use automation to allocate capacity from the catalog.
(as opposed to manual component-level provisioning)

4. Storage usage is paid per use — end users are aware of the impact of their consumption and service Ie\;@'

choices. ::Il::::
(as opposed to paid from a central IT budget) (VIR
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What’s a Storage hypervisor?

e Server hypervisor has a well understood value connotation

— Pooled physical resources are consumed by virtual machines resulting in high asset
utilization

— Virtual machines are mobile giving CIO’s their choice of physical server device

— A common set of value capabilities and centralized management are provided for
virtual machines regardless of what physical server they are sitting on

— ...cost savings and flexibility!

On Intel systems

server virtualization platform (VMware vSphere or Red Hat EV) and

server virtualization management (VMWare vCenter or Red Hat EV Manager)

On Power systems

server virtualization platform (IBM PowerVM) and

server virtualization management (IBM Director VMControl) @

e Storage hypervisor is a rapidly emerging way of describing the same value points .ﬂil::

in a storage context H""
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Pooled Physical Resources

 Dramatically improve utilization of
your physical storage assets

e How? Pooled physical resources
from virtually any disk array
vendor or tier

DAL HITACHI I=E5% e EMC @5un 5]

STORAGE HYPERWVISOR

NEC Buie FUjiTsUu pillar @ N=xsAN io.

...........
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Common Capabilities

e Deliver tier-1 service regardless

. SLA (Service Level Agreement) is
of hardware choice ( 9 )

encapsulated with the data in a
virtual volume. -

e How? Common capabilities

delivered by the storage STORACE HIVYPERVISOR
hypervisor "\

— 1/0 caching, thin provisioning, The desired service is delivered by
automated tiering, application- the Storage hypervisor independent

integrated snapshot and of the underlying hardware platf%rp.

mirroring, mobility-driven iyl
disruption avoidance H'"ii
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Mobility

 Balance workload, manage lease
termination, improve datacenter

performance STORACE HVYPERVISOR

e How? Mobility of virtual volumes
between any physical disk arrays
— Move on the fly, snapshot or mirror
between arrays...

— ..Inasingle physical datacenter or
across two physical datacenters up
to 300km apart
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Centralised Management

e Optimize your people for the
challenges of day-to-day
operations

* How? Centralised management

— Visualization, health, capacity,
performance

— Storage services catalog,
automated provisioning, pay-per-
use

— Pulse2012
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Cloud Enable Traditional IT

Storage services are standardized

1. Create the catalog of available storage services (15 to 20)

Database E-mail Sh_ared
files

Home
directories

Al
®
|
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Cloud Enable Traditional IT

Storage services are standardized

1. Create the catalog of available storage services (15 to 20)

Home
directories

Database E-mail Shared
files
| I I |

2. For each catalog entry, define the appropriate service levels
Highest Lowest

Capacity Efficiency

I/0O Performance

Data Access Resilience

g
\.@’

Disaster Protection Hlllii
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Welcome to the Provisioning Profile Wizard

The wizard will guide you through the creation of a Provisioning Profile.
Frovisioning Profiles are used by the SAMN Planner by features that require a
model for volume, multipathing and zoning requirements.

Create a new entry in the Name and Description
Storage Service Catak)g Enter a name for the new profile. A description is optional.

Profile Name:

|Database |
Profile Description:

|C|0ud storage for Database|

Creation Method
Choose how you would like to create the new profile.

% Create the profile without using an existing profile

Y¥ou will be asked to specify the volume size and redundancy,
multipathing and zoning requirements.

' Create the profile using an existing profile

Frofile Mame:

Back Hext Finish Cancel Help

P 17
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Volume Settings

Specify how the storage will be allocated and the storage performance characteristics
Select the type of new storage to provision

Describe the service levels for o P atonk Vokmes
® Provision Virtual Disks
» Capacity efficiency Total Capacity:|5 GB

Humber of Volumes/Virtual Disks: |1
RAID Level:|¢:syrstem selected> | - |

* I/O performance

VolumeNVirtual Disk Hame Preﬁx:ldb_'u'disk
Waorkload Profile:

OLTP Standard | - |

Thin Provisioning Praﬁle:|‘l'sﬁ-niimi"f | - |

Solid State Disks: @ Do not use Solid State Disks (' Use Solid State Disks
Encryption Group:| | |

[] use unassigned volumes not involved in copy relationship
Planning will be based on the performance data collected in the last|7 days

Back HNext Finish Cancel Help

B ... oxpens. Optmiss your miasocre. I ———————
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SAN Planner

Select Planning Task

Choose the type of plan to create. A plan can provision new storage, provision new storage along with accompanying replication
protection, provide replication protection to existing storage, or provide multipathing or zoning reconfiguration.

~" Intreduction
2 Select Planning Task
Specify Plan Content

Review User Selections Select the plan task type
Execute Flan
2 Provision storage only, including optional multipath and zone considerations

@ [Provision storage with replication, including optional multipath and zone considerations on the Source resources

i Provision replication to existing storage

> Configure multipathing or zoning only

Specify that this catalog entry
will also have service levels for

» Data access resilience

* Disaster protection

P 19
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SAN Planner

Specifhy Path Plan
~" Introduction x X .
) Ifthe selected hosts to be mapped to the new storage suppor multipath drivers, then this step allows you to define the multipath
~" Select Planning Task settings for mapping the hosts to the new storage.
«" Specify Plan Content

~" Specify Capacity Flan The following resources are selected for planning.
~ Specdfy Advanced Capacdty o 3) Fabrics

Plan g <> 100000051E90199D
e Specify Path Plan tucsonx1.storage.tucson.ibm.com
Spedfy Zone Plan ? & Computers

[E] tucsonx1.storage.tucson.ibrm.com
Choose Copy Session

Review User Selections

Execute Plan

Effective Provisioning Profile: None
Candidate SRG: Shared files
Multipath Option: Load Balancing |+ |

[ Specify number of paths:

[ ] Use fully redundant paths (reqguires at least 2 fabrics)

Describe the service level for

» Data access resilience

— Pulse2012
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SAN Planner

Specify Session Properties
~* Introduction 3 : 5 5 5 % : n 2
) Provide a name for the replication session and choose a session type. The list of session types can be filtered to simplify
~" Select Planning Task choosing the session type.
~" Specify Plan Content

~" Spedfy Capacdity Plan

e Session Name: |Shared Files Session
Plan
e Socaty Balbibian Choose a session type from the list below
~* Spedfy Zone Plan
+ Choose Copy Session Filter by Copy Technology: | No filtering |~
5 ify S i P i
o Spedfy Session Properties Coc o | |
Review User Selections
[] Use practice volume

Execute Plan

FlashCopy
irtual Disk Mirroring ? — éi

Metro Mirror Faillover/Failback H1 Hz
Metro Mirror FailloveriFailback with Practice
letro Mirror Single Direction

lobal Mirror Failover/Failback

lobal Mirror Failover/Failback with Practice
lobal Mirror Single Direction

Describe the service level for

ynchronization Rate: El

* Disaster protection
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Cloud is changing how we think about Private IT

. Clients want to use Cloud concepts to improve Private IT
“Cloud Enable” their environment (Private Storage Cloud)

. What distinguishes a Private Storage Cloud from Traditional IT?
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accessed anywhere.
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Cloud Enable Traditional IT DN

Storage provisioning is self service

& IBM Tivoli Storage Productivity Center: tb096-ui.storage.tucson.ibm.com — Edit Plan
File View Connection Preferences Window Help

Element Management |

Flavsya 140’ i o Select a service level from the
o Administrative Services i .
o~ TBM Tivoli Storage Productivity Cenl : Storage Service Cata|og
o Data Manager 1
- Data Manager for Databases e
o= Data Manager for Charge
¢ Disk Manager
Storage Suh_sy_sterns : :
ot — Note that this pool already has
FoE Shered T four volumes allocated
root. Video
== ;‘]:"_'E’“ﬁ“'g = Computers =2 Fabrics [[] Subsystems 3%
o Profile Management 0 Computers 0 Fabrics
e F:bf—.::':amger [ SWC-2145 tpecsvcH2 1IBM (O 3
o- Tape Manager
o- Element Manager =
o~ Replication Manager E Plan Preview

osts, and optionally sets up multipath options and zoning for the new

G volumes (Database) % [4]

@ Tm Pools (Al 2 [1]
S FCPorts (AlD D
db_vwdisk? db_wdisk2 =
0 FCPorts = —

ﬁ"_____&__::;__ Database

db_vdiskl db_wdiskD

Meet the experts. Optimise your |nﬁ'as1ruc1ure



| Planner Selection

Select the elements from topology

Available elements:

5

yhneuice =
I 3 Volumes
B "B

cet-hacm... cet-hacm.
B

tpomwd- .. tucsonx .

Select the host to associate
the new storage with

Ay

\@.

I iy Connectivity 3
2 Switches
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SAN Planner

«" Introduction
~+* Select Planning Task
~* Specfy Plan Content

Specify Capacity Plan
Frovide the properties for provisioning new storage

. Spedfy Capacity Flan

Specify Advanced Capacity
Plan

Specify Path Plan
Specify Zone Plan
Review User Selections

Execute Plan

The following resources are selected for planning.

L %Fabrics
¢ <> 100000051E901990

2 = Computers

tucsonx1.storage tucson.ibm.com

tucsonx1.storage. tucson.ibm.com

Effective Provisioning Profile: MNone

Candidate SRG: Database
Total Capacity: z | B
Humber of Virtual Disks: 1| |

RAID Level (Back-end Storage):
Virtual Disk Hame Prefix:

Workload Profiles

<system selected> | - |

Specify how much

capacity you want

db_wvdisk

|Space Only |V|

End Date:

[] Use unassigned virtual disks (including unassigned virtual disks not known by the SAMN planner to be in a copy relationship)

| Back I Hext I Finish |

| mew |

Pulse2012
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SAN Planner

Execute Plan
~* Introduction

_ The proposed changes to the SAMN environment are listed below. A more detailed view can be seen by clicking the "Show Flan
~" Select Planning Task Topology™ button. If you wish to commit the changes, either select Run Now or specify a time in the future and click Finish. To exit
~* Specify Plan Content without committing the changes, click Cancel.
~" Review User Selections :

&5 Escmciite Plan e Mdiskgroup Database

Athin-provisioned virtual disk db_vdisk4 of Size 2 GB will be created in 1O Group: io_grpd with Preferred Mode: node1_tpcs18 with initial -

9 Hosts
@ Host tucsonx1.storage tucson.ibm.com
Subsystermn Device Driver 1 Multipath mode = Load Balancing
& Data Paths
Mew datapath will be defined as [initiator WWH=2100001B22050D720{tucsonx1.storage.tucson.ibm.com), target WWH=500507580

Mew datapath will be defined as [initiator WWH=2100001B2205D720{tucsonx1.storage. tucson.ibm.com), target WWHN=500507 580"
@ Zone Configuration Changes

% Fabric 100000051E901990
<] il |

| Show Plan Topology

4]

[»]

rVWhen to run
@& Run Now Start' t_he 'automated
) Run Once at: provisioning

[~] [a]=]. o] ~] = [Pa] ~]

rHow to handle time zones

Specify which time zone to use:
® Use the time zone that the server runs in

) Use this time rone:

| Nexi | Finish Help
Meet the experts. Optimise your infrastructure. —




Cloud is changing how we think about Private IT

. Clients want to use Cloud concepts to improve Private IT
“Cloud Enable” their environment (Private Storage Cloud)

. What distinguishes a Private Storage Cloud from Traditional IT?

1. Storage resources are virtualized from multiple arrays, vendors, and datacenters — pooled together and
accessed anywhere.
(as opposed to physical array-boundary limitations)

2. Storage services are standardized — selected from a storage service catalog.
(as opposed to customized configuration)

3. Storage provisioning is self-service — administrators use automation to allocate capacity from the catalog.
(as opposed to manual component-level provisioning)

4. Storage usage is paid per use —end users are aware of the impact of their consumption and service Ie\;@'

choices. ::H"::
(as opposed to paid from a central IT budget) (R
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software

Invoice by Account Level

Imvoice Number 1

Current Week
August 7, 2011

Date Range

Start Date
The Big Time Company
Corporate Headquarters
3013 Cork Street.
Roseville, CA 95667
United States of America

End Date

Charge dlfferent rates

HRE - Human Resources

August 13, 2011

Database

Disk Space Allocated (GB) 250,00 1.0500
Disk Space Consumed (GB) 239,00 0.0000

Total For: Database

Email
Disk Space Allocated (GB) 100, 00 0.0000
Disk Space Consumed (GB) o700 1.4000

Charge based on allocated

135.80

Total For: Email

Total For: HR - Human Resources

135.80

398.20 |"""
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Cloud Enable Traditional IT

Summary for block storage

What IBM products enable this Private
Storage Cloud?
Storage resources are virtualized

IBM Storage hypervisor
Storage services are standardized e System Storage SAN Volume Controller

3. Storage provisioning is self-service «  Tivoli Storage Productivity Center
> e  Tivoli Storage FlashCopy Manager

4. Storage usage is paid per use

- Tivoli Usage and Accounting Manager

L
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Trademarks and disclaimers

© Copyright IBM Australia Limited 2012 ABN 79 000 024 733 © Copyright IBM Corporation 2012 All Rights Reserved. TRADEMARKS: IBM, the IBM
logos, ibm.com, Smarter Planet and the planet icon are trademarks of IBM Corp registered in many jurisdictions worldwide. Other company, product
and services marks may be trademarks or services marks of others. A current list of IBM trademarks is available on the Web at "Copyright and
trademark information" at www.ibm.com/legal/copytrade.shtml

The customer examples described are presented as illustrations of how those customers have used IBM products and the results they may have

achieved. Actual environmental costs and performance characteristics may vary by customer.

Information concerning non-IBM products was obtained from a supplier of these products, published announcement material, or other publicly

available sources and does not constitute an endorsement of such products by IBM. Sources for non-IBM list prices and performance numbers are

taken from publicly available information, including vendor announcements and vendor worldwide homepages. IBM has not tested these products and

cannot confirm the accuracy of performance, capability, or any other claims related to non-IBM products. Questions on the capability of non-IBM

products should be addressed to the supplier of those products.

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Some information addresses anticipated future capabilities. Such information is not intended as a definitive statement of a commitment to specific

levels of performance, function or delivery schedules with respect to any future products. Such commitments are only made in IBM product

announcements. The information is presented here to communicate IBM's current investment and development activities as a good faith effort to help

with our customers' future planning.

Performance is based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput or

performance that any user will experience will vary depending upon considerations such as the amount of multiprogramming in the user's job stream,

the 1/0 configuration, the storage configuration, and the workload processed. Therefore, no assurance can be given that an individual user will achieve
throughput or performance improvements equivalent to the ratios stated here.

Prices are suggested U.S. list prices and are subject to change without notice. Starting price may not include a hard drive, operating system or other

features. Contact your IBM representative or Business Partner for the most current pricing in your geography. ~®'
Photographs shown may be engineering prototypes. Changes may be incorporated in production models.
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