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Abstract

IBM® DB2® Universal Database™ (UDB) is the industry's first multimedia, Web-ready relationa
database management system, strong enough to meet the demands of large corporations and flexible
enough to serve medium-szed and smdl e-businesses. DB2 UDB combines integrated power for
business intelligence, content management, and e-business with industry-leading performance and
religbility. This, coupled with Microsoft® Cluster Server (MSCS) , strengthens the solution by providing
ahighly available computing environment.

MSCS facilitates the automatic failover of gpplications and data from one system to another in the
cluster after a hardware or software falure.

A complete high-availability (HA) setup includes many parts, one of which isthe MSCS software. A
good HA solution includes planning, design, customization, and change control. In the event of fallure, a
high-availability solution reduces the amount of time that an application is unavailable by removing sngle
points of falure.

This document takes you through sample configurations usng DB2 UDB Enterprise Server Edition
(ESE) V8.1 using Microsoft Windows 2000® Advanced Server.

This paper is not intended to provide adetailed understanding of MSCS or DB2 UDB. We assume
you are dready familiar with both MSCS and DB2 UDB. It isour intent in this paper to provide an
understanding of how DB2 UDB ESE integrates into the M SCS environment and how to configure
DB2 within that environment.
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I ntroduction

DB2 is dependent on a core group of resources to ensure successful execution of database applications.
If one of these resources were to become unavailable, DB2 would no longer be fully functiond. Within
ahigh-availability (HA) environment, it isimportant to understand the resources required and then to
plan a strategy to ensure that these resources are continuoudy available to the gpplication. Clustering
software can be very beneficid in an HA environment as it provides a mechanism to ensure that al
resources are continuoudy available to an application. The clustering software can dso go one step
further and ensure the application is continuoudy available.

Failover cagpability dlowsfor the automatic transfer of workload from one machine to another when
there is hardware failure. Microsoft Cluster Server (MSCS) provides the ability to failover resources
between multiple machines. These resources include such items as disks, 1P addresses, file shares, and
network names. DB2 usesthe ability of MSCS to create additional resource typesto develop a
resource type cadled DB2. By grouping various resources together usng the MSCS group festure, a
virtud machineis created that can float among al nodesin the cluster. Thus, if any resource in the group
fails, the entire group (or virtud machine) will failover and restart on another machine.

Machine A Machine B

Figure 1. DB2 group floating between machines

Tip: Withinan HA environment, it isimportant that the adminigrator try to dleviate any sngle points of
falure because any sysemisonly asreliable as its weakest link (software gpplications, disks, networks,
processors, etc.).
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DB2 UDB ESE overview

DB2 UDB ESE isanedition of DB2 UDB that alows users to cregte Sngle- partition or multiple-
partition database environments. DB2 UDB ESE uses a highly scalable shared- nothing architecture
that alows users to spreads data across multiple database partitions that may resde on different
physica machines. The data on each partition can be processed in parallel across partitions aswel as
in pardld within each partition. If apartition fails and a query requires data from that partition, then that
query will fal. DB2 provides the ability to issue the query againgt a subset of partitions; however, the
query would not reflect the results of the entire data set and thus may not be desirable for many
environments. Thus, the failed partition must be restarted o users can have access to the data on that

partition.
Machine A Machine B
MMemory Memaory
Database Partition 0 Database Partition 1

Shared Disk Subsystem

Figure 2. Typical topology of DB2 UDB ESE with multipe partitions and MSCS
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Notes:

In asngle-partition environment, ‘ Database Partition 1 would not exist in Figure 2.

Even though both database partitions are connected to the same disk subsystem, each partition
will only access data that it owns.

DB2 UDB uses MSCS to dlow database partitions to failover in the event of afalure. This
dlows dl partitionsto be highly available and thus dl datato be available.

Toillugtrate how DB2 UDB ESE works within the M SCS environment, we will go through asmple
example of a DB2 ingtance that is comprised of two partitions smilar to the configuration in Figure 2.
With asngle-partition ESE ingtance, only Partition Owill exiginthedb2nodes. cf g file

Initidly Partition O is active on Machine A and we will assume the data for Partition O is stored
in the shared disk subsystem on Disk E.

Initidly Partition 1 is active on Machine B and we will assume the data for Partition 1 is stored
in the shared disk subsystem on Disk F. Theinitid db2nodes. cf g will look asfollows

0 macha macha 0 10.1.1.5
1 machb machb 0 10.1.1.6

Note: Thedb2nodes. cf g file doresthe DB2 partition information. For more information
about thedb2nodes. cf g file please refer to the DB2 UDB documentation. For asingle
partition instance, the IP addressin the fourth field of thedb2nodes. cf g isnot needed.

If Machine B fails, Partition 1, Disk F and TCP/IP address 10.1.1.6 will failover to Machine A,
resulting in both Partition O and Partition 1 active on Machine A. Partition O will sill accessthe
data on Disk E and Partition 1 will gtill access the data on Disk F. DB2 will automatically
update the hostname and computer name associated with Partition 1 in the configuration file that
doresthe patition information [db2nodes. cf g]. Thedb2nodes. cf g filewill now
look asfollows:

0 macha macha 0 10.1.1.5
1 macha macha 1 10.1.1.6

Note: Partition 1 hasthe host name and computer name changed to mac ha automaticaly by
DB2. Also, DB2 has changed the port number associated with Partition 1 to aleviate any
conflicts. The TCP/IP address does not change asit is a highly available address that moves
aong with the DB2 partition.

Instance information, such asthedb2nodes. cf g file is sored on ahighly avalable
network name, file share, and disk. If the machine with these resources fail, then they will
failover to another machine and 4till be available to DB2.

DB2 UDB ESEoverview 3



If remote clients were connected to Partition O, they may have to reissue any uncommitted
transactions a the time of thefailure. If the uncommitted transaction did not require any
information from the failing partition, then the transaction will not have to be reissued.

If remote clients were connected to Partition 1, they must reconnect to the database before
executing any queries. The remote clients will reconnect to the same highly available TCP/IP
address and will not be aware that Partition 1 has moved to a different machine.

Note: The default behaviour of the DB2 client isto connect to the partition that has port O.

Thus, aconnect to Partition 1 will actualy be a connect to Partition O after the previous failover
has occurred.
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Conceptual overview

Since an M SCS environment alows multiple machines to take ownership of the same disk resource, this
disk must have shared direct access from dl machinesin the cluster. The cluster d'so maintainsa
heartbeat between the nodes to determine which nodesin the cluster are available. The heartbest
communication usudly flows through an internd private network while remote clients access the cluster
viaapublic network. Thus, atypicad cluster topology may appear asfollows.

Figure3. Typical cluster configuration

Client Client Client

Public Network

Private Metwork

Machine B

Machine A

Shared Disks

Upon successfull ingalation of MSCS, Cluster Administrator, a graphica adminigtration tool that is part
of MSCS will show the machinesin the cluster, the resources, the resource types, the groups, and the
networks available to the clugter.
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Figure 4. Cluster Administrator after initial installation of MSCS

The screenshot in Figure 4 isan initid snapshot of the cluster immediatdly after MSCS has been ingdled
on atwo-node M SCS configuration. It should be noted that Windows 2000 Datacenter supports as
many as four nodes in a cluster while Windows NT Enterprise Edition and Windows 2000 Advanced
Server only support a maximum of two nodesin acluster. Windows .NET will support up to eight
nodes. If aDB2 UDB ESE instance spans more nodes than are available in asingle cluster, then
multiple clugters can be used. The clugter shown in Figure 4 will be used as the sarting point for
examples used throughout this paper. Here are some of the notable items about the cluster:

Thename of the duster isMY CLUSTER.

The two machinesin the cluster are WA9 and WA10.

A Clugter Group and five other groups labdled Disk Group 1 through 5 exist.

Each Disk Group contains one Physical Disk resource.

Two networks exis; they are labdlled “ Private Network” and “Public Network.”

Currently the Clugter Group is active on machine WA10 aong with al the Disk Groups.
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Tip: Ensure dl groups within the MSCS configuration can faillover successfully between dl machinesin
the cluster before proceeding with configuring DB2 within the MSCS environment.

Within the default available resource types available to the clugter, there is no resource type that
corresponds to a DB2 partition. DB2 UDB cregtes a resource type called DB2, and each resource of
type DB2 corresponds to a DB2 partition. Since DB2 now integrates into the M SCS environment with
aresource type that can be monitored by MSCS, MSCS can now ensure that DB2 stays online, along
with dl the resources required by DB2.

The DB2 resource type is automatically created when the DB2M SCS utility is executed. The
DB2M SCS utility will be discussed in alater section.

Because each DB2 partition requires disks to store information, an |P address for internd
communication (when usng amultiple partition instance), as well as optionaly an IP address to alow for
remote connections, DB2 uses the group feature within MSCS to group multiple resources into asingle
logica entity. The combination of a DB2 resource, disks, and TCP/IP addresses represent amost dl
the resources required to succesfully run a DB2 ESE ingance. A DB2 ESE ingance will dso usea
highly available network name and file share to sore ingtance informetion that will be available to dl
partitions. The other resources that are required are processors and memory. These last two resources
are obtained from the machine on which the group is currently active and do not failover between
mechines.

A single partition or agrouping of partitions can be contained within asingle MSCS group. If partitions
resde in the same group, they will dways reside on the same machine a the sametime. If it isdesred
to have different partitions on different machines at the same time, then the partitions should be placed
within different MSCS groups.

As aready noted, each MSCS group with DB2 partitions contains one or more DB2 resources, disks,
and IP addresses.  The group with the instance owning partition will also contain a network name and
file share to sore configuration information for the entire ESE indance.  The ingtance owning partition is
aways Partition 0. The order that these resources come onlineis critica when the group is brought
online. If the DB2 resource starts firdt, it may encounter failures because the partition may require
accessto fileson adisk that is not online yet. Thus, the dependency festure within MSCSis utilized.
The dependency feature alows the ability to define which resources must be completely started before
attempting to start another resource. The DB2 resource is automatically configured to be dependent on
the disks as well as the | P addresses (along with the network name and file share if the DB2 resource
corresponds to the instance owning partition). This dependency aso gpplies to the stopping process.
MSCS will now ensure the DB2 resource is completely stopped before any atempt to bring the disks
and | P addresses offline (as well as the network name and file share if the DB2 resource corresponds to
the instance owning partition).

Conceptual overview



Failover and failback

MSCS isrespongble for deciding whether resources and groups are restarted on the current machine
or whether they should failover to another machine in the clugter. It is very important that the clugter is
aware of which resources have been started so it knows which resourcesit must try to keep online. If
you bring resources or groups online using Cluster Adminigtrator, then MSCS is aware that these
resources have been started and will attempt to ensure they stay available in the case of afallure. If
DB2 is started using a nort-clugter interface (DB2START, NET START, or an autométic start from
Service Manager), then MSCS is not aware that the DB2 partition has been started and will make no
attempt to keep the DB2 partition up and running.

M SCS will monitor al resources and groups that are brought online usng Cluster Adminigrator. If a
machine in the clugter fails, MSCSwill move al resources and groups to another cluster machine and
ensure that any resources that were online will be brought back online. When aresource fails, MSCS
will atempt to bring that resource back online on the current machine first and if this continuesto fall, it
will move the whole group associated with the resource to another cluster machine and try to bring it
online. The number of times MSCS will retry to bring the resource online is configurable within Cluster
Adminigrator. The machine preference in regards to where the group will faillover is dso configurable
within Cluster Adminigtrator. Failures of the DB2 resource could occur because of exceptions within
DB2 or because an operating system resource has run low. Because failure detection of DB2 is
triggered by termination of the DB2 process, a hang stuation will not automatically trigger aredtart of
the DB2 resource.

When afailover occurs due to a machine failure or other cause, database partitions may beina
transactionally inconsgtent state. When the database partitions starts up on the surviving machine, it
must go through a crash recovery phase that may invoke sideways recovery to other partitionsto bring
the database back to atransactionaly consistent sate. To maintain dataintegrity and transactiona
consstency, the database will not be completely available until crash recovery has completed.

Inamutua takeover environment, it is very important to plan for the highest potentia machine
requirements if dl MSCS groups are online on asingle machine a any giventime. If the machineis not
capable of handling the workload, the results may range from performance degradatations to further
abnorma terminations.

Failback isthe ability for an MSCS group to move back to its preferred machine once that machineis
back online within the cluster.  The term “falback” is dso commonly used when referring to failback.
Thefailback involves taking the group offline on its current machine, moving the group over to its
preferred machine, and then finaly bringing the group online on the preferred machine. One of the
disadvantages of automeatic fallback isthat every time the group containing the DB2 partition is brought
offline, some database connections may be forced off the database. MSCS drives the failback based
on configurations within Cluster Adminidrator, with the default behavior being not to failback.
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In Verson 8 of DB2, the default behaviour of DB2 isto alow failback. If autometic fallback is desred,
configure the cluster so that the default behaviour isto alow failback. To change the default behaviour
of DB2 to not dlow failback, adjust the DB2_FALLBACK DB2 profile variable.

Failover and fail back



DB2M SCS utility

The DB2MSCS utility is a standalone command line utility used to transform anon-HA ingance into an
HA ingance. The utility will create al M SCS groups, resources, and resource dependencies. It will
aso copy dl DB2 information stored in the Windows regidiry to the cluster portion of the registry as
well as moving the ingtance directory to a shared cluster disk. The DB2MSCS tility takes asinput a
configuration file provided by the user specifying how the cluster should be set up. The DB2MSCS
utility should be run from the ingtance owning partition. The filds within the configuration file that are
used for DB2 ESE are asfollows:

DB2 INSTANCE The name of the DB2 ingtance. If the instance nameis not specified, the
default instance (the va ue specified by the DB2INSTANCE environment variable) is used.
This parameter has a globa scope and should be specified only once in the DB2 MSCS. CFGfile

DAS INSTANCE Thename of the DB2 Adminigtration Server indance. This parameter hasa
globa scope and should be specified only once in the DB2MSCS. CFGfile. This paramater can
not be used in conjunction with DB2_INSTANCE.

CLUSTER_NAME Thename of the MSCS clugter. All the resources specified following this
line are created in this cluster until another CLUSTER_NAME parameter is specified.

DB2 LOGON_USERNAME The username of the domain account for the DB2 service (i.e,
domain\user). This parameter has a globa scope and should be specified only oncein the
DB2MSCS. CFGfile

DB2 L OGON_PASSWORD The password of the domain account for the DB2 service. This
parameter has agloba scope and should be specified only once in the DB2MSCS. CFGfile

GROUP_NAME Thename of the MSCS group. If this parameter is specified, anew MSCS group is created i
into this group until another GROUP_NAME parameter is specified. Specify this parameter once
for each group.

DB2 NODE  Thenode number of the database partition server (or node) to be included in the
current MSCS group. If multiple logical nodes exist on the same machine, each node requires a
separate DB2_NODE parameter. Specify this parameter after the GROUP_NAME parameter so
that the DB2 resources are crested in the correct MSCS group.

The vaue for this keyword can optiondly contain the network name (or IP address) that is used by
DB2 for inter- partition communication. Typicdly when running in an MSCS environment, there are
two networks, a private network and a public network. The private network can be used to
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transfer data between multiple partitions of a DB2 ingtance, while the public network is used for
remote client connections. To ensure that DB2 dways uses the private network for inter- partition
communication, you can explicitly specify the highly available network name (or |P address) thet is
associated with the private network as follows:

DB2 NODE = <node_nunber > <networ k_name>

IP_NAME The name of the IP Address resource. The vaue for the IP_NAME is arbitrary, but it must be unii
recommended name is the hosthame that corresponds to the | P address.

IP_ADDRESS The TCP/IP addressfor the IP resource specified by the preceding IP_ NAME parameter. This

IP_SUBNET  The TCP/IP subnet mask for the IP resource specified by the preceding
IP_NAME parameter. This parameter isrequired if the IP_NAME parameter is specified.

IP_NETWORK  The name of the MSCS network to which the preceding |P Address resource
belongs. This parameter isoptiond. If it isnot specified, the firs MSCS network detected by the
systemisused. The name of the MSCS network must be entered exactly as seen under the
Networks branch in Cluster Administrator.

Note: The previous four IP keywords are used to create an |P Address resource.

NETNAME_NAME The name of the Network Name resource. Specify this parameter to
create the Network Name resource. 'Y ou must specify this parameter for the instance owning
mechine.

NETNAME_VALUE Thevauefor the Nework Name resource. This parameter must be
gpecified if the NETNAME_NAME parameter is specified.

NETNAME_DEPENDENCY The namefor the IP resource that the Network Name resource

depends on. Each Network Name resource must have a dependency on an IP Address resource.
This parameter isoptiond. If it isnot specified, the Network Name resource has a dependency on
the firgt 1P resource in the group.

DISK_NAME The name of the physical disk resource to be moved to the current group.
Specify asmany disk resources as you need. The disk resources must already exist. When the
DB2MSCS utility configures the DB2 ingtance for failover support, the instance directory is copied
to the firss MSCS disk in the group. To specify a different MSCS disk for the instance directory,
usethe INSTPROF_DISK parameter. The disk name used should be entered exactly as seenin
Cluster Adminigtrator.

INSTPROF_DISK An optiona parameter to specify an MSCS disk to contain the DB2 instance
directory. If this parameter is not specified the DB2M SCS utility uses the first disk that belongsto

DB2MSCS utility 1



the same group.

INSTPROF_PATH Thisisan dternate way to specify a path on the MSCS disk to contain the
DB2 ingance directory. Use this paramater if the DB2MSCS utility is unable to obtain the drive
letter of the disk resource.

TARGET_DRVMAP_DISK An optiond parameter to specify the target MSCS disk for
database drive mapping. This parameter will specify the disk the database will be created on by
mapping it from the drive the create database command specifies. If this parameter is not specified,
the database drive mapping must be manualy registered using the DB2DRVMP tility.

DB2 FALLBACK An optiona parameter to control whether or not the applications should be
forced off when the DB2 resource is brought offline. 1f you do not want the gpplication to be
forced off, then set DB2 FALLBACK=NO. The default valuefor DB2 FALLBACK isYES.

SERVICE_DISPLAY_NAME The display name of the Generic Service resource. Specify this
paramater to create the Generic Service resource.

SERVICE_NAM E The sarvice name of the Generic Service resource. The paramater must be
specified if the SERVICE_DISPLAY_NAME paramater is specified.

SERVICE_STARTUP An optiond startup paramater for the Generic Service resource.
Example configuration fileswill be shown in subsequent sections of this paper.
Tip: Ensure the IP address used for IP_ADDRESS is a new |P address that does not aready

belong to any machine on the network. Also ensure dl vaues used for DISK_NAME and
IP_NETWORK are entered exactly as seen in Cluster Administrator.
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Drive mapping

Drive mapping is a mandatory step in implementing a DB2 database across a multiple- partition instance
if the partitions reside in multiple MSCS groups. TheDB2 cr eat e dat abase command requires
adrive specification for where the database should be created, and if thisis not specifed a default vaue
will beused. If we choose to cresate a database on Disk E, then that disk drive must be available to dl
patitions. If partitions are gpread across multiple groups, it is not possible to have a shared disk drive
with the same disk letter exist within multiple groups.

Based on the example in Figure 5,  if the group with Partition 0 owned Disk E, and the group with
Partition 1 owned Disk F, then we do not have a shared drive availabe to both partitions with the same
drive letter. Thusto dleviate thisissue, DB2 has implemented a drive mapping mechanism that is used
forthecr eat e dat abase command. Inour example we can can map Disk E to Disk Fon
Partition 1. Thenwhenwedothecr eat e dat abase command on Disk E, the datafor Partition
O will be created on Disk E and the data for Partition 1 will be crested on Disk F. Alternatively, we
could create the database on Disk F and on Partition 0 we would map Disk F to Disk E. Drive
mapping is automaticaly performed when the TARGET_DRVMAP_DISK keyword is specifed in the
DB2MSCSinput file, or can be done manualy using the db2drvmp command.

db2 create database test on e:

o

DB2 DB2
P artition 1

e
Partition 0

Drive
Mapping
E->F

No Drive

Mapping

Disk E Disk F
e:\inst_name\NOD E0000 f:\inst_nam eiN ODE0001

Figure 5. DB2 drive mapping

Note: InFigure5,thecr eat e dat abase command could have been issued from either Partition
0 or Partition 1.
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Planning and preparation

The firg gep in planning for your ESE high-availability environment is to determine whether you want a
hot standby configuration, or amutua takeover configuration, or a combination of both. Y ou should
then define the MSCS cluster configuration based on the requirements of your ESE instance. For
example, in the hot slandby configuration described in this paper, atwo-node MSCS cluster was used
with one machine being used as a hot spare.

The next gep is determining if multiple partitions will ways failover together. If multiple partitions do
falover together, they should be placed in the same MSCS group. For the purposes of this paper, we
will refer to any MSCS group that contains one or more partitions asa DB2 group. Partitions that
reside in the same DB2 group can share disk resources aswell as TCP/IP resources. The preferred
machine owner of each DB2 group should then be determined along with the failover preferences of the
DB2 group. Then, decide whether automatic failback is desired within your environment.

Each DB2 group will require one or more MSCS disk resources to store information for the partitions
within that same DB2 group. Allocate enough disk resources that will be needed to satisfy the
requirements of your database.

For amultiple partition insgtance residing in multiple groups, each DB2 group should have one MSCS
TCP/IP resource on the private network. This TCP/IP resource will be used to tell DB2 which
network it should use for interna communication.

Optiondly, one or more DB2 groups may need a M SCS TCP/IP resource defined on the public
network. This TCP/IP resource will be used if remote clients are directly connecting to partitions within
the same DB2 group. Only partitions that will be used to receive incoming client requests require this
TCP/IP resource. One of the benefits of having multiple partitions accept incoming requestsis thet it
can ad in balancing the workload across multiple partitions.

Note: For al TCP/IP resources defined for use with DB2 in an MSCS environment, it is important that
they are static IP addresses. All the TCP/IP resources should be registered in your Domain Name
Server or exist within the hosts file on each machinein the clugter.

For each DB2 ingtance, determine the maximum number of DB2 partitions that can reside on any one
machine at any onetime. Set the DB2 environment variable DB2 NUM_FAILOVER_NODESto one
less than the maximum number of partitions that can resde on one machine. The default vdueistwo
and it is not necessary to st this value less than the default. For example, if thereis a possibility of four
partitions resding on one mechine, issue the following command:

db2set DB2_NUM FAI LOVER_NODES=3
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Hot standby single-partition configuration

In ahot standby configuration, at least one machine in the MSCS cluster isidle and dedicated as a
backup in the event of afalure. The standby machine can act as the backup for one or more
database partitions, depending on the configuration. In Figure 6, Partition O is active on one
machine with asingle hot spare avallable if the current machine falls.

DBZ2 Hot
Partition 0 ——#=- Spare
Ingtance DB2
! I

W A4S W A0

Figure 6. Hot standby configuration

The following example will detail the steps required to set up a hot standby configuration using a
DB2 sngle-partition instance. The DB2M SCS utility should be executed from adomain user that
has locd Adminidrator authority on each machine in the cluster.

After DB2 UDB has been ingtdled on each machinein the cluster, reboot each machine before
proceeding with the DB2M SCS configuration.

1. Configurethe MSCS cluster and ensureiit is hedthy.

2. Ingtdl DB2 UDB ESE on every machinein the cluster and dlow the ingtdl to configure a
angle-partition instance. Theingdlation of DB2 must be on aloca drive. (Steps1 and 2 can
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be done in reverse order if necessary). The ingdlation will create an ingtance caled DB2 on
each machine. Since the second machine (WA 10) will be a hot slandby machine, the DB2
instance on this node must be removed using the db2idrop command.

C.\ >db2i drop db2

Becausee the ollib directory exigts locally on each machine, ensure that any programs such as
stored procedures or scripts exist on each cluster machine in the appropriate path. For al
programs where a path name can be specified, place the program in the instance directory so
only one copy of the program is required.

Note: Theinstance DB2 cregted by the ingtal will have four ports reserved in the servicesfile
for inter- partition communication. Ensure these ports are available on dl machinesin the
cluster. It isaso recommended that the DB2 instance be run under a domain account.

Ensure the instance is stopped on the primary machine (WA9) using the DB2STOP command.
Ingtance DB2 will be used to configure the HA ingtance. An input configuration file must be
configured for use with the DB2M SCS utility. Beforeyou transform the instance to become an
HA ingtance, note that the instance directory is currently stored on the locd drive where DB2
was ingalled:

C. >db2set db2i nst pr of
C:\SQLLIB

The input configuration file for the DB2M SCS uitility will appear in the following form:

DB2_1 NSTANCE=DB2
CLUSTER_NAME=MYCLUSTER
DB2_LOGON_USERNAME=nydom db2admni n
DB2_LOGON_PASSWORD=X X X

GROUP_NAME=DB2 Group O
DB2_NODE=0

| P_NAME=nsCS11

| P_ADDRESS= 9. 26. 75. 25

| P_SUBNET=255. 255. 255. 0

| P_NETWORK=Publ i ¢ Net wor k
| P_NAME=et her O

| P_ADDRESS=10.1.1.1

| P_SUBNET=255.0.0.0

| P_NETWORK=Pri vat e Net wor k
NETNAME_NAME=nynet name
NETNAME_VALUE=nynet nane
NETNAME_DEPENDENCY=et her O
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DI SK_NAME=Di sk F:

To run the DB2M SCS utility, specify the -f option for the file name and ensure the command
returns successfully:

C.\ >db2nscs -f:db2nscs. cfg. db2
DB215001 The DB2MSCS command conpl et ed successful ly.

Note: The NETNAME_DEPENDENCY inthe DB2MSCSinput file is configured to use a
TCP/IP address defined on the private network.

Tip: Back up dl exigting databases within an instance before transforming it to a high-availability
clustered instance.

The execution of the DB2M SCS tility transforms the instance DB2 to a clustered instance that
resdeswithin MYCLUSTER. “DB2 Group O is created, which contains a single partition, two
new | P addresses, and one disk resource. “DB2 Group 0" aso contains a network name and
file share Snce it contains the instance-owning partition. The instance directory is moved to the
new file sharein “DB2 Group 0.” Thedb?2i | i st command adso now indicates that the
indanceis clustered by showing C: <cl ust er name> &fter the ingtance name:

C. >db2set db2i nst pr of

\'\ mynet nane\ DB2MSCS- DB2
c:\>db2ili st

DB2 C : MYCLUSTER
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Figure 7. Cluster Administrator with instance DB2

The new screen shot of Cluster Admnistrator shows the following:
A Group caled “DB2 Group 0" is created.
“DB2 Group 0" contains one disk resource.
“DB2 Group 0" contains two | P addresses.
A resource of type DB2 has been cregted for the DB2 partition.
A network name and file share has been created in “DB2 Group 0" to hold the ingtance
directory. This network name has been created on the “Private Network.”

The next gep is to determine which machine is intended as the primary machine and which
meachine is intended as the standby machine. In our case we will pick WA9 as the preferred
owner of “DB2 Group 0" and WA 10 asthe hot spare. The propertiesfor “DB2 Group 0"
areinitidly configured with no preferred owners. From Cluster Administrator, modify this
configuration for “DB2 Group 0" to specify a preferred owner.
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DBZ2 Group 0 Properties EH

General | Failu:werl Failbackl

DBZ Group O

Mame: IDBE Group 0

Dezeription:

Preferred owners:  |'wa3
W0

State: Online
Mode: wag

(] Cancel Apply

Figure 8. Cluster Administrator properties box for “ DB2 Group 0"

4. After specifying the preferred owner, you must determineif you want the DB2 group to
automaticdly failback to the preferred machine after it recovers from afailure. If you don't
want automatic failback, then no further actions are required because the default behavior isto
prevent falback. If you do want automatic failback, then you must modify the properties box
for each DB2 group.

On the Failback tab, select Allow failback. If you want to enable failback when the
preferred machine is back online, set Allow failback to Immediately. If you only want to
endble fallback for a particular period of the day, for example between 1 A.M. and 8 A.M.,
configure that in the Failback between options. If the preferred machine comes back online
during this time window, then the failback will occur. If the preferred machine comes back
online a 12:59 A.M., the group will not automaticaly falback at 1 A.M.
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DB2 Group D Properties HE

Generall Fallower Failback I

&+ |mmediately

" Failback between j and j hours

2k, I Cancel | Apply

Figure 9. Failback settings for “ DB2 Group 0”

Now that you have configured the instance DB2, you should place dl databases within the
ingtance on the disk drives that exist within the same group as instance DB2. For ingtance
DB2, dl data should reside on Disk F. If existing databases are being used and they
currently do not reside on Disk F, use aredirected restore to move the data to the shared
drive. For information on how to perform the redirected restore, refer to the DB2 Universal
Database documentation. If you create a new database, make sure you create the database
and its tablespaces on Disk F. If the DB2 ingtance fails over to another machine and does
not have accessto al of its datafiles, expect to receive database errors.

C.\>db2 create db sanple on f:
DB20000I The CREATE DATABASE command conpl et ed
successful |y.

C.\>db2 create tabl espace ts in nodegroup

i brdef aul t gr oup managed by dat abase using (file
‘“f:\container’' 10000) on node (0)

DB20000I The SQL command conpl et ed successful ly.
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Mutual takeover single-partition configuration

A mutud takeover Sngle-partition configuration has a DB2 ingtance running on each machine in the
cluster. If amachinefalsin the clugter, the result will be multiple DB2 instances running on the same
machine. This scenario will configure two single- partition instances in the same clugter, which will
require the instance names to be different. 'Y ou must plan carefully to ensure the surviving machine
in the cluster is cagpable of handling the workload that will be placed onit.

OE 2 DEZ
I F artition O

Partition O -
Instance DE2 Instance DB

il IL

IS=——"1

pi—
PES—|

W AY W AT

Figure 10. Mutual takeover single-partition configuration

Configuring amutud takeover environment is very Smilar to configuring a hot standby environment,
except now a second ingtance will be configured. The following example will detall the steps
required to set up amutud takeover configuration.

1. Peform dl the sepsin the prior section for configuring a hot sandby single partition
configuration. Thiswill create an instance cdled DB2 with its preferred owner being machine

WADQO.
2. Create aDB2 UDB ESE ingtance called DB3 on machine WA10. Ensure the ports reserved

for DB2 inter-partition communication are available on al machinesin the cluder.
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c:\>db2icrt db3 -s ese -p n:\sqllib -u
mydom db2adm n, xxx -r 60004, 60007

c:\>db2ili st

DB3

DB2 C . MYCLUSTER

The output from db2ilist shows thet there are two indtances, DB3 and DB2. The information
following the output for DB2 statesthat it is aclustered ingance and it isin the cluster called
MY CLUSTER. Currently, DB3 isnot clustered and does not exist on machine WAO.

Creste the input file for the DB2M SCS utility so it can transform DB3 to a clustered instance.
The resources used for this group will have to be different from the resources used for instance
DB2, because instance DB2 and instance DB3 will not necessarily reside on the same machine.
Theinput configuretion file for the DB2M SCS utility will look like the following example:

DB2_| NSTANCE=DB3
CLUSTER_NAME=MYCLUSTER
DB2_LOGON_USERNAME=nmydom db2adm n
DB2_ L OGON_PASSWORD=xx x

GROUP_NAME=DB2 Group 1
DB2_NODE=0

| P_NAME=nBCS12

| P_ADDRESS=9. 26. 75. 26

| P_SUBNET=255. 255. 255. 0

| P_NETWORK=Publ i ¢ Net wor k
| P_NAME=et her 1

| P_ADDRESS=10.1.1.2

| P_SUBNET=255.0.0.0

| P_NETWORK=Pri vat e Network
NETNAME_NAME=nynet nanel
NETNAME_VALUE=nynet nanel
NETNAME_DEPENDENCY=et her 1
DI SK_NAME=Di sk G

DI SK_NAME=Di sk H:

To run the DB2M SCS utility, specify the -f option for the input file name and ensure the
command executes successfully. Execute the DB2M SCS utility on machine WA10, asthat is
where the instance DB3 currently exigts.

c:\>db2nmscs —f:db2nmscs. cfg. db3
DB215001 The DB2MSCS command conpl eted successful ly.
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The configuration of instance DB3 crestes a group cdled “DB2 Group 1’ with adifferent IP
address from the one that was created for instance DB2 and with Disk G and Disk H that are
aso not being used by instance DB2. Thefiddd INSTPROF_DISK was not used for
configuring DB3 like it was used for ingance DB2. Thusfor DB3, INSTPROF_DISK will
default to the firgt disk identified, which will be Disk G. The output of db2ilist will dso show
that both instances are now clustered

c:\>set db2i nstance=DB3
c:\>db2set db2i nst prof

\'\ mynet nanel\ DB2MSCS- DB3
c:\>db2ili st

DB3 C : MYCLUSTER
DB2 C : MYCLUSTER
‘_3_'5-! Cluster Administrator - [MYCLUSTER (.)]
File Wew ‘Window Help =18 x|
& @] X B co|=|zfE
=855 MYCLUSTER Marme I State Owner I Group I Resource Tvpe I Des
=0 Goups (3 Cluster 1P Address  Crline Wad Clusker Group IP Address
i Cluster Group ':Q Cluster harne Online WA Cluster Group Metwork Mame:
DEZ Graup O ':QlEDisk E: nline WAS Cluster Group Phevsical Disk.
B_Bi Em"'p i Moz online WD DEZ Group 0 DBZ
D::k GEEEE , [QoEzmscsoE2 orline e DE2 Group 0 File Share
Disk Group 3 l:ﬂl mscs11 onilire W CEZ Group O IF Address
Disk Group ¢ ':ﬂl etherd Cnilire Wag CE2 Group O IF Address
£ Disk Group 5 ':Ql mynetname Online WA DEZ Group O Metwork Mame
(] Resources (0 Disk F: Gnline WAD DEZ Group 0 Phiysical Disk
B3 Clusker Configuration ':ﬂl DE3-0 Cniline W10 DEZ Group 1 DBZ
{:| Resource Types ':ﬂl DB2MsC5-DE3 online W10 DBZ Group 1 File Share
=] Metworks ([Amscsiz Online WAl DEZ Group 1 IP Address
¢ B Private Metwork ':Q etherl Online WAl DBZ Group 1 IP Address
-':'_F:l'_ Public Metwork. ':Q] mynetnamel Online Wal0 DBZ Group 1 Metwork Mame
-] Metwark Interfaces Qpisk &: online WALO DBZ Group 1 Physical Disk
] WALD (Dpisk 1: onling WALD DEZ Group 1 Pheysical Disk
e S RLE | isk 2: onling WAD Disk. Group 4 Pheysical Disk
':ﬂl Disk IT: COnline Wi Disk Group 5 Pheysical Disk.
J | i
Faor Help, press F1 v

Figure 11. Cluster Administrator with instance DB3in*“ DB2 Group 1"
Figure 11 shows the following additions to the initid hot standby setup:

A group called “DB2 Group 1" is created.

Disk G and Disk H have been moved into “DB2 Group 1”.

IP addresses “mscs12” and “etherl” have been crested and residesin “DB2 Group 1°.
A resource cdled “DB3-0" of type DB2 has been created and residesin “DB2 Group 1.
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“DB2 Group 1" currently resides on machine WA 10.

4. Becausethisconfiguration isamutud takeover configuration and insgance DB2 is configured to
use WAZQ as its primary machine, instance DB3 should be configured to use WA 10 asits
primary machine. The properties for DB3 Group should be modified to represent WA10 as
the primary machine and WA9 as the secondary machine.

DEZ Group 1 Properties Ed

General | Failover | Faiback |

DB2 Group 1

Marne: IDBE Group 1

Dezcription:

Ereferred owners:  |Wall
WA

State; Online
Maode: wiall

k. Cancel Apply

Figure 12. Properties box for “ DB2 Group 1”

5. After the preferred owner is configured for “DB2 Group 1,” you must determine if you want
automatic failback. If you do want automatic failback, set the failback options under the
Failback tab for “DB2 Group 1.”

6. Thefina step ensuresthat dl databases and corresponding tablespaces associated with DB3
reside on either Disk G or Disk H. If an old database is being used and does not already exist
on Disk G or Disk H, aredirected restore will be needed. Refer to the DB2 UDB
documentation for details regarding redirected restore. |f anew database is being created,
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ensure the database and its tablespaces are created on either Disk G or Disk H.

c:\>db2 create db sanmpleb on G
DB200001 The CREATE DATABASE conmmand conpl et ed
successful ly.

c:\>db2 create tabl espace tsb in nodegroup

i bnrdef aul t group managed by dat abase using(file
“h:\containerl" 50000) on node(0)

DB20000lI The SQL command conpl et ed successfully.

The previous command was executed on WA 10 and DB2INSTANCE was st to point to DB3.

DB3 does not currently reside on WA9, so any attempts to execute DB2 commands against DB3
on WA9 will fall.
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Mutual takeover multiple-partition configuration

A mutud takeover multiple- partition configuration has a DB2 partition running on each machine in the
cluger. If amachinein the clugter fails, the result will be multiple DB2 partitions running on the same
machine. Y ou mugt plan carefully to ensure each machine in the cluster is capable of handling the
workload that will be placed on it.

0B2 D2
P artition O P artition 1
Instance " Instance

DE2MPR [ ™| DB2MPP

L T

—
pESS—

W AY W A0

Figure 13. Mutual takeover multiple-partition configuration

This example will demongrate how to configure a two- partition mutua takeover configuration in atwo-
node dugter. Initidly their will be one DB2 partition on each machine. Configuring the mutua tekeover
environment is very smilar to configuring the hot stlandby environment, except that no machines will be

idle.
1. Initidly, you must ingadl MSCS and configure and stop a two- partition DB2 ingtance.

C:\>db2nlist /s
Li st of nodes for instance "DB2MPP" is as foll ows:

Node: "0" Host: "wa9" Machine: "wa9" Port: "0" - "stopped"
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Node: "1" Host: "walO" Machi ne: "walO" Port: "0" -
"st opped”

Creste aDB2M SCS input file and then execute the DB2M SCS utility using thisinput file. This
configuration will assume that only Partition O will receive incoming remote client requests and thus
will have an MSCS TCP/IP resource defined on the Public Network.

DB2_| NSTANCE=DB2MPP

CLUSTER _NAME=MYCLUSTER

DB2 LOGON_USERNAME=nmydom db2adm n
DB2_ L OGON_PASSWORD=Xx X X

GROUP_NAME=DB2 Group O
DB2 NODE=0 10.1.1.1

| P_NAME=nmscs1l

| P_ADDRESS=9. 26. 75. 25

| P_SUBNET=255. 255. 255. 0

| P_NETWORK=Publ i ¢ Net wor k
| P_NAME=et her 0

| P_ADDRESS=10.1.1.1

| P_SUBNET=255.0.0.0

| P_NETWORK=Pri vat e Network
NETNAME_NAME=nynet name
NETNAME_VALUE=nynet nanme
NETNAME_DEPENDENCY=et her O
DI SK_NAME=Di sk F:
TARGET_DRVMAP_DI SK=Di sk F:

GROUP_NAME=DB2 Group 1

DB2 NODE=1 10.1.1.2

| P_NAME=et her 1

| P_ADDRESS=10.1.1.2

| P_SUBNET=255.0.0.0

| P_NETWORK=Pri vat e Network
DI SK_NAME=Di sk G
TARGET_DRVMAP_DI SK=Di sk G

After running the db2mscs utility with the above configuration file, Cluster Adminigtrator will show
the following view of the duder:
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Figure 14. Cluster Administrator with instance DB2MPP clustered

Determine which machineisintended as the primary machine for each of the DB2 groups. In our
case we will sat the primary machine for “DB2 Group 0" as WA9 and the primary machine for
“DB2 Group 1" asWA10. Also, configure automatic failback for the DB2 groups if desired.

Create or restore al databases on the highly available disks.
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Configuring the DB2 Administration Server

The DB2 Adminigtration Server is used by the DB2 Control Center to administer DB2 instances
and databases. If high availability of the Adminigtration Server is desired, then it must dso be
clustered. The stepsto cluster the Adminigtration Server are Smilar to the steps used to transform
any other regular ingtance. In the example below, you will use the Adminigration Server to
administer the DB2M PP ingtance crested in the Mutual Takeover Multiple Partition Configuration.
The example below will aso reuse the shared disk and | P address that was configured for Partition
0, resulting in Partition 0 and the Administration Server sharing these resources. Since they are
sharing the same resources, you must place the Adminigtration Server in the same group as Partition
0. Below are the ingructions for configuring the DB2 Adminidration Server for instance DB2MPP:

1. Stopthe Adminidration Server on dl machines:

C.\ >db2adm n stop
SQL4407W The DB2 Adm nistration Server was stopped

successful ly.

If an Administration Server does not exist on WA9, use the command db2adni n
cr eat e to create thisinstance on WAO.

2. Dropthe Adminigration Server on al cluster nodes except the first node by performing the
following command on each machine:

C.\ >db2adm n drop
SQL4402W The DB2ADM N command was successful .

3. Onthefirgt node (WA9) where the Administration Server resides, go into the Windows
Sarvices didog box and modify the Adminigtration Server ingance so it is set to start manually.
The name of the Adminigtration server is DB2DAS00, so it will show up as DB2DAS-
DB2DAS00 in the Services dialog box.

Cregte a configuration input file to be used with the DB2M SCS utility to cluster the
Adminigation Server:

DAS_| NSTANCE=DB2DAS00
CLUSTER_NAME=MYCLUSTER
DB2_LOGON_USERNAME=nmydom db2adm n
DB2_ L OGON_PASSWORD=x X x
GROUP_NAME=DB2 Group O

DI SK_NAME=Di sk F:
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| NSTPROF_DI SK=Di sk F:

Note that the group name “DB2 Group 0" is the same group that you used for configuring
Partition O; thus, al resources will be created in the same group as Partition 0. Also, you are
reusing Disk F and not configuring an | P address, because the | P address dready configured
for Partition O can bereused. Even though Disk F was dready configured for DB2 Group O, it
must be specified again because that iswhere dl information associated with the
Adminigration Server will be placed. A Generic Sarvice will be crested which will dlow the
DB2 Adminidration Server to be monitored by MSCS.
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Figure 15. Cluster Administrator with DB2DAS00 added to DB2 Group 0

Execute the DB2M SCS utility from WAQ:

c:\>db2nscs -f:db2nmscs. cfg.adm n
DB215001 The DB2MSCS command conpl et ed successfully.

On dl dients used for DB2 adminigtration, remove any references to the Administration Server
using the DB2 Control Center. Then, use the DB2 Control Center to recatalog a reference to
the Adminigration Server utilizing the highly available cluster P address defined on the public
network
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The Adminigration Server is now integrated within the cluster. Care should be taken to ensure any
remote client connections go through the highly available | P address and any scripts or data thet are
needed by the Administration Server are placed on the highly available disks associated with the
DB2DAS00 ingtance. Cluster Administrator now shows instance DB2MPP configured in the
clugter, and the group containing Partition 0 adso contains the Adminigtration Server. The above
steps can aso be used to cluster the Adminidiration Server for instance DB2 in the single partition
configuration examples.

Note: Because only one DB2 Adminigration Server can be running on asingle machine a one

time, we cannot cluster the DB2 Administration Server for each instance in amutua takeover
angle-partition configuration.
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Remote client connections

MSCS provides the ahility to creste a highly available TCP/IP resource. Remote clients should use
the highly availabe |P address defined on the public network when connecting to the server.

When catdoging a TCP/IP connection from the client to the DB2 server, you must usethe IP
address configured for the cluster that islocated in the same group as the partition you want to
connect to. Thus, when configuring a client connection to a particular database partition, you must
use the highly available TCP/IP address that isin the same group as the DB2 partition. By

cata oging database connections to multiple partitions, the coordinator functiondity of DB2 isthen
aso spread across multiple partitions. 1f an 1P addressis used that is associated with either a
physical machine or an IP address in a different group than the partition, there is no guarantee the IP
address will point to the machine where the database partition is actudly residing.

The other factor that needs to be taken into consideration is that the client will connect to the server
using a specified port. That identical port must be available to the instance on al machines within
the clugter, and should be defined in the services file on each machinein the clugter. The following
is an example of how to catadog connections from aremote client to database sample for ingance
DB2, which was created in the Hot Standby Single Partition section:

1. Addthefollowing entriesto the sarvicesfile for dl machines in the cluster to reserve unused
ports for DB2:

db2cDB2 50000/ tcp #connection port for the DB2 instance DB2
db2i DB2 50001/tcp #interrupt port for the DB2 instance DB2

2. Ensure DB2COMM is st to TCPIP for each partition:

C:\ >set DB2lI NSTANCE=DB2
C:\> db2set DB2COMM=TCPI P

3. Update the database manager configuration for instance DB2 0 it knows which port to listen
on for incoming TCP/IP clients

C.\ >db2 update dbm cfg using svcenane db2cdb2

4. For the changesin steps 2 and 3 to take effect, the partition must be brought offline and then
back online. From Cluster Adminigtrator, right click on the resource representing the DB2
partition and select Take Offline. After al DB2 resources are in an offline sate, right click on
the same resources and select Bring Online.
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Now that all partitions are ready to receive incoming remote requests, the database partition
must be cata oged from a remote machine. The servicesfile on the remote client must be
updated with the Smilar entries made on the server machines.

To catalog database SAMPLE for instance DB2:
C.\>db2 catal og tcpi p node nodea renote nscsll server db2cdb2
C.\>db2 catal og db sanple at node nodea
C.\>db2 term nate
C.\>db2 connect to sanple user db2adm n using xxx

For cataloging the tcpip node, ms cs 11 can be replaced with its corresponding | P address in
the cluster.

Optiondly, you can use the DB2 Client Configuration Assstant to manudly catalog

connections to the database using a graphicd interface. 1f you use this mechanism, ensure the
highly available IP addressis used to cataog the database connection.

Remote client connections
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User scripts

DB2 provides the ahility to execute a batch script before and after each DB2 resource is brought
online as wdll as before and after each DB2 resource is brough offline. This batch script residesin
the instance directory of each instance, so each instance will have a separate copy of these script
files. To determine the instance directory, issue the db2set command shown below and then
append the instance name to the results:

c: >set DB2I NSTANCE=DB2MPP
c:\>db2set db2i nst prof
\'\ mynet nane\ DB2MSCS- DB2 MPP

In this particular case, the instance directory for instance DB2M PP will be located under

\'\ nynet nanme\ DB2MSCS- DB2MPP\ DB2MPP. The scripts that execute before and after
each DB2 partition are brought onlinearecdled db2cpr e. bat anddb2cpost . bat ,
respectively. These scripts are d o referred to as the pre-online and post-online scripts. The
scripts that execute before and after each DB2 partition are brought offline are called

db2apre. bat anddb2apost . bat , respectively. These scripts are dso referred to asthe
pre-offline and post- offline scripts. These batch files are optiond ; they do not exist by default and
will only get executed if they exist. These batch files are launched by the MSCS Clugter Service
and are run in the background. The script files must redirect slandard output to record any output
asaresult of commands run from within the script file.

The pre-online script will execute and complete before any attempt to bring the DB2 resource
onlineismade. Thus, it isimportant that the commands in the pre-online script executein a
reasonable amount of time so MSCSwill not timeout on its attempt to bring the DB2 resource
online. Since the pre-offline script aso runs synchronoudy before taking DB2 offline, you should
ensure it executes efficiently so it does not Sgnificantly affect failback time.

Note: The user scripts are executed with the DB2INSTANCE and DB2NODE environment
variable st to the values corresponding to the resource executing the script. The DB2NODE vaue
corresponds to partition number. The pre-offline and post- offline scripts will not be executed if the
DB2 process terminates abnormaly.
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Testing the configuration

When testing a high-availability configuration, you idedly want to test dl points of falure to ensurea
redundant path isused. For example, suchthings as disk failures, network failures, machine failures,
and software failures should be tested.

The objective of this section is not to provide detail on how to test the whole system, but it will
show you how to test the DB2 portion of the system.

1. From the remote client, connect to the highly available database and issue a query. The query
should go againgt atable distributed across dl partitions.

2. Movethe group containing a partition to another machine.

3. From the remote client, attempt to reissue the query from step 1. If the query fails, reconnect
to the same highly available database and then reissue the query. This attempt should succeed.

Note: If apartition failed due to a hard crash such as amachine failure, DB2 will not attempt
to force off any database gpplications. Any uncommitted transactions that used the failing
partition will be rolled back leaving the database in a transactionaly consstent state.

»

Move the group containing the partition back to the primary machine.

From the remote client, attempt to reissue the query from step 1. If the query fails, reconnect
to the same highly available database and then reissue the query. This attempt should succeed.
6. Ressue steps 1 through 5 using various Smulated hardware and software failures and use a
client workload that more closdly smulates the actual workload expected in the production
environment.

o

Note: With acluger that gpans more than two machines, you should test multiple machine failures.

Testing the configuration
g g 35



Rolling upgrade

A rdling upgrade is the ability to upgrade software on the cluster while still keeping the application
online. An MSCS environment idedlly lendsitsdf for performing arolling upgrade of DB2 because
the partitions can be online on one machine while the other machine is being upgraded. Rolling
upgrades are supported for DB2 ingtalls that do not require either database or instance migration.

Note: Ensure that multiple database partitions are not actively running on a different code level at
the same time if upgrading a multiple partition configuration.

The following example will demongtrate how to do aralling upgrade of the mutua takeover
multiple-partition configuration that was described earlier. Since different partitions of the same
ingtance cannot run different levels of DB2 at the same time, care should be taken during the
upgrade. Our strategy will be to move dl partitions to the second hdf of the machines, and then
upgrade the firgt haf. We will then take dl partitions offline, then move them back to thefirg haf of
the machines, and then bring them online. Findly, we can then upgrade the second hdf of the
machines and move partitions back to their desired location.

1. Initidly Partition O and 1 resde on machines WA9 and WA 10, respectively. Move Partition O
to WA10 so WAQisidle.

2.  Stopthe cluster service on WA9 (net stop clussvc).

3. Apply the DB2 FixPak on WAO.

4. Bring al DB2 resource offline. Then gart the cluster service on WA9 (net start clussvc).
Move dl DB2 groups to WA9 and then bring them online, resulting in WA10 being idle.

5. Stopthe cluster service on WA10.

6. Apply the DB2 FixPak on WA10.

7. Start the cluster service on WA10.

8. Then move Partition 1 back to WA10 &t a convenient time.
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Repairing a cluster after catastrophic machine failure

When amachine is damaged beyond repair, the operating system must be reloaded or the machine
replaced. Let’s assume that machine WA 10 is damaged beyond repair so that the operating system
hasto be reingaled. The following example depicts the steps to repair instance DB2MPP and the
Adminigration Server in the Mutua Takeover Multiple-Partition Configuration. Currently
DB2MPP and the Adminigration Server are active on WA9 and clients can il fully accessthe
databases.

w

From Cluster Adminigtrator on WADY, right click on WA10 and select Evict Node to remove
WA10 from the cluster.

DB2 uses a DB2 prafile variable caled DB2CLUSTERLIST, which is used by DB2 to
determine which machines arein the clugter. Initidly, DB2CLUSTERLIST will show two
meachinesin the clugter, as demongtrated by the following example using the instance DB2M PP

C.\ >db2set DB2CLUSTERLI ST
WA9 WA10

On machine WA9, remove machine WA 10 from the cluster list for instance DB2M PP;

set DB21 NSTANCE=DB2MPP
db2set DB2CLUSTERLI ST= *“WA9”

On machine WA 10 reindd| the operating system.

On machine WA 10 reingtal MSCS adding it back to the initid cluster, leaving dl groups on
machine WA®Q.

On machine WA10, reingtall DB2 UDB and drop any instances that may have been created
by theingal. Ensureyou do not select the DB2 ingtal option to add another node to an
exiging indance.

Creste the Adminigration Server on WA1O0 if it does not exist and ensure it is not active:

db2adm n create

Note: Thisstepisonly required if you are usng averson of DB2 UDB V8.1 without any
FixPaks.

From WAD9, remove WA10 from the clugter ligt for the Administration Server. Thiswill so
remove the Admingration Server crested in the prior sep and leave the highly available
Adminigration Server that wasinitidly configured.

db2i cl us drop / mwalO /DAS: db2das00 /c: mycl uster

Repairing a cluster after catastrophic machine failure
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/ u: mydom db2admni n, xxx

8.  On machine WA9, add machine WA10 back to the clugter list for the instance DB2MPP and
the Adminigtration Server. This step will dso creste the necessary DB2 services on WA10.

db2i cl us add /mwalO /u: nmydom db2adm n, xxx /i :db2npp
/c:mycluster

db2i cl us add / mwalO /u: nydom db2adm n, xxx / DAS: db2das00
/c:mycluster

9. The groups containing DB2M PP partitions and the Administration Server are now ready to
fallover to machine WA10.

10. At an appropriate time, use the Move Group option in Cluster Adminigtrator to ensure the
groups containing the DB2M PP partitions and the Administration Server can successfully start
on machine WA10.

If upgrading machine WA 10 with a new mechine, firs move al groups that are on WA 10 to WAY,
and then follow steps 1-10.
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M anaging security

After DB2 isworking properly under MSCS, you may want to specify which users can administer the
cluster. To administer acluster, users must have either adminidtrative permissions on both nodes or
gpecific permissons to administer the cluster. By default, the local Administrators group on al nodes
have permissons to adminigter the clugter. To give auser permisson to administer a cluster without
giving the user Adminigrative permissons on dl nodes:

Bring up Cluster Adminidrator.

Right-click on the cluster name, and then click Properties.
Click Security or Permissions.

Specify which users and groups may adminigter the clugter.

A wbdpE

The users dso must have access to the DB2 registry variables that are stored in the cluster registry
under the HKEY_LOCAL _MACHI NE\ Cl ust er \ | BM DB2\ PROFI LES registry key. By
default, the loca Adminigtrators group on al nodes have full contral to the cluster registry. To givea
user permission to access the DB2 regigtry variables:

1. Runregedt 32. exe.
2. Expand the Clugter key until the
HKEY_ _LOCAL_MACHI NE\ Cl ust er\ | BM DB2\ PROFI LES key is displayed.
3. Sdect thekey, then click Security.
4. Click Permissions.
5. Specify which users and groups may need to run DB2.

DB2 authentication

We recommend that you use domain security (domain users and domain groups) so that when DB2 fails
over to another machine, the same (domain) user can connect to the database with the same authority.

By default, domain adminigtrators have full accessto the database. To redtrict SY SADM authority to
domain users and groups.

1. Cregte adomain group. The group name must conform to the DB2 naming convention, using
eight characters or less.

2. Add any domain users who will have DB2 SY SADM authority for this domain group.

3. From the machine that runs DB2, update the databbase manager configuration parameter
SYSADM_GROUP to the name of the domain group.

4. Redart the DB2 instance.
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Other sample configurations

Y ou can configure DB2 in many different ways within an MSCS cluster. Below are a couple additiond
sample configurations.

Mutual takeover load-balancing configuration

The objective of this configuration isto ensure thet if one machine fails, the workload will be equally
digtributed across the remaining machines. Care should be taken that each machinein cluster is cgpable
of handling the potential resource requirements that may be needed from that machine. If al machines
have the same configuration and each DB2 partition is used equally, then it would be desirable to spread
the partitions across the active machinesin an equd fashion. In our example, we will start with sx DB2
partitions spread equaly across a cluster containing only three machines.

If one machine in the clugter falls, it is not desirable to have the two falling partitions fallover to the same
machine. If that was the case, then we would have four DB2 partitions on one machine and two DB2
partitions on another machine. Thus, the two partitions on each machine should be configured to
falover to different machines asillugtrated in Figure 16.

Network

1

Ll =

Physical
Machines :

DB2 0114 2
P artitions

Storage
Interconnect

Figure 16. Mutual takeover load-balancing example
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For this configuration, if the third machine fails, then Partition 4 and Partition 5 will move to mechines 1
and 2, repectively. This maintains an evenly distributed workload across the system.

This particular load balancing example requires each DB2 partition to be located within different MSCS

groups as each MSCS group can be configured to failover to different machines.

1. Initidly MSCSisingaled and asix partition DB2 instance is configured and stopped.

C.\>db2nlist /s

Li st of nodes for instance "DB2MPP" is as foll ows:
Node: "0" Host: "stress01" Machine: "stressO0l"
Node: "1" Host: "stress01" Machine: "stressO0l"
Node: "2" Host: "stress02" Machine: "stress02"
Node: "3" Host: "stress02" Machine: "stress02"
Node: "4" Host: "stress03" Machine: "stress03"
Node: "5" Host: "stress03" Machine: "stress03"

2. Cregte aDB2MSCSinput file and then execute the DB2M SCS utility using thisinput file. This

Port: ™
Port: ™
Port: ™
Port: ™
Port: ™
Port: ™

RQRQRQ

"st opped”
"st opped”
"st opped”
"st opped”
"st opped”
"st opped”

configuration will assume that only Partition O will receive incoming remate client requests and thus

DB2_| NSTANCE=DB2 VPP

CLUSTER _NAME=CLUSTERX

DB2 LOGON_USERNAME=nmydom db2adm n
DB2_ L OGON_PASSWORD=X X X

GROUP_NAME=DB2 Group O
DB2_NODE=0 10.1.1.5

| P_NAME=nBCS3

| P_ADDRESS=9. 26. 97. 16

| P_SUBNET=255. 255. 254. 0

| P_NETWORK=Publ i ¢ Net wor k
| P_NAME=et her O

| P_ADDRESS=10.1.1.5

| P_SUBNET=255.0.0.0

| P_NETWORK=Pri vat e Net work
NETNAME_NAME=nynet nanme
NETNAVE_VALUE=nynet name
NETNAME_DEPENDENCY=et her O
DI SK_NAME=Di sk N:

TARGET _DRVMAP_DI SK=Di sk N:

GROUP_NAME=DB2 Group 1
DB2_ NODE=1 10.1.1.6

| P_NAME=et her 1

| P_ADDRESS=10.1.1.6

| P_SUBNET=255.0.0.0

| P_NETWORK=Pri vat e Network

Other sample configurations

will be the only partition that has an MSCS TCP/IP resource defined on the public network.
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DI SK_NAME=Di sk O
TARGET_DRVMAP_DI SK=Di sk O

GROUP_NAME=DB2 Group 2

DB2 NODE=2 10.1.1.7

| P_NAME=et her 2

| P ADDRESS=10.1.1.7

| P_SUBNET=255.0.0.0

| P_NETWORK=Pri vat e Network
DI SK_NAME=Di sk P:
TARGET_DRVMAP_DI SK=Di sk P:

GROUP_NAME=DB2 Group 3
DB2_ _NODE=3 10.1.1.8

| P_NAME=et her 3

| P_ADDRESS=10.1.1.8

| P_SUBNET=255.0.0.0

| P_NETWORK=Pri vat e Network
DI SK_NAME=Di sk Q
TARGET_DRVMAP_DI SK=Di sk Q

GROUP_NAME=DB2 Group 4
DB2_NODE=4 10.1.1.9

| P_NAME=et her 4

| P_ADDRESS=10.1.1.9

| P_SUBNET=255.0.0.0

| P_NETWORK=Pri vat e Net work
DI SK_NAME=Di sk R:

TARGET DRVMAP_DI SK=Di sk R:

GROUP_NAME=DB2 Group 5
DB2_ NODE=5 10.1.1.10

| P_NAME=et her 5

| P_ADDRESS=10.1.1. 10

| P_SUBNET=255.0.0.0

| P_NETWORK=Pri vat e Net wor k
DI SK_NAME=Di sk S:

TARGET _DRVMAP_DI SK=Di sk S:

Determine the failover preferences for each DB2 group and enable automatic failback if desired.
Table 1 illugraes afalover preference such that if ameachine falls, the failing partitions will failover
to different machines

Firgt Preference Second Preference
DB2MPP Partition O STRESSO1 STRESS02
DB2MPP Partition 1 STRESSO1 STRESS03
DB2MPP Partition 2 STRESS02 STRESS01

Implementing IBM DB2 Universal Database Extended Enterprise Edtion with Microsoft Cluster Server 42



DB2MPP Partition 3 STRESS02 STRESS03
DB2MPP Partition 4 STRESS03 STRESO1
DB2MPP Partition 5 STRESS03 STRESS02

Tablel. Preferred ownersfor mutua takeover load- baancing configuration

4. Sart dl DB2 resources from Cluster Administrator and create or restore al databases on the

highly available disks.

Multiple cluster configuration

MSCS clusters can span up to four machines currently and up to eight machines with Windows .NET.
However, if the ESE ingtance being used spans more machines than are available in the clugter, then
multiple clusters can be used. Each DB2 partition can only failover to machines within the same cluster.
If dl machinesin any particular cluster are in afalled Sate, then al partitions that resde within that

cluster will not be available.

Partition 0 Partition 1

CLUSTERX CLUSTERY
DB2 DB2 DB2 DB2

Partition 2 Partition 3

f—

_______________________________

II
-

Q_Il:gz; | E::;:.
555?‘

I|
-

Figure 17. DB2 instance spread across multiple clusters
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Figure 17 provides an illugration of afour-partition ESE instance spread across two clusters with each
cluster comprised of two machines. Theinitid configuration of each cluster isamutud takeover
configuration as thereis a DB2 partition running on each node within the clugter.

Note: More than two clusters can be used, and each cluster does not necessarily have to have the
same type of configuration.

The following provides an example of how to configure the example in Figure 17. Assume Partition O
owns Disk N, Partition 1 owns Disk O, Partition 2 owns Disk P, and Partition 3 owns Disk Q.

1. Initidly you ingal MSCS and configure and stop a four-partition DB2 insance. CLUSTERX
conssts of machines STRESS01 and STRESS02 while CLUSTERY congsts of machines
STRESS03 and STRESS04.

C:\>db2nlist /s
Li st of nodes for instance "DB2MPP" is as foll ows:

Node: "O0" Host: "stress01" Machine: "stress0l1" Port: "0" "stopped”
Node: "1" Host: "stress02" Machine: "stress02" Port: "0" "stopped”
Node: "2" Host: "stress03" Machine: "stress03" Port: "0" "stopped”
Node: "3" Host: "stress04" Machine: "stress04" Port: "0" "stopped”

2. Creste aDB2MSCS inpuit file and then execute the DB2M SCS utility usng thisinput file. This
configuration will assume that only Partition O will receive incoming remote client requests and thus
will be the only partition that has an MSCS TCP/IP resource defined on the public network.

DB2_| NSTANCE=DB2 VPP

CLUSTER _NAME=CLUSTERX

DB2 LOGON_USERNAME=nmydom db2adm n
DB2_ L OGON_PASSWORD=Xx X X

GROUP_NAME=DB2 Group O
DB2_NODE=0 10.1.1.5

| P_NAME=nBCS3

| P_ADDRESS=9. 26. 97. 16

| P_SUBNET=255. 255. 254. 0

| P_NETWORK=Publ i ¢ Net wor k
| P_NAME=et her O

| P_ADDRESS=10.1.1.5

| P_SUBNET=255.0.0.0

| P_NETWORK=Pri vat e Net work
NETNAME_NAME=nynet nanme
NETNAVE_VALUE=nynet name
NETNAME_DEPENDENCY=et her O
DI SK_NAME=Di sk N:

TARGET _DRVMAP_DI SK=Di sk N:
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GROUP_NAME=DB2 Group 1

DB2 _NODE=1 10.1.1.6

| P_NAME=et her 1

| P_ADDRESS=10.1.1.6

| P_SUBNET=255.0.0.0

| P_NETWORK=Pri vat e Network
DI SK_NAME=Di sk O
TARGET_DRVMAP_DI SK=Di sk O

CLUSTER_NAME=CLUSTERY
GROUP_NAME=DB2 Group 2

DB2 _NODE=2 10.1.1.7

| P_NAME=et her 2

| P_ADDRESS=10.1.1.7

| P_SUBNET=255.0.0.0

| P_NETWORK=Pri vat e Network
DI SK_NAME=Di sk P:
TARGET_DRVMAP_DI SK=Di sk P:

GROUP_NAME=DB2 Group 3
DB2_NODE=3 10.1.1.8

| P_NAME=et her 3

| P_ADDRESS=10.1.1.8

| P_SUBNET=255.0.0.0

| P_NETWORK=Pri vat e Net work
DI SK_NAVE=Di sk Q
TARGET_DRVMAP_DI SK=Di sk Q

3. Deerminethefailover preferences for each DB2 group and enable automatic failback if desired.
4. Create or restore al databases on the highly available disks.

Note: Whenissuingthedb2set command in amultiple cluster environment, ensure the command is
run on each clugter.

Other sample configurations
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Appendix A - Limitations and restrictions
When running DB2 in an MSCS environment, the following limitations and redtrictions gpply:

Since MSCS uses the drive letter when referring to Physical Disk resources, we
recommend that you use drive letters when determining the path for DB2 databases and
tablespace containers.

Since MSCS cannot manage raw disk devices, DB2 should not be configured to use raw
disk devices.

The DB2 partition must be managed from an MSCS interface such as Cluster
Administrator. MSCS will not monitor resources started outside of its control, because it
will not be aware the resource has been started. MSCS will also treat any attempts to stop
aDB2 partition outsde of its control as aresource falure, if that resource was initidly
brought online by Cluster Adminigtrator. Thus, do not use mechanisms such as DB2STOP,
DB2START, and the DB2 Control Center to start and stop a DB2 instance within this
environmen.
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Appendix B - Frequently asked questions

1

Q. My ESE ingance will not start on other machinesin the cluster.

A. The DB2 ESE ingtance reserves ports in the services files which are used during sartup. If
the ports are not alocated in the servicesfile, DB2 will automatically add these entries into the
sarvicesfile. Ensure these ports are available on al machinesin the cluster. Below isasample
entry from a services file with instance DB2MPP:

DB2_DB2MPP 60000/ t cp
DB2_DB2MPP_1 60001/t cp
DB2_DB2MPP_2 60002/t cp
DB2_DB2MPP_END 60003/t cp

Q. | ranthe DB2MSCS utility and | got the following error:

c:\>db2mscs -f:db2nscs. cfg. db2
War ni ng: The nmessage file is m ssing
DB2MSCS processing conplete, rc = 126

A. After DB2 has been ingtalled, each machine in the cluster must be rebooted before
proceeding with running the DB2M SCS utility.

Q. | ranthe DB2M SCS uitility and | got the following error:

c:\>db2mscs -f:db2nscs. cfg. badip
DB21524E Failed to create the resource "mscsb5". Wn32
error: ""

A. The resource mscsb has a corresponding |P address that is aready in use on the network.
Ensure the IP address specified is not aready in use.

Q. | ranthe DB2M SCS utility and | got the following error:

c:\>db2nscs -f:db2nscs. cf g. baddi sk
DB21526E Failed to npve resource “O". Wn32 error: "The
cluster resource could not be found.”

A. The Physica Disk resource specified does not exist within the cluster. Ensure the name of
the disk in the input configuration file is exactly identicd to the name specifed within Clugter
Adminigrator (eg., “Disk O:").

Q. | ranthe DB2MSCS utility and it does not execute successfully.
A. Refer to the message reference to determine the course of action based on the return code

Appendix B - Frequently asked questions 47



10.

11.

12.

from the DB2M SCS utility.

Q. When | executethedb2nl i st ordb2nchg command it fals after a couple minutes
with acommuniction error.

A. Ensurethat al TCP/IP addresses used have a corresponding entry in the Domain Name
Server or have an entry in the hosts file on each machine.

Q. My partition does not failover.
A. The partition must be started through a cluster interface, such as Cluster Administrator, or
the clugter will not be aware it must try to keep this DB2 partition online.

Q. I doadb2st op and the partitions autométicaly resart.

A. If the DB2 partitions were started through Cluster Adminigirator, it must be stopped
through a cluster interface. MSCStreatsdb2st op asaresource falure and will attempt to
bring the DB2 resource back online.

Q. | try to take the group containing the DB2 partition offline, but the DB2 resource does not
successfully come offline.

A. Ensure DB2 FALLBACK issetto ON or YESfor tha patition (db2s et
DB2_FALLBACK=O0ON). To successfully bring the group containing the DB2 partition offline
a this point, sop the cluster service on the machine where the DB2 partition is trying to come
offline.

Q. My cr eat e dat abase command fals in my multiple partition configuration.
A. Ensure the drive mapping has been done successfully. All DB2 resources will need to be
taken offline and then brought back online for the manud drive mapping to take effect.

Q. My remote client successfully connects to the database partition, but when | failover the
partition, | cannot successfully reconnect.

A. Ensurethat the client is catal oged to connect to the highly available IP Address resource
that is configured in the same group as the database partition. Also, ensure that the port
defined by the SYCENAME paramater in the database manager configuration is not aready in
use.

Q. When | issue DB2 commands locdly from the DB2 command line processor, | get one of
the fallowing errors.

C.\>db2 connect to sanple
SQL1039C An I/ O error occurred while accessing the database
directory. SQLSTATE=58031
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13.

14.

15.

C.\>db2 connect to test
SQL6048N A conmmuni cation error occurred during START or STOP
DATABASE MANAGER pr ocessi ng.

A. The database partition is not on the current machine. 1ssue the command on the machine
where the partition resides.

Q. After thefailover, it gppears some of my transactions are waiting upon alock.
A. ltispossble that their may be indoubt transactions within your database. Use thefollowing
command to manualy resolve the indoubt transactions:

db2 |ist indoubt transactions with pronpting
For more information on indoubt transactions, refer to the DB2 UDB documentation.

Q. | ranthe DB2MSCS utility with the —u option to decluster my instance but it failed.

A. When declugtering an ingtance, ensure the DB2M SCS tility is run from the instance
owning partition. If theingtance is only partidly declustered, continue the process using the
manua steps described in Appendix C of this paper.

Q. The commandsin the pre-online, pogt-online, pre-offline and post- offline script fail with
authentication errors.

A. These scripts are run under the owner of the Cluster Server service. Ensure the owner of
the Clugter Server has sufficient privileges to execute the commands.

Note: A trace of the execution of the DB2M SCS utility can be envoked by executing the following
command:

db2mscs -f:db2nscs.cfg.ese -d:trace. out

Thistrace will be beneficid to IBM support for problem determination if necessary.
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Appendix C - Declustering an instance

If you no longer want to keep your Adminigtration Server or instance clustered, you can decluster
ths ingance usng ether the DB2M SCS tility or it can be done manualy. The following examples
will show how to declugter the Mutua Takeover Multiple Partition Configuration.

Using DB2MSCS to decluster an instance

1. Back up the database that resdes within instance DB2MPP. If DB2 drive mapping was used
or if you need to place the database on a different drive, then drop the database.

2. Put dl the DB2 Groups on the machine they were origindly on after thedb2nscs utility was
executed.

3. From the ingtance owning partition, runthedb2ns cs utility with the—u option. The
Adminigtration Server should be declustered before the ESE instance.

db2mscs —u: db2das00
db2mscs —u: db2npp

4. Resgtore the databases that have been backed up.

Manually declustering an instance

1. Back up the database that resides within instance DB2M PP and then drop the database.

2. Bring only the DB2 resources offline from Cluster Administrator leaving the disks, IP
addresses, network name, and fileshare online.

3. Drop the Adminigtration Server and the DB2M PP instance from one of the machinesin the
cluger. Thiswill drop them from dl machines.

db2adm n drop
db2i drop db2npp

Tip: When dropping the instance, dl instance information will belogt. Ensure that you save
any ingtance information that may be required in the future, such as database manager
configuration parameters and DB2 profile varidble settings

db2 get adm n cfg>adm ncfg. out
db2 get dbm cfg > db2cfg. out
db2set -all > db2set. out

4. From Cluster Administrator, drop the DB2 resources corresponding to each DB2 partition and
the Adminigration Server as well as the corresponding 1P addresses, network name, and
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fileshare. Move dl Physica Disk resources back to ther initid groups. Then drop the groups
associated with each partition, as no resources will exist within these groups.

If no other DB2 ingtances are configured for the MSCS cluster, the DB2 resource type can be
dropped. The following command only needs to be run from one machine in the cludter:

db2wol fi wu
Recreate the Adminigtration Server and the DB2M PP instance.

Restore the databases on the new instance and reconfigure the configuration paramaters as
desired.
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Appendix D - Manually performing steps done by the DB2M SCS utility

The example presented below will manualy configure the DB2M PP ingtance identically to the way it
was configured in the Mutua Takeover Multiple Partition Configuration section of this paper. We
recommend that you use the DB2M SCS uitility; however, decomposing the steps may help during
problem determination if errors occur using the DB2M SCS utility.

1. Initidly MSCSand DB2 UDB ESE are ingaled on dl machines.
2. Create anew insance cdled DB2MPP if it does not exist.

db2icrt DB2MPP -s ese -P \\wa9\c$\sqgllib -u mydom db2adni n, xxx -h wa9 -
r 60000, 60003

db2ncrt /n:1 /u:nydom db2adm n, xxx /i:db2npp /h:wal0 /mwal0 /p:0

/ 0:wa9

C.\>db2nlist /s
Li st of nodes for instance "DB2MPP" is as foll ows:

Node: "0" Host: "wa9" Machine: "wa9" Port: "0" - "stopped"
Node: "1" Host: "walO" Machine: "walO" Port: "0" - "stopped"
3.  Sop the instance DB2M PP with the DB2STOP command if the instance is running.
4. Ingdl the DB2 resource type from WAO:
c:>db2wol fi i
ok

If thedb2wol fi command comes back with an “Error : 183, then it is aready instaled.
To confirm, the resource type can be dropped and added again. Also, the resource type will
not show up in Cluster Adminigtrator if it does not exist:

c: >db2wol fi wu
ok
c: >db2wol fi i
ok

5.  From Cluster Adminigtrator, create two new groups cdled “DB2 Group 0" and “DB2 Group
1" and from Cluster Administrator move these groups onto WA9 and WA 10, respectively.

The preferred owner should be set to the current machine the group is residing on.

6. From Cluster Adminigtrator do a“Change Group” to move disks F and G into “DB2 Group
0" and “DB2 Group 1,” respectively.

Note: For the“Change Group” command to work, the two groups must be on the same
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10.

11.

12.

13.

14.

machine.

For “DB2 Group 0,” from Cluster Administrator, create a new resource type of type “IP
Address,” that resides on the Public Network. Thiswill be ahighly available 1P address, and
this address should not correspond to any machine on the network. In this example, we will be
usngnscs 11 asdefined in the Mutud Takeover Multiple Partition Configuration section.
Bring the |P Address resource online and ensure that the address can be pinged from aremote
machine.

Create a highly available TCP/IP address on the Private Network for each DB2 group from
Cluger Adminigtrator. We will cal them etherO and ether 1.

Assign the new TCP/IP addresses created in step 8 to its corresponding partition:

C.\ >db2nchg /n:0 /g:10.1.1.1
C:\>db2nchg /n:1 /g:10.1.1.2

From Cluster Adminigtrator create a network namein “DB2 Group 0.” Create a network
name caled mynetname that is dependant on the P Address ether O and then bring this
resource online.

Thenext step isto create afile share. First create a subdirectory on Disk F called

db2pr of s. From Cluser Adminidtrator creete afile share called DB2M SCS-DB2M PP
dependent on mynetname and Disk F. When prompted for the path of the file share, specify
f:\ db2pr of s. Bring thefile share online from Cluster Administrator.

Veify the fileshare is accessble:
dir \\'mynet nane\ db2nscs- db2npp

Create a DB2 resoure corresponding to each DB2 partition of type DB2. Since the instance
used is DB2M PP, the resources must be named DB2MPP-0 and DB2MPP- 1, corresponding
to each DB2 partition. Cresate these DB2 resourcesin “DB2 Group 0" and “DB2 Group 1,”
respectively, and each DB2 resource should be dependant on al other resources within the
same group. Do not bring the new DB2 resources online yet.

From WA9 usethedb2i ¢l us command to transfrom the DB2 instance into a clustered
ingance. Thiswill dso place the instance directory onto the newly created file share:

C.\>db2iclus mgrate /i:db2nmpp /c:nycluster /mwa9
/ p: \\ mynet nane\ db2nmscs- db2nmpp
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15.

16.

17.

18.
19.
20.

From WA9 usethedb2i ¢l us command to add the remaining cluster machines to the DB2
cluger ligt:

C:\> db2iclus add /i:db2npp /c:nycluster /mwalO
/ u: mydom db2adni n, xxx

Perform the DB2 drive mapping SO we can cregate the database on the ‘f’ drive:
C.\ >db2drvnp add 1 f ¢

Configure the DB2 groups for failback if desired via Cluster Adminigtrator and issue
C\>db2set DB2_ FALLBACK=YES

Bring al DB2 resources online via Cluster Adminigtretor.

Create or restore al databases putting al data on the shared drives.

Tedt the falover configuration.
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Appendix E - Sample application program

The following excerpt from a sample program illustrates how to have an gpplication retry connecting
to the database upon a connection failure aswell asretry SQL statements based on particular error
codes:

i nt CSanpl eODBCObj : : Execut eSQLW t hRetry(char * stnt)

{
int rc = 0;
int retry = 0;
do {
retry = 0;
rc = ExecuteSQL( stnt );
if (rc 1= 0)
{
if((strcnp( (char *)&(m.sql state[0]),"40003" ) == 0) ||
(strcnp( (char *)&(m sqlstate[0]),"08003" ) == 0) ||
(strcnp( (char *)&(msqlstate[0]), "08007" ) == 0) ||
(strcnp( (char *)&(msqlstate[0]),"08S01" ) == 0))
{
Di sconnect () ;
whil e (bContinue && (Connect() != 0))
Sl eep(1000);
retry = 1;
}
else if (strcmp( (char *)& msqlstate[0]), "40504" ) == 0)
{
/1 Just retry the transaction w thout reconnect
retry = 1;
}
}
} while ( bContinue & retry ); /* enddo */
return rc;
}
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