Tivoli Workload Automation family

Improving IT efficiency, performance, and costs
to accelerate and sustain business growth
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Tivoli Workload Automation products family

- P
= Tivoli Workload Scheduler for z/0S Web UI
— Controls scheduling on System Z environments B
Job Scheduling Tivoli Enterprise
= Tivoli Workload Scheduler for Distributed & Portal

— Controls scheduling on distributed environments
TWS z/OS Server  TWS Server

= Tivoli Dynamic Workload Broker |
— Runs and balances jobs on dynamic environments

= Tivoli Workload Scheduler for Applications 2/OS based Distributed
— Provides workload automation on ERP systems End to End Scheduling

TWS LoadLeveler
Tivoli Dynamic Workload = T T

BlueGene HPC Grid

TWS for Applications

TWS Agents
LCd

AIX, HP, Solaris, SAP  PeopleSoft Oracle

Alindon
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TWS z/0S Scheduler

TWA z/0S

TWS 2/0S Configuration

Connector

Job Scheduling
Console

TWS 2/0S
Controller

> TWS z/OS Controller

» Central repository for workload defs and Historical data

» Generates and updates the scheduling plan
~nlanned events
» TWS z/OS Agents h
= Driven by TWS z/OS Controller
= Tightly integrated with JES and SMF
= Parallel Sysplex support

TWSz
Controller
and Server

Stand-by
Controller

2/0S Sysplex

.avller . .-
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TWA Distributed
Configuration

i

Job Scheduling
Console
Web = ]
Browser

java

Command
ine
Interface

RN TOWB
B3

TDWB
Q Agents

ORACLE

€-businesssuite

TWS distributed Scheduler

=TWSd Master

= Central repository for workload definitions and
Historical data

= Generates, distributes and updates the scheduling
plan

= Triggers on demand workload based on events
correlation rules

= Based on RDBMS and WebSphere technology

= Exposes J2EE and Web-services APIs for
workload scheduling and management

» TWSd Backup Master

= Same component of TWS Master with different
configuration

"> | = Takeover TWSd Master functionality

vianager

= Others
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Dynamic Workload Broker

TWA Distrit:
Configura
e @ ! ]
Browser
< \
v
.’ Towe 1N DWE
S}E Server l WebSphere

TDWB
Agents

/
=

( mows

Q Agents

=

> Tivoli Dynamic Workload Broker Server

- Dynamic workload execution vs Static
Workload Execution
= Policy Based Load Balancing

TDWB -

Automatic Job Re-routing
Server

= Automated discovery of available resources

Resource based workload brokering

= Can be attached to both a TWSd network
and a TWSz network

» Tivoli Dynamic Workload Broker
Developer Workbench

= Eclipse based workbench
= Based on JSDL OGF/GGF specifications
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User Interfaces

TWA Distributed TWA z/0S

Configuration Tivoli Dynamic

Configuration
Workload Console

Job Scheduling
Job Sc*
~c

F Web é
Browser
= Web interface for
= Workload Modeling,

= Monitoring and Mgmt

= Using WEB 2.0 paradigms and
technologies (e.g. Dojo, Birt, etc..)

Web
Browser

v
=
=]
=
@
I

Stand-by
Controller

! L = = 2=n TWSz
Server » K| E ﬁﬂ Sz

2/0S Sysplex

il
S TWS
FTA

Twsz
Agent
L

o |

ToopicSufis

e
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End-to-end support - z/0S centric configuration

= Scheduling distributed workload
from TWS z/OS via

— Domain Managers

Master

' Domain — Fault Tolerant Agents

; — Standard Agents

— Extended Agents

i

1

| I = Single point of Modeling, monitoring
and Control from TWS z/OS via:

~ ISPF
- JsC
~ WEB-UI

= Maximum configuration flexibiity

— Hierarchical or flat configuration

— Can use Fault Tolerant Agents or
Standard Agents or both

— Scripts can be centralized on TWS
2/OS or de-centralized on distributed
systems.

— Can integrate TDWB domains for
dynamic scheduling

— Can use Extended Agents for SAP,
PeopleSoft, oracle, etc..

©2008 IBM
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End-to-end support — Distributed centric configuration

= Using the Extended Agent for z/OS from a TWS
distributed network you can:
— Schedule TWS z/OS jobs to run at specific times and
| in a prescribed order.

— Define dependencies between TWSd jobs and jobs
running on TWS z/OS

not launched by TWS z/OS

& Extended Agent — Define dependencies for Tivoli Workload Scheduler
for TWS 2/0S: ! jobs based on the existence of files on a z/OS system

Backup
Master

= Single point of Modeling, monitoring and Control
o N . : from TWS Distributed via:

| Domain A Domain B
| - JSC

- WEB-UI
..~ Command line interface

= |Hi| iI .~ 208
'il ‘ ‘ Sysplex

Solaris

Windows
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End-to-end support - Peer-to-Peer configuration

i os
|il il Engme

TWS ZI0S
TWS 2108
Agents

2/0S
”| Sysplex

Standby-Engine | ‘

! _Extended Agent
. for WS 208

’ /0S8
W ‘ Domain

TWS IJDS

= Maintain two separate scheduling networks

= Use TWS Extended Agent for z/OS to

manage cross- dependenmes of TWSd jobs
from TWSz jobs

Cr|

Solaris !

e oswon | wms S L Manage both environments from a single

- WEB-UI

- JSC
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Workload Scheduler for Applications (aka Extended Agent)

access method, that attaches to the external application, finds the job (or create it on the fly) and
launches it

Job is then monitored through completion, writing progress and status to Workload Scheduler’s job log
Job status and job log can also be viewed from JSC, WEB-UI, CLI and APIs
Job can be managed (e.qg. killed, restarted, ..) from the same interfaces.

To start a job on an Xagent workstation, the Fault Tolerant Agent (or the Standard Agent) executes the

=7
= €]
B
Job Scheduling Console TWS Web-Ul
FTA unix/windows box
WS
master >
e Fault Tolerant kel
& =  ° =
[ ] 8 application
o) exended = pp
{_ agent S server
w
fault >
o tolerant
domain € o 2 -
manager [ extended 5
L et . extended.
3 extended agent !
é; \ agent H
fault {1 . Standard
tolerant 5 Agent
e application
agent lextended server

©20081BM | .
Corporation
Workload Scheduler for Applications in end-to-end environment
TWS Web-Ul N
=
=
Job smm?e o
N FTA unix/windows box
2/0S . g S
Sysplex . Fault Toleran] o
= 4 WA Agént %
4 . (;/\ of 2 application
S |¢ | | Standar(i Agent g server
N i )
NA/M§A L >
1 - bl
Fault =ﬂ extended
tolerant | agent
agent .
tnendeﬂ
domain p ot
manager e Method_B application
- opts. server

Extended Agents can be hosted by any Domain
Manager, FTA or SA in an end-to-end network

Call to the Extended Agent access method is
triggered by the TWS FTA/SA that hosts it

Job log is kept on the TWS FTA/SA box that hosts
the X-Agent, but it can be viewed on- request

Job status is sent back to the TWS z/OS
controller, and can be monitored via

TWS z/OS ISPF panels

TWS 2/0S PIF

JSC and WEB-UI connected to TWS z/OS

JSC and WEB-UI connected to TWS FTA or a TWS DM
Job can be managed as well (e.g. kill, restart)

from all the above interfaces
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How TWA helps to improve IT operations and enable business
growth and innovation

Through Integrated Service Management capabilities that provide enhanced
visibility, control and automation

Visibility TWA Simplifies Workload Complexity

= Provides a single and simplified point of planning,
control and optimization of end-to-end production
services across heterogeneous IT infrastructures

Gaining real-time, integrated visibility into entire

infrastructure for monitoring its health and fine-

tuning performance for improved operational

agility and prioritized response. = Scales to enable consolidation of multiple workload
automation environments

TWA Enables Rapid IT Ch

Maximize IT resource utilization by virtualizing
resources and dynamic scheduling

Respond faster and make better decisions

Control

Managing business and IT assets including
cost, security, change, usage and
compliance

Minimize energy consumption by scheduling less
priority jobs during off peak hours

Improve quality and reduce risk Based on SOA to facilitate rapid changes

TWA Automates end-to-end processes

Automation = Improves business process integrity, quality and
predictability by precisely driving production services

[l ) .
Automation of the IT environment, from = “*‘}\ = Resolves and adapts to production service
end-to-end, to streamline costs and < dependencies across applications and systems
improve quality of IT services delivered to \ ._\‘ = Adapts production service delivery in response to

the business, its suppliers and customers. unplanned incidents; integrates service management
Lower cost and build agility process workflows with production service schedules

©2008 IBM
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0 |
Visualize — Monitor and Control the workload

= Single point of monitoring and operational control for the entire
batch workload and batch execution environments
— Monitor workload jobs events (e.g. job start/end) and alerts (i.e. job in error, late, long)
— Monitor events related to scheduling infrastructure health
— Monitoring of business Critical Jobs, critical path, critical predecessors, risk level

The table has lcadzd:
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Visualize — Reporting, capacity planning, compliance...

= Tuning the workload of workstations: job runs, comparing workload, etc...

‘D\Ncb Jone tion
workload - 9obs z’@‘:w

= Historical data analysis and statistics, detecting jobs with exceptions:
success rates, late starts, long durations, missing deadlines, etc...

©2008 IBM
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Control — Modeling the Workload

= Centralized modeling of heterogenous batch workloads across the
enterprise
— Centralized repository for all batch objects (e.g. calendars, jobs, job-streams, resources, etc..)
— Centralized security, authorization and auditing

~
TOWG™
m Workload
Workload Designer fitor
EINew..v| [Zopen.v| @] & = biect | Edit
Working List | Search Database
EEhB FR[H E v SR 5 J
™ {2 NEWJD Details Calendar Preview
o ‘7/ ASKCONFIRM ‘ & AddtoSelected ¥ ¢ Remove ‘
O»@ 252 NEWSS -
2 PAYR_END Name Type SubType | Workstation | Description
£21J504A0P @ =59 NEWJSS Job Stream MASTERDM
[EE RUNCYCLE1 | | Dependencies
& DO_DERR (£ PAYR_END Job Dependency  Windows ~ WS_PAYR  Lastjobin JSPA...
<] &4 DO DISER =¥ JS04A0P Job Stream Depend... Windows WS_PAYR
&F2 KL 1 Run Cycles
& JoB10 [EJ RUNCYCLE1 Inclusive Run Cycle
) JOB16TR 11 Jobs
(-1 DO_DERR Job UNIX BKWS5 Backup DERR ar.
@ (L) DO_DISER Job UNX BKWSS Backup DISER ar...
5@ F2.KL Job Windows  WRKST23  Thisisajob that ...
[ . J0B10 Job LAIX FTAT Ajob that copies... |
Properties
(L JOB10 Job
General [ Gomments | Scheduling Options | Time Restrictions
* Name =
* Job Defiiion “Worksation
[LoB10 10 [Fac ] Open Job Definition =
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= Centralized planning for calendar-driven and event-driven batch
workload
— Viewing and documenting current and forecast plans
— Viewing and documenting dependencies among jobs, resources, calendars, etc...
~
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Automate - Drive planned and event-driven workload

= Automate execution of batch workload

— Automate workload execution based on calendar rules, events-correlation rules, jobs interdependencies,
resource requirements etc...

= Automate workload error recovery

— Automate jobs recovery actions tes & "
— Automatically recalculate critical paths and risk level for critical jobs o o w;;;ﬂ -l
— Automatically promote jobs becoming late on critical path

Repeat schedule:

| Monthly by week [v]

©On this week of the month:

[T

@ negratedSoution Comols ol Firefo: I o B On the following days of the week-

b e ruiy poimals s B []Monday []Tuesday []Wednesday [¥] Thusday
e | [IFriday [ Saturday [] Sunday

Inograto Sltos Consoo

e

e

At this time: Time zone

3:50 PM Time zone -1 [v]
Stant schedule on

4/15/08.

Run schedule for

1 (]| days [~]

On weekend:
Run the schedule (]

Include dates o
Exclude dates [
Preview °
2008
Apil

o
Iy
()
<
3
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Automate — Dynamically dispatch the workload
= Dynamic workload brokering
— Distribute, balance and optimize workload to “best available” resource across dynamically
shifting, cross-enterprise resource pool based on resource utilization
— Route jobs to any available node that matches the resource requirement
— Discover newly available servers as part of the pool and use them as possible job targets
— Automatically start provisioning of new servers to meet capacity demand
s &
\D\Nc* wor (©) WT:rbenc“ .
Mot e e e amic jo°
s i
By ol
il HV
Qe d| = Edl )
| metadate. MNeme. | st modfied | ouer L
it L |
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= Tivoli Workload Automation family
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— End-to-End solutions
— SAP in End-to-End

= Visualize, Control, Automate paradigm
Key Workload Automation features

Plan driven workload automation
— Workload planning, forecasting, reporting and compliance
— Dynamic workload optimization and virtualization
— Centralized and proactive workload monitoring
— Event driven workload automation
— Integrations in service management landscape

= Latest and next updates

= TWA evolution strategy
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Plan driven workload automation

Scheduling rule x

Advanced planning capabilities

— Powerful run-cycles, job streams versioning, plan
spanning from 1 min. to one year, variables support, etc..

— Plan is optimized to meet deadlines and SLAs

— Completion logic z/OS: HIGHRC, NOERROR, JCC

— Security

At this time: Time zone.
BSoPM ]| Timezone-1(v]

Real forecasting and planning P — ;

Capability to add batch workload ad-hoc
— Through Java Ul, WEB UI, CLI, ISPF and APIs

Runthe schedule ~

Include dates °
E

Centralized modeling of heterogenous batch
jobs workflows

— Through Java Ul, WEB UI, CLI, ISPF and APIs

= Single point of Monitoring, Control and
management of batch workload Built-in Fault
tolerance Full exploitation of platform
~ Standby Controller specific features (distr, z/0S)

— Fault tol t ts th h plan distributi
ault tolerant agents through plan distrioution *  MS Clustering, HACMP, Sysplex for high-
— Backup manager architecture availability

= Automatic HObS restart/recovery and automatic = WLM for /OS, Automatic Restart
datasets cleanup integrated in TWS for z/OS Manager, RMM, RODM, NetView,

- Catalogue Management, ...

= Proven scalability 9 9

~ 400.000 Jobs scheduled daily in real production * IPV6 support
environment

©2008 IBM
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— Centralized and proactive workload monitoring
— Event driven workload automation
— Integrations in service management landscape

= Latest and next updates

= TWA evolution strategy
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TWS forecast planning and historical reporting

= From the TWS WEB-UI user can:

N[

@ L — Create forecast plans for future dates/periods and view them

s graphically or as text reports

— Export TWSd plans into Excel or Microsoft Project
documents for what-if analysis

= Historical scheduling data (both distributed and
z/0S) are consolidated into an RDBMS

— Allows users to create their own personalized reports (SLAs,
Sarbanes-Oxley, capacity planning, etc..)

1BM Tivoli Dynamic
Workload Console

BIRT
Engine

= BIRT technology embedded in TWS WEB-UI allows to
— Produce highly customizable Reports

] — Develop new reports without code changes
— Use TWS pre-canned reports
TWS 2/0S TWSd « Job Run History
Engine Engine

« Job Run Statistics
« Workstation workload summary
« Workstation workload runtime

« Custom SQL reports

©2008 IBM
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3 Intsgrated Solution Consola - Wicrosoft Internet Explorer
E u

iz Pt gnen 1

Modfica  Visuslizaa  Ereferiti

O REG O

Strumenti 7.

TWS pre-canned reports - Job Run History

Update How or

Report Date:
Report Type:
Total Rows

Job Run History

well late jobs, missed deadline, long duration, rerun indicators for reruns, etc

Job Run History Listing

Tuesday, February 27, 2007 5:21:34 PM UTC
JobRunHistory
6

Report Description: The report collects the historical job execution data during a time interval. It will allow to detect which jobs ended in error as

Job Workstation |Job Workstation |Scheduled Time |Actual Start Started Late [Ended Late [Status
Name: [(Job) Stream  |(Job Stream) Time (delay (delay
Name hh:mm) hh:mm)
e JOB1 |FCARTERS |JS1 FCARTERS honday, February  |Monday, February|
= 5, 2007 4:00:00 AM|5, 2007 3:43:00
uTC P UTC
JOB2 |FCARTERS |JS1 FCARTERS hMonday, February  |Monday, February|
5, 2007 4:00:00 AM|5, 2007 3:43:00
uTC P UTC
JOB3 |[FCARTERS |JS1 FCARTERS Monday, February  [Monday, February|
5, 2007 4:00:00 AM|5, 2007 3:43:00
UTC P
JOB4 |FCARTERS |52 FCARTERS hMonday, February |[Monday, February|
S, 2007 4:00:00 AM|5, 2007 3:43.00
UTC P
JOB4 |FCARTERS |52 FCARTERS honday, February  [Wonday, February|
5, 2007 4:00:00 AN 34500

€] Operazione completata

& Internet

©2008 IBM
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TWS pre-canned reports - Job Run Statistics

- BIRT Repert Viewer rosoft Internet Explorer

Strumenti

Eloprsrncaperd

Job Name:
Wyorkstation Name:
Script:

Login User:

Job creator:

JOB1
FCARTERS
dir

fcarteri
fearteri

Runs by status

% of Total runs

Successful 100 .00% 1
Error 0.00%

[Total 1.0

[Total Reruns o ]

Runtime exceptions

% of Total runs

Started Late

0.00%

Ended Late

0.00%

Long Duration

18]
0
1

100.00%

& GG W S

[ successtul

[

B started Late
[ Ended Late
B Long Durat

Duration (hh:mm) Date Cpu Consumption
Last Run |00:01 Ionday, February 5, 2007 3:43:00 Ph UTC 0
Ilin 00:01 IMonday, February 5, 2007 3:43:00 PM UTC 0
LEXS 0001 Monday, February 5, 2007 3:43.00 PM UTC 0
Average  |00:01

>
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TWS pre-canned reports - Workstation workload summary
21 - BIRT Report Viewer - Microsoft Infernet Explorer
File Modifica Wisudlizza  Preferiti  Strumenti 7.
Q O ¥ B D Sreeen &) (e L [0 | 33 mhemy web search oarhasbsenmproved 1 Updatstiow o >
Workstation Workload Summary (EXT DB)

1 Report Description. The report shows the workload on the workstations. The worklead is in terms of nurmber of jobs have
ran on them. It will allow making necessary capacity planning adjustments (worldoad madelling, and
wiorkstation tuning)

Report Date: Tuesday, February 27, 2007 6:58:56 PM CET
| Report Type: WorkstationWorldoadSummary
Total Workstations 4
Workstations Summary Listing
ion wn1
Aggregation Type By Day
femnzem | Dote March 2007
5
2] .
2
3 3
E 5 ‘ 2 2
5 i ‘ 1 11 1k 11 I3 1I 3
0 ‘EEEEEEEEEEEI,IIE II II, I I EI
Ilar 1, 2007 Ilar 9, 2007 ar 17, 2007 Ilar 25, 2007
Day ]
&) Operszione completata ® Internet
©2008 IBM
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TWS pre-canned reports - Workstation workload runtimes
3 Integrated Solutions Consok - Wicrosoft nternet Explorer
o i ks been g 3
 Fle  Modfica Visualizza Preferti  Strumenki 2 ,,'
: \ \ N [ A v : = T
Qe Q ARG P dorm @ -5 E-0 B 8
A
Workstations Runtimes Listing
Workstation W'l
Date Mar 12, 2007
Total Jobs: 1 L
ob1
obZ
Jobd
Jobd
oo E jpE% —
i —_
| Job
T Jobk
4 ﬁh}ba
- an]
2 ==
Jobis ===
Jobié |
G000 200 400 &00 00 10:00 1200 1400 1600 1&00 2000 2200 @00
Hours
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Dynamic workload brokering on z — integration with WLM

SYS1
— Scheduling Environment (SE)
— Service Classe objects

= Integration with WLM SE

» Dynamic routing of workload to MVS
systems in the Sysplex based on best
available resources

> SE becomes part of TWSz operation

» SE availability status is checked before
jobs submission

SCHENVB
» Automatic re-submission of jobs at SE

availability status change

E T V m = Integration with Service Class

» WLM Service class can be defined at
TWSz operation level

JOB1
. SCHENVA
JoB2

SCHENVA

RESA - ON » Jobs will be promoted to the specified
RESB = ON WLM Service Class if they are on the
RESC = OFF Critical Path

©2008 IBM
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sys2 = Workload Manager integration (WLM)
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Dynamic workload brokering on z — Virtual workstations

— Traditional computer
workstations might have
only one “destination”

— New “virtual”
workstation, multiple
destinations and
availability info

— Automatic distribution of

workload to different
destionations

— Alternate workstation
implicitly implemented

— Available from TWS 8.3
SPEs

© 2008 IBM

Corporation
From classic Workload automation ......
Manual Automated
a N
= . sty
w @ vias? Choreograph
Y Manage dependency
/%, II‘ ’ II‘ resolution to ensure
/) job completes in order

Plan

Assign each job to a
specific resource (job A
runs on node n, job B
runs on node p)

-

u ]
. v A x
Bw_ld'the workflow, ' RS
defining dependencies .
to ensure proper " N Em

execution (run job B
after job A completes)

and on schedule

Execute

“Job Dispatching’
Send task to target
resource (eg. node n)
for execution
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... to Dynamic workload automation

Manual Automated

S

f

[J

o, &
o
T

Choreograph

@
<
P
4 )
o
“e

1
s
!
4

Dynamically manage and
broker enterprise
workloads to the best
currently available
resource

Plan Maintain business policy to

Create requirements policy for meet service level goals

each job (Job A requires 32MB
of RAM on a Windows 2003

execution (run job B after job A

= -

server; Job B requires 1.2GB - - Execute

free disk on a Linux machine) o “Job Brokering”

Build the workflow, defining M85 Monitor current resource
dependencies to ensure proper nE'm consumption and workload

Discover new resources

completes) and make them available

for processing

Find best target for tasks

© 2008 IBM
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Tivoli Dynamic Workload Broker component

= Automatically adapt execution to environment
changes

— Automatic discovery of servers (e.g. from CCMDB, ...)

‘;JSC }H‘/ TWS

Master — High-availability via automatic rerouting of jobs to available
e nodes
SubmitControl Job — Automatic routing of jobs to nodes matching the required
resource requirements

— Jobs affinity capability

‘ TWS Agent

[ sottware

Optimize capacity of IT infrastructure to
execute more workload with less H/'W

— Balance workloads to “best available” resources across
dynamically shifting, cross-enterprise resource pool

— Submit jobs to less loaded resources base on current

TDWB S
\ Web Ul
resource load and usage needs

/ \ — Set load policies to use a given amount of available

= Green enablement

— Allows to concentrate workload and to reduce
power consumption in data-centers

©2008 IBM
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Example: Workload SLAs in Dynamic Computing Environment

Response Time SLA
target must continue to
be met also during peak
Qdays such as Christmas
week, Thanks Giving,
etc.

Browse the Web
Application

Static way

* During peak times
some resource may
get overloaded

* If new resources are
provisioned the jobs
must be reconfigured
in order to leverage

new possibilities.
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Example: Workload SLAs in Dynamic Computing Environment

The Response Time
SLA target must
continue to be met also
during peak days such
Qas Christmas week,
Thanks Giving, etc.

)

A\l

P

Browse the Wel
Application

Loadbalance

S | Jobs on server
TDWB q q :
/ \ Tivoli Dynamic/

* Load balancing
provides load I Workload Broker

distribution across
resource pool.

- Resource allocation
provides load

distribution over time o SRR
* New resources just :H
provisioned are —-
immediately
discovered

* Jobs automatically
run on those
resources

d

Balanced
Resource Usage E \
stems, A \

New Resource
Provisioned ©2008 IBM
Corporation
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Agenda

= Latest and next updates

= TWA evolution strategy

= Tivoli Workload Automation family
— Components
— End-to-End solutions
— SAP in End-to-End

= Visualize, Control, Automate paradigm
= Key Workload Automation features

— Plan driven workload automation
— Workload planning, forecasting, reporting and compliance
— Dynamic workload optimization and virtualization
— Centralized and proactive workload monitoring

— Event driven workload automation
— Integrations in service management landscape
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Single point of control from WEB interface

Fle Edt View oy Gooknaks Toos Hep
[ Integrated Solutons Console &[5 Holp

g SatonsConsle Wetome sadmin

Quik sart)

MEX]
i

%

1 =

[~Stectagon— 3]

16 Tl Dynamic arkioad Console
Qi Stat user refrences
Quick Start Actions

Nen Task.. || Manage Tasks... | ew

[ oashwosraty x\_

Dashbosre

ks Available To Run

Al iscadmin; |

CWSG

®

1ab236266

Active Tasks

0 30bs . plan (Distrbuted) (Ovner: 5ca

Browse Jobs

— T
35 Log...| [ Depende

i The table has loaded.
& e e

T
-

I v Suoesstu §1

bl

> Ruming €

a

I wating  HOLD

bl

watng  HOLD

bl

> Ruming  EXECH

)

> Ruming  EXECH

Job Status

CREATEPOSTREPORTS MASTERG:

UPDATESTaTS

0B SUCC 01

108 SuCc 02

MASTERS:

MiSTERS:

MISTERS:

MASTERS4

ASTERS4

15 ALL STATUS HASTERSA

15 AL STATUS HASTERSS

e sy b1
P CEST
e b1

428 o0 pH B0
cesT

/s o0 B0
cesT

@/ooe

songemo mymegaconsoss @ O

= Tivoli Dynamic Workload Console is

the new Web-based GUI for TWA
family

— A component of TWS z/OS and TWSd

— Included and supported at no extra charge

Single Web-based control point for the
entire enterprise workload automation
network
— Monitor the workload through
customizable views or dashboards
— Manage workload
— Create and browse forecast plans
— Create reports and statistics on historical
activity
— Built-in notifications capabilities, through
« Email
« Eventto T/EC and TEP
* Message in a log file
« User plugins

©2008 IBM
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Single point of control from Tivoli Enterprise Portal (ITM)

sescemsiicanican

= Monitor critical jobs and resources status
from TEP together with other monitoring
events from disparate resources

= Provide user specified messages based on
events and alerts

— Job related events for pre-defined jobs
« Job start

« Job end
« New job added to the Current Plan

— Alerts for all jobs, based on user policies
« Ended in error jobs
« Long duration
+ Late jobs
« Special Resource time out

— Subtask and agents related events
WS « Subtask Ended in error

Distributed « Exceeding queues thresholds
Master « Agent linked/unlinked
« Agent started/stopped

©2008 IBM
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Single point of control from Tivoli Enterprise Portal (ITM)

=i TWSzB30MonitorView - lab132063 - SYSADMIN
Fie Edt View Help

R R | BHedrT| 2004 50LMERREET @ TER
b<= View: Physical v

EIE]
® <

dobstream | Sehed Time | Op Num | @) External Status | Job Name | E) jobStatus
@ Bt WYAPFLI | 200810251008 gl Error ENDERR | Mone ] 1083 JoL 182
= B emeiws Systems MYAPFLZ | 200810251115 1 | Completed 4081 [Mone cPUt oro8z 1
B an oo MYAPPLZ | 200810251115 2 Completea 4082 | Hone cPu2 or0s5 i
B B Ueront acort WYAPFLS 200810751200 T Completed VAT THone cPuT oTosE T
ol s MYAFFLe 200810251230 T Reacy JOBT  [WailingForRes | CRUZ o T
everT
oBSTREAM
1o 32083 A5F SckLIAGENTOD )

< Prysical

obstrearn | _scheaTime | @) status Time Stamp A JobstieamiD alerttype | dobstream | _schea Time
MYAPFLS | 200610251230 wiarting 0001025105745 | BFOAF2TFEAE 3442 JobinEror WYAPPLI_ 200810251008 1 ENDERR _GPUN oL
MYAPPL2 | 200610251115 | Compleied % 20061025105745 | BFOAF27FOAEG0042 Resoutce Timesul [WYAPPLY 200610251230 TliosT cPuz 5
MYAPPL1 | 200610251008 |r MMM 20061025105747 | BF9AF27FSAF DB 366
MYAPPL3 | 200510251200 | Compleled | 2006102510107 | BFOAF27FAE046040
‘ S
[(® Hub Time: Wed, 1012612006 0115 P & Server Availabie TVV528 20Mon torView - 10132063 - SYSADMIN
©20081BM | .
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Proactive Monitoring and Workload Service Assurance

"y Taskatn) Q\_ [ setest Axt
P snon Task iuss
Active Tasks
[ A ) 2 || lab236266 X
Al sl Yok [n lan (Distnbuted) (Snmeri nasadmin Ensine) leb236244.Distributed) v | Glose Al Tasks * | | Task erapanias
Benwse Cetical Johs Critical Jobs monitoring Job Status
[ Refresh || View as Report Ehose Last Refresh Timel 1/30/08 10/23 AM CEST Plan Namel Cuil
Critical Bath_| [“Hat Ust Hot Complsted Bradacassor ] [ Complatad bradscassars @ tichRisk 1
Tha table has loadad -
&N (] [72] | [ ssiem acoon —To](sc] @ wrsk 5
ry )
satec[ninc v ~\suaron Aot b Wedataton b sueam & Woresiaten o ®
1l J
O e ‘S walting e E4EATO LABziezas  Joms LaBazEzas
I —
d s snper 1 Wating HOLD SIORNO LAB3G244  SETTIMANA  LABIZE244
1
[ o smis g wasing HOLD JDFILVER LARZIG244  JOBS ARII6244
\
! JOBRETT amezeres  macoioar  pamsvezas
[wR) ﬁm‘., T wiaiting HOLD I LLmnI Rl
o ‘W/ T waing 7] JORBETT iapwiesss  wscciome  apauesss
O g g waie HOLD CODETY Lsbdamies MEMMGEAL tkdncas -
[ ©neRisk T waitng ol MRETT LA§I36344  JOBS sBpezes 3
O ©nemsk g wawsg HoLD IOBRETT A§336244  GIUGHORE AB2T624d

= Helps business critical workload to match SLA expressed as target deadlines
= Automatic promotion algorithms to track delay critical workload back on track
= Proactive enablement of user remedial actions

©2008 IBM

Corporation __*3

Workload Service Assurance: The solution

 Administration " |dentifies critical workload

A ——
e T

Automation

Automation

Operation

to trigger proactive human reaction

©2008 IBM
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Workload Service Assurance: The ultimate scenario

1. The WEB Ul critical jobs dashboard gives at a Dean: the operator
first glance the view of how well the critical
workload is proceeding

2. Pies of color-coded high risk,
and no risk jobs are provided

o
by
©
x®

1ab236266

Job Status. Job Status

3. Likely Dean explores high risk job first and '
checks whether automatic remedial actions U
are enough to take the workload back on
course or human intervention is needed

3
CWSG 1ab236266 %X

X

4. Then goes to potential risk jobs (critical jobs
that are not at risk, nevertheless they have © me
delays or errors in the network of s 3
predecessors) 0 wa s

Critical Jobs monitoring

5. Dean fixes the potential problem with a
potential risk job (i.e. a predecessor was in
error) and he realizes that all critical jobs are
now on track!

© 2008 IBM
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Agenda

= Tivoli Workload Automation family
— Components
— End-to-End solutions
— SAP in End-to-End

= Visualize, Control, Automate paradigm
= Key Workload Automation features

— Plan driven workload automation
— Workload planning, forecasting, reporting and compliance
— Dynamic workload optimization and virtualization
— Centralized and proactive workload monitoring
- — Event driven workload automation
— Integrations in service management landscape

= Latest and next updates

= TWA evolution strategy
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Event-driven workload automation

U Extend current TWSd capabilities by allowing user to define event-driven rules for
batch jobs scheduling

» Trigger the execution of TWS batch jobs and job streams based on the reception or
combination of real-time “events”.

U Provide real-time user notification feature

» Notify users when anomalous conditions happens in the TWS scheduling infrastructure or in
the TWS batch scheduling activity

U Extend TWS integrability with third party products
» Allow to call an external product from TWS when a particular event condition happens in TWS

UlImprove TWS self-monitoring and self-healing capabilities
» Allow to automate recovery actions for TWS infrastructure or scheduling problems

QO TWS z/0S already provided a similar functionality through the so called ETT
function. Work is in progress to align the two functions

©2008 IBM

Corporation il

Event-driven workload automation

Pluggable and extensible architecture

— ‘filex is created” A TWS Eclipse workbench is provided to write and deploy new plugins

— “message xyz issued in a log-file“ for displaying new event types in the Ul, and to create new actions

— Jobx abended with RC=12";

— “TWS agent unlinked”: @ Integrated Solutions Console - Mozilla Firefox: [BM Edition BEX]
’ He ESt few gy Gookmwle Lok Heh %

— “An email is received”; “
— Event xyz issued on SAP

Integrated Solutions Consolp welcor

astertd

EERETTTR o

' @
Vvalid to: Daily end
e
— Filter
*#*, *[ERROR] Aprad
o o

. — Events Set
Events Sequence

O e |

— Submit a TWS job/jobStream
— Start any TWS command

— “Send an e-mail”,

— “Send An event to T/EC”,

— Write a message in msg log

Messags logger

T — JOHN. DAVIS@MYCOMPANY TELALERT JOHN "108.
+ PROBLEM WITH JOB FLBUNTILEVT3.J0BNAM

©2008 IBM
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Agenda

= Tivoli Workload Automation family
— Components
— End-to-End solutions
— SAP in End-to-End

= Visualize, Control, Automate paradigm
= Key Workload Automation features

— Plan driven workload automation
— Workload planning, forecasting, reporting and compliance
— Dynamic workload optimization and virtualization
— Centralized and proactive workload monitoring
— Event driven workload automation
- — Integrations in service management landscape

= Latest and next updates

= TWA evolution strategy
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Integration in the System Management Landscape

ce Request

Tivoli Business Service
i Manager Manager

‘ Tivoli INFOMAN

Tivoli Enterpri.
- TPrise Portal

Tivoli OMEGAMON

N

Tivoli Servi S—

Tivoli CCMmDB

Tivoli Enterprise Console

Tivoli Monitoring Automation
WS N
Tivoli Netcool OMNIbus Y
’ Workload Manager -
’

Tivoli System

Automati ivoli Storage Manager
208 & Multiplatiorpy. " 2 i
“ — isioning

i tView Tivoli Provi y__________________\

Tivoli Ne Manager d Process Management

A ecxnutl.
S - Senices T
N Grid Sery; Manager
A""hifecture ces Management Services
Infrastructure Services

v Bt
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Major Integrations

Tivoli Service
Request Manager

Tivoli Application
Dependency
Discovery Manager

Tivoli Provisioning
Manager

— Workload
Automation —
—— ~::;3/|\J:::nng Tivoli
E Configuration
vents
Manager
Tivoli Business Events

Service Manager

Tivoli Dynamic

Events,
Transactions

Open Resources
Ticket c:;my

Tivoli System
Automation

IBM WebSphere
Extended Edition

Workload
Manager z/OS

L (] L ]

Tivoli Monitoring

i Tivoli Enterprise

Tivoli
NetCool/Omnibus

Portal

Tivoli Storage
Manager
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Major integrations — Tivoli System Automation

TWS for z/0S 8.3

Define System Automation

| canaral Automation

Task Cormmand o
= ¥ inareq APFL req- 6REG veriy-no sutmad-ine
Competion nio

commands in TWS for z/OS
—

- o0 0005.1,1visCHFGR.

Faaree: Autormstea wetion Secury etement
|- Awtomation par eactt

Execute System Automation
commands from TWS 2/0S

Get command execution

o] ewenn] results from SA for z/OS
TWS Network
1BM Tivoli
S'ysl:‘l‘r.\m Iai'orl;|s
for . .
i Failover Scenario

SA for z/O

S 3.

Bl

TWS Linuc DM
SAMP

e
W w

When System Automation detects a
failure (network, disk or application)
on a TWS Master it automatically
fail over to the TWS Standby Master
in a matter of seconds.

©2008 IBM

Corporation |52

26



Major integrations — Tivoli Storage Manager

TSM 5.4

Control TSM backups and
y Administrative tasks within
e e TWS batch flows scheduled
Ll with complex calendar rules

or based on events

© 2008 IBM
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Major integrations — Tivoli Monitoring solutions

= Monitor TWS jobs and infrastructure events from “Tivoli Enterprise Portal” and
“Tivoli Business Service Manager” console

= Use the TWS event-driven feature to
— Send events from TWS to ITM based on job events correlation rules
— Automate TWS actions (e.g. jobs submission, jobs deletion, etc..) based on events
coming from ITM

©2008 IBM
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Major integrations — TADDM, CCMDB, TSRM

= TDWB integration with TADDM EmT— —
— Discovery assets (i.e. servers and R A o
applications) from CCMDB P\M""« SIS :

— Automatically adapt execution to IT
configuration changes

= TWSd integration with TADDM

— Schedule TADDM discoveries and Application Server
synchronizations — Resources are
— Export TWS workstations topology to imported from

CCMDB = TADDM
— Used for change management scenarios to e

evaluate impact of changes to batch

environment =

= TWSd Integration with TSRM
Service desk

— Automatically open incident tickets to
“TSRM Setrvice Desk”

TDWB submits jobs
to the requested
TADDM resources

©2008 IBM
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Agenda

= Tivoli Workload Automation family
— Components
— End-to-End solutions
— SAP in End-to-End

= Visualize, Control, Automate paradigm
= Key Workload Automation features

— Plan driven workload automation

— Workload planning, forecasting, reporting and compliance
— Dynamic workload optimization and virtualization

— Centralized and proactive workload monitoring

— Event driven workload automation

— Integrations in service management landscape

‘ Latest and next updates

= TWA evolution strategy
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Tivoli Workload Automation - last updates timeline

2Q07 3Q07 4Q07 1H08
@ @ @ @

Tivoli Workload
scheduler [T = e —
CCMDB Integr.
Events for business logic
Eclipse-based TWS
LDAP support Workbench
Consumability improvements

Current versions

= Event based scheduling
= TEP integration
= IPv6 support

Tivoli 3 PEs
Workload
Sl
for = NT password = Reporting feature = IPv6 iic Criti
encryption in E2E + Virtual Workstation + NOERROR enhancements ~ ~ D¥"amic Critical Paih
= TCP/P * Enhanced JCL Variables
communication
Workogd o | vea |
orkloa V8.4 8.4 FP
seneanr [TRTY
for
Applications = SAP load balancing * BDC session management
= SAP events in EDWA = IDOCs management
Tivqli = Import SAP calandars = Process chains
Dynamic
Workload
Broker
« Auditing
= Extended platform coverage
(Solarix, HP-UX)
Tivoli * Oracle RDBMS support
vol o
Workload
Console

* Event based scheduling

= Reporting feature

= LDAP and IPv6 support

* SAP job submission (alignment to JSC)
= 2/0S 8.3 features alignment

= Dynamic Critical Path

©2008 IBM
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TWA 2009 Roadmap

—

1Q09 2Q09 3Q09 4Q09
@ ©) (ON (O]

End of year release

Tivoli Workload . .
Scheduier for 708 - I ves1 . +Coordinated with TWS for
V8.3 = Conditional *® Graphical Plan Vision and Modeling Z/OS
lependencies . Lighlweighl E2E Z Driven
- ETF mprovemens ? Juited Agend upport * Include Interface and Agent
= FIPS 1402 updates
* Improvements to WebUI zOS
coverage * In line with our strategy
Tivoli
Workload Further evolutions
Scheduler - v8.5.1

v8.5 .
Graphical Plan Vision and Modeling « SOX reporting
* Unified Agent
et « More efficient Java
scheduling
oy Tvali
ynamic .
Workload We stick to our plans!
Broker
vi2 We continue to deliver
Tivoli Workload
“gclhedzll-erofzr
Applications = Basic Job throttling
V8.4 * Monitor Alerts

= Solution Manager integration

and certification

I (*) TWS 8.5.1 includes also TDWB

©2008 IBM
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Agenda

= Tivoli Workload Automation family

— Components
— End-to-End solutions
— SAP in End-to-End

= Visualize, Control, Automate paradigm
= Key Workload Automation features

— Plan driven workload automation

— Workload planning, forecasting, reporting and compliance
— Dynamic workload optimization and virtualization

— Centralized and proactive workload monitoring

— Event driven workload automation

— Integrations in service management landscape

= Latest and next updates

‘ TWA evolution strategy
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The Workload Management is leading the change

= Automate calendar-based
production batch —
workload planning

Orchestration of work
flows

= Centralized management

= Optimize use of existing
resources

= Provide increased
availability, reduce errors

Constant productivity
increase on batch window

Traditional scheduling

= Governance across
scheduling points
through a consolidated
view

= Event-based scheduling,
on demand

= Provide proactive alerts
on workload risks and
improve SLA

= Transform complexity in
platform/application
flexibility

= Integration across Tivoli

= Follow the ERP
evolution

— SAP progresses

= Use of virtualization
technology

New scheduling needs

—

= Service Mgmt automation
(best practices)

~ Align to Business
Processes

~ Runbook template flow
definitions

= Flexible implementation
— Pluggable product

— Solution-based offering

— Adapters based on
standards - web services

= Dynamic topology

Service based scheduling

©2008 IBM
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= Backup

= Summary of main TWA benefits and differentiators

©2008 IBM
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Differentiators, Enabling Capabilities and Benefits of IBM Tivoli
Workload Scheduler

Differentiators

Enabling Capabilities

Benefits

Centralized workload
control and
management

Manages a high number of heterogeneous
application (e.g. SAP R/3, PeoplSoft, Oracle, etc..)
system tasks, workload activities and services
enterprise-wide from a single point of control

Improves workload coordination, workload velocity and
operations control. Helps to better align IT with
business objectives to improve performance and
reduce costs

Web based operations
console

Single point of control for cross enterprise
workloads

Improves ability to proactively monitor and manage
workloads by exception, and to create production run
time reports

Service driven delivery
of workload schedules
and plans

Transforms batch processing from purely time and
calendar driven schedules to dynamic event driven
schedules

Increased business and IT flexibility through dynamic,
on demand execution of workloads according to
desired service levels

Extensive workload
planning facilities

Create simple or complex workload schedules and
plans to drive cross enterprise workloads according
to business policies and service levels

Centrally create, control and deploy workload
schedules and plans throughout the enterprise, and to
resolve cross application and system dependencies

Extensive workload
modeling and
forecasting facilities

Models and forecasts time driven and event driven
workload plans, prior to execution

Provides impact analysis of changes to plans and
workloads while reducing trial and error production
changes

Service oriented
architecture with
J2EE/J2SE and Web
Services APIs

Integrate batch workloads with composite business
processes, and provides a flexible workload
automation deployment and run time environment

Publish workload plans to web services registries for
re-use throughout the enterprise, integrate batch and
online processes, and consolidate workload
automation across many legacy, custom or packaged
business application

High scalability and
fault tolerance

Reliably scales to drive enterprise level
heterogeneous production workloads

Ensures your workload automation backbone scales
as your business scales, and workloads are executed
even during unplanned incidences with built-in
redundancies and recovery processes

Extensive Integration
with other Tivoli
products

Easy integration with other Tivoli products like
Storage Manager, Systems Automation,
Monitoring, Enterprise Portal, Business Systems
Manager

Helps extend the functionality and streamline business
process and service delivery

©2008 IBM
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Differentiators, Enabling Capabilities and Benefits of IBM Tivoli

Differentiators

Event driven
scheduling

Workload Scheduler for z/OS

Enabling Capabilities

Ability to manage real-time event-triggered
workloads in addition to calendar-triggered
workloads

Benefits

Reduces TCO in common event-triggered
scheduling scenarios

Ships with the IBM
Tivoli Dynamic
Workload Console

New component provides a single Web-based | Monitor System z or enterprise-wide

point of operational control to the workload
automation network

workloads

Critical path analysis
and critical workload
management

Ability to define workloads as “critical” with
analysis of critical paths.

Proactive monitoring and readjustment of
critical paths

Automatic reprioritization and boost of late jobs | 4. tomation network

Promote critical workloads on demand in
response to delays to better meet Service
Level Agreements. Leverage integration
with WLM and provide more granular
workload service class into the workload

Integration with IBM
Workload Manager, a
component of z/0S

Leverage Scheduling Environment policy in
WLM, making it easier to manage and monitor | available System z resources
jobs with Scheduling Environments associated

Dynamic routing of workloads to best

Integration with IBM
Tivoli System
Automation for z/0S

Easy to monitor System z resources and
automate system actions

Reduces TCO to schedule System
Automation commands and monitor their
status

Integration with IBM
Tivoli Enterprise

Ability to monitor workloads and resources ina | Increases the ability to respond to real-
broader systems management context through | time events quickly and accurately

Portal a common interface
End to End Workload | Centralized but flexible control point in Provide seamless End to End
Automation complex, heterogeneous environments configuration

©2008 IBM
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Differentiators, Enabling Capabilities and Benefits of IBM Tivoli
Dynamic Workload Broker

Differentiators

Enabling Capabilities

Benefits

Intelligent matching of
workload
requirements to IT
resources

Adapts workload execution in real-time to
changes in the IT infrastructure

Increases workload velocity and reduces labor-
intensive process of routing workloads to
available resources

Optimize usage of
infrastructure and

Automatically balance the workload
across a servers pool or concentrate the

Boost workload execution
Allows to optimize the usage servers

improve energy workload on few servers still keeping Allows to reduce electricity costs on servers
savings them operational

Insures high- Automatically direct workload only to Increase SLAs and QoS

availability available servers

Automatic discovery
of newly provisioned
resources

Automatically incorporates newly added
resources into the workload matching
pool

Reduces labor-intensive process of
incorporating new resources into production
workload plans

Integration with Tivoli
Workload Scheduler
and Tivoli Workload
Scheduler for z/0S

Single point for enterprise-wide workload
planning, initiation, management and
optimization

Increases efficiency of the IT infrastructure,
administrators and operators

Integration with Tivoli
Provisioning Manager

Automatically provision new resources
based on workload requirements and
system capacity

Reduces labor-intensive process of
provisioning new resources

©2008 IBM
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TWS z/0S 8.3 Enhancements

= Web-Interface

= ITM 6.2 Integration

Integration with Workload Manager

- S(_:hedulin% Environment and Service class on jobs and
critical pat

= Enhanced integration with Tivoli System
Automation
— New Automation workstation
— Simplified command definition

Advanced planning
— Every option, Job start delay, enhanced loop analysis

Enhanced event-triggered scheduling capabilities

— Placeholder variables (e.g., dataset names or dates)
from ETT instantiated and resolved values when
triggered

— No limit to number of occurrences per application

FTA/SA directly connected to the E2E

\/;’*
RUN CYCLE

APPLY 1A 10:00
Every repeat range: 1 APPLTIA11:15
Every end time: 11:15 \ OPR 1

Cyclic planning of jobs

©2008 IBM
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= Windows users Password Encryption in E2E

TCP/IP Connection
— All connections (Trackers ISPF dialogs, APIs) can
bedcc))(rgi'gured to use TCP/IP in addition to SNA
an

= Virtual Workstation

= NOERROR enhancements
— Relational operators in NOERROR statements

— New specific entry:
jobname.stepname.procstepname.errorcode.oper
ator

— Easy way to specify a range
— New FLSH error code
— New extended status

= Reporting feature

= Dynamic Critical Path

TWS z/0S 8.3 — Small Program Enhancements

B
|
*E]
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TWS z/OS 8.5

= Conditional Dependencies
— Define logical conditions using boolean expressions on jobs status and return codes

= Enhance Event Management: event-triggering variations and simplification
— Automate dataset triggering tables creation and deployment
— Considering a larger set of basic events improving current dataset triggering functionality
— Monitoring the HFS files on USS z/OS side.
— Monitoring the file creation on E2E side.

= Improve JCL Variables/Directive
— Ability to substring variables in JCL
— Improve SETVAR directive to calculate last day or workday of future or previous months
— Ability to remove JCL directives prior to submitting the resulting JCL
— Ability to cause a job not to run (NOP it) via a new directive to be inserted in the JCL

= Time dependent operations new user exit

— A new user exit, will be invoked for time dependent jobs to provide an offset (negative or
positfive) to be added or subtracted to its IA time when deciding if time constraint has been
satisfied or not

© 2008 IBM
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TWS Distributed 8.4

= Event Driven Workload Automation . ‘

_ El\jt%% aTltriigl%]ered Workload and Runbook 3

— Notifications and Ticketing

= ITM 6.2 Integration DI

— TWS health monitoring via TEP
= Enhanced WebUI
— Reporting on Historical data and Custom reports
on DB

— Analysis of TWS plans with Microsoft Project
= |Pv6 support

= TWS 8.4 Fixpack 1

— CCMDB integration for Change Management
Scenarios with Maximo

— TWS Integration Workbench
+ EDWA Event and Action Plug-ins
« API Application

©2008 IBM
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TWS Distributed 8.5 — Available since January 2009!

Consolidated Installation
— TWS, WebUI, TWS z/OS Connector, TDWB can share the same embedded WAS
— Same consolidated Launchpad

= Modeling WebUI
— All functionalities Modeling-Monitoring-Reporting available on WebUI
— Single interface to manage the whole product family

= Workload Service Assurance
— Ability to “flag” specific jobs as “critical” and define SLAs using Job Deadline.
— TWS monitors Critical jobs and their predecessors boosting priority and OS resources, if needed,
to respect SLA.

— Operator can monitor Critical Jobs just looking on WebUI dashboard if there’s any condition in the
job network that can put at risk the set SLA.

Variable Tables
— Allow to organize parameter (now called variables) in tables

— Allow to change the behavior of the workload according to when, why and where workload is
scheduled to run
« Using variable tables with Run Cycles (when) jobs/jobstreams scheduled in different days may behave differently
« Using variable tables with Job Streams (why) jobs and job streams created in different workflows may behave differently
« Using variable tables with Workstations (where) jobs and job streams running on different machines may behave differently
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TWS for Apps and Tivoli Dynamic Workload Broker

= TWS for Applications 8.4

IPV6 support

Import SAP calendars

— SAP Load Balancing

Event-Driven scheduling on SAP events
— SAP XBP 3.0 certification

= TWS for Applications 8.4 FixPack 1
— Advanced Process Chain support
— Manage IDOC
— Improve BDC sessions support

= TDWB 1.2
— Additional platform support (HP-UX, Solaris)
— Oracle support
— Load Balancing enhancements
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Tivoli Workload Automation family

Improving IT efficiency, performance, and costs
to accelerate and sustain business growth
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