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M iin torage Productivity Center

used.

Centralized Management of

multivendor SAN and Disk Systems

Automated identification of the storage
resources in an infrastructure and analysis of
how effectively those resources are being
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Automated control through policies that
are customizable with actions that can
include centralized alerting, distributed
responsibility and fully automated

response.
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Tivoli Storage Productivity Center 4.1 Packaging

IBM Tivoli Storage Productivity Center

Standard Edition

contains Productivity Center for Fabric functions Productivity Center For
Replication

Productivity Center For Productivity Center For

Data Disk Two Site BC Three Site BC

Basic Edition

TPC For Replication zOS

= TPC for Fabric is no longer separately orderable = TPC for Replication is always installed
with any version of TPC 4.1 (With the

= Features and Functions specific to TPC for exception of TPC-R zOS)

Fabric are now available only through a TPC = TPC for Replication can be launched from
Standard Edition license TPC GUI

= Use of TPC for Replication still requires a
separate license

Information On Demand | Data Assets and Systems © 2008 IBM Corporation




System Storage Productivity Center 1.4 (SSPC)

= Storage appliance for simplified configuration & - Administrator points browser at SSPC for
management enterprise storage view of multiple devices
Pre-loaded Software:
= Centralized server reduces the need to install, 'IBMTPC Basic Ediion
. itiol «IBM TPC Disk, Data, Replication &
manage & administer multiple servers Standard Edition
(enabled via optional keys) |
= Usability enhancements to decrease deployment 'fv“ﬂ;%""-K%y Lifefycle Manager (optional)
ime and simplify managemen rations: ) min onsoe "
time and simplify management operations *DS8K Storage Manager linkage BN SSPC
 New hardware model with improved performance *DS3K, DS4K, DSSK Storage Manager

capabilities

* Quad-Core E5530 2.4GHz, 8 GB RAM, 2 x 146GB
Disks

» Windows 2008 platform improves
security and performance

» Server Recovery CD to enables
customer to rebuild server to factory default

» New security interface allows administrator
to reset all system passwords

o . . DS8000 sve TS3500
» New publications provide concise DS3000

| | . TS3310
instructions for deployment and operations ngggg

STG Seller Education AL el




IBM Tivoli Storage Productivity Center
Server Platforms

o AIX 5.3, 6.1

o RedHat Enterprise Linux Advanced Server 4, 5 on Intel

o Windows 2003 SE or EE, Windows 2008 on Intel

Productivity Center
Administrator

5 Information On Demand | Data Assets and Systems © 2008 IBM Corporation
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TPC Architecture
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Storage Administration Portal

= Tivoli Integration

Portal (TIP) integration
enables single
management dashboard
for many Tivoli products

Common security
enables role-based
authorization across
products

Common reporting
interface provides ability
to generate custom
reports merging data
from multiple products

Use View->Headers and Footers to update this © 2008 IBM Corporation
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Single Sign-On & Launch-in-Context

= Basic (OS) and enterprise level (LDAP) authentication
for element managers and other applications that plug in to TPC and System
Storage Productivity Center (SSPC)

= Enables single sign-on
for element managers and other
applications that plug in to TPC and
SSPC Credentials
are automatically passed between
applications via LTPA tokens and
validated by ESS Server

LDAP

| TPC

| TPC for Replication

= Enables launch-in-context
to and from other applications

Tivoli Common Reporting

DS8000 Storage
Manager

Authentication Client

8 Information On Demand | Data Assets and Systems © 2008 IBM Corporation



Custom Reporting — Executive Level Reports

= Enhanced reporting capabilities
providing unlimited combinations and views of capacity, performance, and asset reporis

derived from TPC data

= Downloadable Best Practices Reports
can be plugged in, including cross-product reports using data joins

= |IBM, Business Partners, and Customers
can create and share reports

Information On Demand | Data Assets and Systems
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Use View->Headers and Footers to update this
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Lightweight Storage Resource Agents — Set it, Forget it

TPC Server

Standard remote
access protocols

Network

A

v
' i Lightweight
% . Requester Daemon
===y

=Collect asset and capacity data
from supported servers without manually
installing an agent on the target server

= Lightweight native code
remotely pushed to servers for data
collection and quiesced at completion

=Improved performance and memory footprint
of local process, consuming less than 10 MB of
memory when in use

= Simplifies server data collection
and reduces administrator burden of
managing and monitoring agents. Agents
are automatically updated from the TPC
server when a new version is available

Information On Demand | Data Assets and Systems Use View->Headers and Footers to update this © 2008 IBM Corporation
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IBM Tivoli Storage Productivity Center Master Console

= Single Management Server

= Single Database

= Single Management Interface
= Single Point of Control

= Master Console
— Robust SAN and Storage topology viewer
— Role based administration
= Leading edge Topology Viewer
— Allows for layered drill down capabilities without complexity

— Relationships between hosts, fabric components and storage
systems

11 Information On Demand | Data Assets and Systems © 2008 IBM Corporation



TPC Topology Viewer

12

Role based Administration

Multiple topology views with drill
up/down

—  Server
—  SAN Fabric
— Storage Subsystem

Synchronized Graphical and Tabular
views

Minimap for overall context

Progressive Information Disclosure on
demand reduces complexity

Semantic zooming (drill down and
expand in place)

— Allows navigation while maintaining task,

situational and spatial orientation

— Reveals, hides or aggregates details
rather than simply scaling objects

— Provides effective scaling

Health, Zoning and Performance
Overlays

Information On Demand | Data Assets and Systems
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Designed for 5 scenario sets:

1.

2.
3.

Planning (anticipate problem areas,

trends )

Configuration (allocation, zoning, masking)
Monitoring (visualization, assess health at
a glance, logs)

Reporting (capacity, utilization,
performance)

Problem determination (aggregated
status, drill down, impacted resources
identified)

© 2008 IBM Corporation




TPC Topology Viewer

Pinning to keep

selected entities

in the view
regardless of
zoom level

Minimap to
provide

Topology Viewer
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= Group storage resources by
application, line of business, or any

= Map storage resources to
organizational structure by creating

= Monitor SRG health, performance &
alerts to ensure application availability

= Debug application connectivity &
9 performance issues easily by looking

viewer

© 2008 IBM Corporation
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IBM Tivoli Storage Productivity Center for Disk

E=San Jose ESS 1 =13 x|
- - L

Mame: San Jose ESS

ey apa I I Ies Description: ESSs in San Jose lab

Component level: ESS 21059-123123-1BM, cluster 2, device adapter 3, loop A, disk group 3
Component Yolume D 2034

Thresholds: Mone

= Configure multiple storage devices from a

Date Time

single console to improve productivity Cache hit reads < | BM1/2003 I |to BM2003 | 1200AM I [to 1200AM o

1000

Reads f sec

= Monitor and track performance of storage o et
devices to optimize the SAN performance '

= Volume Planner recommends changes ]
within your SAN storage based on existing R O T B ok

12:00 Ak 12:00 PM 12:00 AW 12:00PM 12:00 A

performance workload

‘ Date | Time | Reads/ sec | Writes [ sec |

I Tucson SVC =lalx|

SWC in Tucsan
wel SV C 400-788271-18M

Performance Management

N
De:
Caol
o]
=
L

resholds: VDisk 17O rate warning: 300, errar: 400; VDisk bytesfsec warning: 100, error: 200; M Disk 10 rate
warning: 100, error: 200; MDisk bytesisec warning: 150, error: 200
ast date of collection: B/16/2003

— Collects, stores, alert on performance i
metrics .

20

B YDisk 110 rate waming
O ¥Disk 110 rate error

— Monitors and helps to tune storage " = Vo e

B WDisk bytes =

e G B MDIisk /O rate

exceptions B MDisk /0 rate
B MDisk bytes /sec warning

B MDisk bytes [see error

E B6/12/2003 61302003 6M4/2003 6/15/2003
Date

VDisk VDisk Disk Disk MDisk | MDisk | MDisk | MDisk
Date VO tate | UOrate | bylessec | byteszec| VO rate | O rate | bylesisec | pytess

warning | error warning | error warning | error warning | error
61112003 0 0 0 [ [ 1 [ 3
61212003 1 0 i 1 4 0 0 0| Detall
81372003 2 4 1 3 2 1 1 1
6/14/2003 0 0 0 2 0 0 0 0
6/15/2003 0 0 0 0 0 0 3 0

Total 5 Displayed: 5 Selected: 0

Help

Information On Demand | Data Assets and Systems © 2008 IBM Corporation
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Creating Volumes with Productivity Center

= Storage Configuration
— Assign Host Ports

— Assign Volumes to Subsystem
Ports

— Create/Assign Fabric Zone
— Define RAID Level

— Create/Delete Volumes

— Label Volumes

Information On Demand | Data Assets and Systems

Volumes | FSUT_1000 Details

| Creste || AssignHostPorts || Delete |

A volume job |5 In progress. To view the job stelus, click Monftoring --= Jobs .

Volume view.

(3) Fiter by extent pool 2107 1301901-vs0

¥ (]

(O Fiter by hostport |
“olumes (2107 1301901 )

Volume &  Subsystem Subsystem Mame LCU | Type Size Unit
Camero_1809 | DSB00D-2107-1301901-1BM [2107 1301901 24 |FB 5/GB
(G |Camero_tB0A [DSB000-2107-1301301-IEM |2107 1301 901 24 |fB 5/G8
@ Camero_150B |DSS000-2107-1301901-1BM | 2107 1301 901 24 FB 5GB
(G [Cuda 3606 DSB00D-2107-1301901-1BM | 21071301801 54 |fB 5/GB
[63] |Cuda_3607  DSB000-2107-1301901-1BM | 2107 1301 601 54 FB 5GB
@ Cuda_3608 DSB8000-2107-1301901-BM | 2107 1301 801 54 FB 5GB
:;\ CVT DSS000-24907 -1 301 901-1BM F FB 5 B
FSVT_1001  DSS000-2107-1301901-18M |2107 1301901 16 (FB 5|68
FSVT_1002  DS5000-2107-1301901-1BM [2107 1301901 16  |FB 5/GB
[Gl|FSVT 1003 |DSBO000-2107-1301901-1BM | 2107 1301 901 16 |FB 5/GB
[G[FSVT_1008  [DSB000-2107-1301901-1BM | 2107 1301801 16 |FB 5/GE
@ FSVT_1005 DS8000-2107-1301901-1BM | 2107 1301 901 16 FB (e
[ [FSVT_1006 DSB000-2107-1301901-IBM | 2107 1301801 16 IFB 5/GE
[@|FSVT_1007  DS8000-2107-1301501-IBM |2107.1301 901 16 |FB 5/GB

© 2008 IBM Corporation




17

Performance Management Process

= Collect Performance Data

— long running job that collects performance data from the selected
subsystems

= Create Performance Reports

— User controls which volumes are included in the report
- from multiple subsystems if desired

— The report mechanism is inherently multi-component
— Drill-up/drill-down mechanism

e.g. from disk array to disk volume in array
— Display multiple metrics per component

— View different chart presentations -- history charts or current data
charts

= Create Alerts for Threshold Violations

Information On Demand | Data Assets and Systems
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System Defined Performance Reports

~HBM TotalStorage Productivity Center

Information On Demand | Data Assets and Systems

=-hy Reports
I_J—:I—S].rstem Reports

ata
-Hlisk

—&rray Perfarmance

—Cortroller Cache Performance
—iZantroller Perfarmance

—D Group Performance

—Manhaged Disk Group Performatce
—Part Perfarmance

—Subsystem Performance

—Top M %olumes Cache Hit Performance
—Top M %olumes Data Rate Performance
—Top M Yolumes Disk Performance
—Top M Yolumes 1O Rate Performance
—Top M Yolumes Response Performance

[-HFabric

—Part Connections

=AM Assets (ALLY

—SAMN Assets (Connected Devices)
—SAMN Assets (Switches)

—=witch Performance

—=witch Port Errors

—Top Switch Ports Data Rate Performance

—Top Switch Ports Packet Rate Performance

Storage Subsystem Performance

Storage Subsystem Controller
Performance

Storage Subsystem Controller Cache
Performance

/0 Group Performance

Array Performance

Managed Disk Group Performance
Port Performance

Top 25 Volumes I/O Rate

Top 25 Volumes Data Rate

Top 25 Volumes Cache Hit

Top 25 Volumes Response Time

Top 25 Volumes Disk

SAN Switch Report

Switch Port Error Report

Top 25 Switch Ports Ops Rate Report
Top 25 Switch Ports Data Rate Report

© 2008 IBM Corporation
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User Defined Reports

=-Disk M : ,
| Storage Subsystems = Each user-defined report has all possible

Yolune Performance Advisor me‘tnCS avallable

olicy Management = Report customization includes: selecting
P cubsysteme components, columns/metrics to include,
—I-Storage Subsystem Performance Wh at Order tO ShOW, etC

—By Storage Subsystem

— B Contraller = Scheduled report run

—By O Group

11 .

o o o Disk Group = Generate reports in HTML or other format

By volume output files

—By Managed Disk

By Port

—Constraint Violations

[=Fabric Manager

IJ:'I—Switt:h Performance

':? Port
onstraint Violations

+-Tape Manager

19 Information On Demand | Data Assets and Systems © 2008 IBM Corporation



/1B TotalStorage Productivity Center: mdm-c53-win —- Storage Subsystem Performance: By Array

Ble| x| @

Administrative Services
BM TotalStorage Productivity Center

0

[=—Topology
ompuUters
abrics
Storage
her
onitoring
F-Probes
EH-Ale g
Alert Log
Data Manager
Data Manager for Databases
ata Manager for Chargeback
=k Manager
Storage Subsystemns
Volume Performance Advisor

A [ 3 | e e g [
Sl plel Bl el el o] ]

Policy Management
Reporting
Storage Subsystems
=-Storage Subsystem Performance
Storage Subsystem
Controller
1. Group

Managed Disk Group
Volume
Managed Disk
Port
onstraint Yiolations
abric Manager
Tape Manager
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History chart: it shows a single metric (Read I/O Rate,
multiple components

& IEM TotalStorage Productivity Center: mdm-c53-win - Storage Subsystem Performance: By Array

| == || 2| x| e

Administrative Services
=-HBM TotalStorage Productivity Center
Reports
System Reports
iscuser's Reports

Batch Reports Lirnit el =ws Erarms

omputers T
abrics
Storage

HAlerting
Alert Log
Data Manager
Data Manager for Databases
Data Manager for Chargeback
Disk Manager
Storage Subsystems

Policy Managenment

Reporting

Storage Subsy=stems

—I-Storage Subsystem Performance
Storage Subsystem
Controller
10 Group

Managed Disk Group
Volunme
Managed Disk
Port
onstraint Violations
abric Manager
Tape Manager
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Volume Planner enhances support for Volume Performance Advisor to
include the DS8000 and DS6000
« The new Volume Planning Wizard is added to the TPC typology viewer

- Volume Planner recommends changes within your SAN storage based on existing
performance workload

« The Volume Planner is designed to:
. Provide Volume Performance Advisor functions for ESS 800, DS6000 and DS8000

. Provide planning guidance for heterogeneous controllers and RAID levels
. Provide a GUI interface for updating above functions

[+ Yolume Planner Specify how the storage will be allocsted and it's performance characteristics

Tatal Capacity: |1 0 =B
= Divide capacity bebween |1 and |1 volumes
{~ Divide capacity among volumes of size |1 0 cEte HO | GE
Pertfarmance Profile: OLTP Standard ll
RAID Level: =system seleded:;l
“Yolume Mame Prefix:

[ Use existing unassigned volumes (if available)

Suggest Storage Pools |

22 Information On Demand | Data Assets and Systems © 2008 IBM Corporation



Threshold Violations Alerts

= Threshold violations logged in

23

TPC database
— Kept in alert log

— Exception report generation

. Drill-down to details of
individual exceptions

— User defined alerts

— Automatic actions on alerts

. send SNMP traps, email
message, running scripts on
the server, etc

[ ot TotalStorage Productivity Center for Daka Server: skokal — Creabe Kl
File Wiew Connection Preferences Windéow Help

El= b e x| @

Trem

& g imunisiraive Sanices
T Dala Marager
My Hepors
@ Syctom Reports
2= shoka's Repails
& Batch Reports
@ Monitoring
= Groups

Filesystem Alrts
Directons Alens
& & hlert Log

&= Policy Management

&= Reporting
B Data Blanager - Datahases
Er Data Managar - ChargeBack
&= Dala Marager - Pedformance

LTI TR

{1 [ Login Motdication o000

1| T Windows Eweni Lag oo T | Wiy =
[ R Scrigrt bl |

1 1 Eman

. L5 ) Fal R W] RTHRIES [ Juld [ (R

Information On Demand | Data Assets and Systems
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Non-intrusive
analysis

Reports &

Recommendations

= Can reduce service-level times
of resource-constrained applications by an
average of 48% up to 90%

= Integrates directly with DS8000, DS6000,
DS5000, DS4000, & SVC
to enable migration of storage pools to
optimize data throughput.

24 Information On Demand | Data Assets and Systems

= Out-of-band storage optimization
engine that lays out a process for optimal
storage allocation, migration, and
consolidation

= Automatically identifies hot spots
on the disk controller and provides
recommendations to improve disk
efficiency

Generate Optimization Repoit
Pedcemance Heat Moot | Pedomance Tables |

HestMap based on : Il.lhi:m 'I

A I~ Select ol pocds for storage subsysters SVC-2145GhugINIZEM  —

[ ]
Output - - _« |

I™ Select all pocis for storage subsysten: DSE000-1750-684741248M

™ Sedect sl pocks for storae subsystem: DS4800-C079

I Select ol pocls foe storage subsysten: DSE000-1750-624856248M « |

-

legens A ox  [JEERN nax oosox oo
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Tivoli Storage Productivity Center for Data

Automated identification of the storage resources in
® an infrastructure and analysis of how effectively those
! . resources are being used, on file and database system.

Storage network

File-system and file-level evaluation uncovers
| ' categories of files that, if deleted or archived, can
> potentially represent significant reductions in the

amount of data that must be stored, backed up and
managed. |

Automated control through policies that are

customizable with actions that can include centralized

alerting, distributed responsibility and fully automated S
response. This includes deletion of unnecessary data.

_ s Predict future growth and future
TN at-risk conditions with historical

information.
25 Information On Demand | Data Assets and Systems © 2008 IBM Corporation



26

Today’s Challenge — Finding Answers Quickly

= WHAT is your current utilization?

= WHY is storage growing?

= HOW will growth be accurately forecasted?
= HOW MUCH worthless data is being stored?

= WHICH systems will be migrated to new
technology?

= HOW can storage inventories be kept up-to-
date?

= HOW MUCH downtime is storage-related?

= HOW will storage policies be audited or
enforced?

Information On Demand | Data Assets and Systems
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Tivoli Storage Productivity Center for Data - Components

Tivoli Storage Productivity for Data
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TPC for Data
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TPC for Data
Chargeback

Application,
Database
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TPC for Data - Storage Resource Management Lifecycle

Predict usage
and growth

«Identify fast growing file
systems and database
*Forecast future growth
*Publish capacity
planning metrics

Identify enterprise
data storage

*What storage asseis?
*Current utilization?
*Any at-risk file-
systems?

*Any allocated by
unused database
space?

u pacty Capacty

HIETE
%
g

£EEiEEiiaigrils

uuuuu

Control through policy- /\

based automation
*Establish centralized aleris
sImplement quotas
*Set automated response actions (e.g. ba

Evaluate your data

ile and directory-level analysis
*Wasted-space analysis

*Uncover orphan, obsolete, misused
and duplicate files

«Automate aCtivity with baich reporting *End-to-end report from Disksystem
«Automated LUN provisioning for monitored to Filesystem
filesystems
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Storage Resource Management Lifecycle

Identify enterprise

Predict usage data storage

and growth
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Evaluate your

Control through data

policy-based
automation
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TPC Data Management
Data Life Cycle

- Identify

What are your storage
assets?

Do your allocations match
expectations?

What is your current
utilization?

Do you have at-risk file-
systems?

Do you have allocated,
but unused database
space?

IBM Tivoli SRM Server: svdw1098 [ 5
File View Connection Preferences Window Help
e=mol x| © |
1B Trvoli SRM 2l cycie paneis| Enterprise-wide Summary as of 4/29/03 10:56 AM Retresh|
[E-Administrative Services
Services Enterprise-wide Summary Filesystern Used Space
Agents . 5
Configuration Filesystem Capacity T5.84TH
[=1-1BM Thsoli SRM Filesystem Used Space 2540 TB
- Filesystem Free Space 49,36 TB
Disk Capacity 12858 TB
Disk Unallocated Space 20.78 TH
Monitored Servers 1,035 (61 are down)
Unimonitored Servers 2,835
Users 12,871
Disks 13,960
Filesystems 15,209
Directories 42,842 665
Files 334,282 670 Metwork-wide
W Used Space llFree Space
Alert Log Users Consuming the Most Space Monitored Server Summary
=-Policy Management i 18278 36478 546TH | OSType Number Filesystem Disk
| Capacity Capacity
[ [20378 Windows NT ik 2017TB 20.86TH
] Windows 2000 184 1617TE 1879 TH
Solaris 486 I7T16TH 10338 TH
Linuz 1} I R
= HP-UX 1} I RI2
oracle X 50 235TB 647 TB
Oroot
NetWare 1} A TR
Heems 5
Onotest Metwork Appliance 0 A NIA
[ Ty Other NAS 0 NI NiA
W appimar Unknown 1] TNEA, NI
~ Hnotesz
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TPC Data Management
Data Life Cycle

= Evaluate

relliSoft Server: w2s-prod1 — TrelliSoft.Most Obsolete Files =1
F . n d t h t t r File Wiew Connection Preferences Window Help
I out what storage e[~ B] 8] x| ® |
. ] inistrative Services 2| S | e
consumers are aoin i i
[=1-My Reports Most Obhsolete Files By Camputer Number of Rows: 2070
59’5‘;::{';"8‘;22: Access Time C Filesyst Path Physical Size ¥
. --Most at Risk Files @, Jun 12,2002 8:25:17 AM w2s-prod1 Fi Program FilesiExchsriMDBDATApUbRT stm 38001 Mb
— ‘ 0 n d u Ct fl |e an d -~ Most Obsalete Files @ Jun 12,2002 8:25417 AM  [w2s-prod] Fii Program FilesiExchsniMDBDATARURT 2db 371.07 Mh
~Oldest Orananed FIl 4[] f10n 16, 2002 209:44 PM [wl2s-web2 Exr dve_outnaskOut! avi 341,33 Wb
~~Storage Access Tim ﬁ -
. . - Starage Availability [ElfJun 18,2002 21059 PM_ |w2s-weh2 = dvd_outiflaskout? avi 335,85 Mb
IreCtory_ eve ana ySIS Storage Capacity [@lJun 10,2002 256-16 AM  |w2s-wsm ci pagefile.sys 256.00 Mb
_IEjTU‘f?%E Modification || [3]|aun 14, 2002111253 4  |w2s-weh2 Eif Program Files/Microsoft SGL ServeriMSSQLDatalty, 121.00 Mh
ota r . .
User Quota Yiolatior @ Jun 12,2002 8:25:18 AM w2s-prod] E:xf Program Files/ExchsreriStorage Group 2/Mailbox St 42.01 Mb
P Uset Space Usage @, Apr 29,2002 12:01:20 PM hpt11-64b trellisoft.cam [/DBMS sybasefaSE-12_Shinfdiagserver 2866 Mb
— er Orl I I a Wasted-space ~-Wasted Space |§l Jun 14 2002110616 AM  [w2s-wehl E:x Program FilesiMicrosoft SGL SerenMES QLD ataty 20.00 Mb
g:;;im::pzﬁz"ms [ [Jun 14, 2002110131 AW [w2s-weh2 = Program Files/Micros il SGL ServerMS5ALData/T, 13.94 Mo
| H @, Jun 14, 2002 10:58:55 AM  |[w2s-weh2 Ex Program FilesiMicrosoft SOL ServenMSSaLDatalrg) 10.75 Mb
ana ySIS [&f|Jun 11, 2002 1:58:01 FM |[w2s-bb G te st 0000Kle001 bt 10.21 Wb
[&l[Jun 11,2002 1:58:01 PM |w2s-bh G te st 0000Kle007. bt 10.21 hih
ay i nis-oey’ atalmasier.m
May 21, 2002 8:33:41 AM ts-dewl = MSSOL7/Dataimaster mdf 9.68 Mb
ncover Or han Obsolete |§l Jdun 12, 2002 8:25:18 AM w2s-prod E:x Program FilesiExchsreriStorage Group 2/Mailbox St 901 Mb
U p 3 L] T may 21, 2002 83345 AM | nts-dew = MSEQLT/Data TEMPDE.MDF 2.00 Mh
. . Computer Alerts @ Jun 14, 2002 11:01:45 AM  |[wi2s-weh2 = Program FilesiMicrosofl SGQL ServenSSQLD atallg 8.00 Mh
m IS u Sed a n d d u | I Ca‘te ilesystem Alerts [E] | May 21, 2002 :33:37 &AM |nits-dewd Eif MSSOL7/Dataimsdbdata. mdf 7.50 Mb
2:";‘1"”“'9“5 [ | May 18, 2002 12:07:23 AM | na-720trellisoftcam  |holvol2 music 0GE - ' Mot In Love Mp3 6.89 Wb
[ 0!
] ol :yManaggement @, Apr 29,2002 12:01:06 PM hpt11-84b.trellisoft.com [/DEMS syhase/ASE-12_Shinfdiaghs B.87 Mb
I eS Quotas [&]|Jun 11,2002 1:58:01 PM |w2s-bb G te st 0000 KAle0B0. bt .25 Mh
Network Appliance Que || [5] | jun 11, 2002 1:58:01 PM [w2s-bib G testi1 00002270 it 6.25 Wb
Constraints
S eiltied Actons [ Jun 11,2002 1:58:01 PM  |w2s-bb G te st 0000KleD30. bk .25 M
E-Reporting [&]|Jun 11,2002 1:58:01 PM  |w2s-bb Gt test 0000kfle361 bt 6.25 b
_— I nd-to—end re Ort r0| I I H-Asset [&l|oun 11, 2002 1:58:01 FM |w2s-bb G te st 0000Kfle360.bi 6.25 Mb
&1 Rvailability ; -
- Capacity [ |Jun 11,2002 1:52:01 PM |w2s-bb G te st D000KAle090. bt 6.25 Mh
1 H #-Usage Jun 11,2002 1:58:01 PM_ |w2s-bh Gy te st 0000Kile 180,04 6.25 Mil_l
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— Backup calculation
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TPC Data Management
Data Life Cycle

= Control

Establish centralized
alerts

Implement quotas
Granular Constraints

Set automated response
actions (e.g. TSM)

Automate activity with
batch reporting

Automated LUN
provisioning for monitored
filesystems

32

@IBM Tivoli SRM Server; mcpeek -- Edit Constraint smcpeek.List dmp Files = |I:I[ﬂ
File View Connection Preferences Window Help
@@= Bl 8 X| @
Mavigation Tree rEdit Constraint smcpeek.List dmp Files -
BMInolsiM, Creator.  smepeek Narme: List drp Files
[#-Administrative Services Descrintion: I
1B Tivoli SR s
[+-My Reports
#-Monitoring Filesystemsl File Typesl Usersl Options meﬂll
---nlerting rTriggering-Conditon gpecif._, Script | ﬁl
EI---Pl!llgglurluh:::agemem Condition:
i T— Script Hame: [Delete_DMP_Files|
i#-Network Appliance Quotas |V|0Iat|ng Files Consume More Thal pt Sl
E-Constraints — = Where to Run: |(triggering computer) =
- Tivoli.Orphaned File Constraint [HUAGEE RS
~+Tivoli.Stale File Constraint -
| EMNMP Tra 2
- TivoliMulnerable File Constraint L F Script Parameters:
~fthodackiWorm detection [¥ TEC Event §1 = scomputer=

-gtweedie Listfles = 1GB
~gtweedie List users S00MB to 1GH
~smepeek.List bak moy, old Files
--gmcpeek.List cab Files
~smcpeek List dbf Files
-amepeekList dmp Files
~smepeekList exe Files
--gmepeekList gho Files
~-gmcpeek.List jar Files
--gmcpeek List log Files
~gmcpeek List pdf files

--smcpeek List pst Files

[ Login Motification Laoin (0

[ \windows EventLog  Event Tyne

Changs

EmaillEecipients Al

¥ Run Script

"] Email
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§2 = =mount-point=

§3 = 2usage=<size-designator=
§4 = =threshald==thr-designatar=
$5 = =percentofcapacity=%

§6 = =winlating-file-count=

B7 = <user=

$8 = <user-count>

§4 = <user-size=

§10= =listoffles=

§11 = =file-ofviolating-files=
§12 = =file-ofviolating-owners=

* @=domain= or @s=computers may be appended

Ok | Cancel | Help. |
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Bl i

TPC Data Management
Data Life Cycle

TreIIiSoft Server: wzs-web2 -- Filesystem Capacity By Filesystem Group

File View Connection Preferences

Window Help

* Predict o [m (8] [0

History Chart |

History Chart: % of Space Used

— |dentify the fastest T T

| Hide Trends

~[7 ~]z002 ~ |[H] vo:|sume ~[7 ~] 2002 - |[H

growing users, file |5 el

Prev 10
Next 10

systems and database =~
tables

— Forecast future growth
and at-risk situations

— Publish capacity planning
metrics sf

20%

10%

M TrelliSoft.Default FS Group

@ ntadmin.Applications
ntadmin.Development

~ntadmin.Production Data

4 ntadmin.Sales

~+smepeek.IT & Distribution

esmcpeek.Prudumiun 0S Drives

0%
Hov 28, 2001

Feh 6, 2002

Apr 16, 2002

Jun 25, 2002 Sep 2, 2002

Hov 11, 2002
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For Databases
DB2 Universat
database

Prevent database downtime

» Predict tablespace failure due to
space allocation problems.

Reduce unnecessary space usage ORACLE -

» Find allocated, but unused space

= HINN N
Perform capacity planning M A
F LT LT TR

= Trend storage growth of specific objects

Plan network migration or SAN implementation i SYB ASE

= |dentify the fastest-growing databases
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For Chargeback

35

= Generate Invoices
= Users, Departments, Database Instances/Users
= Automatic total roll up

* Invoice Flexibility
= File Systems
= Databases
= User Usage
=  Computer Capacity
= Tablespace Capacity

= Special format for import into CIMS

Information On Demand | Data Assets and Systems
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IBM Tivoli Strge Productivity Center Standard Edition —

Fabric Component
= Centralized control for SAN configuration

Automated management
— Multi-vendor switch zone provisioning
— SAN, NAS, iSCSI
— Multi-vendor HBA support

Visualization of the topology

ion: ew
Fabric | Switch | Computer | Subsystem | Tape Libra
MR T i ]
WY
T a
B a
o A

— (Connection and Resource status
— Switch Performance

Reporting capabilities
— SAN Fabric Asset and Performance

Automated status and problem alerts
— Integration with Tivoli management
— Integrated with 3" party via SNMP

Information On Demand | Data Assets and Systems

[
Real-time status & performance monitoring “

Launch Element Manager

!Em

Box & L
Message ] WwebMail Contact People Yellow Pages Download Find Sites = Channels

& ==
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& IBM TotalStorage Productivity Center: tpc-d9-int -- Fabrics: Fabrics

|=|=|m] sl x| e

Administrative Services

—HBM TotalStorage Productivity Center
f—]—My Reports

f—:l—sys‘lem Reports

Nata
Disk
--Fabric

ort Connections

SAN Azsets (ALL)

SAN Assets (Connected Devices

SAN Aszets (Switches)

Switch Perfarmance

Switch Port Errors

Top Switch Ports Data Rate Perfo

Top Switch Portz Packet Rate Per

+Hadministrator's Reports

Batch Reports

[=-Topology

—Computers

—Fabrics

—Storage

—Other

—Hionitoring chandra_tpcd dint

_"’hes dhwolfe_tpcd7int
lerting -
alert Log esz20870_plus_c224lin

Data Manager jimm_tpc_d15_int

Data Manager for Databases itrite _tpe_o13_int

Data Manager for Chargeback mdm2_tznm_plus_redc?

Disk Manager mthC32ESS20870

Storage Subsystems
Yolume Performance Advisor

Policy Management
eporting
[=-Fabric Manager
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L
SAN Predictive Fault Monitoring

= Most SAN link failures due to deteriorating Fiber Optics

— Typically appear as intermittent frame errors long before hard failure

"1 IBM TotalStorage Productivity Center: gtevis.tucson.ibm.com - Create Switch Alerts =1}
File ‘“iew Connection Preferences  Window  Help

= B8 X

= TPC provides Error Frame

Administrative Services

=/ IBM TotalStorage Productivity Center (e g PR M 5 R ate Re po rt t h at i d e n t i f i es

My Reports Descrigtion: |

Topology
Monitoring Alert | Swvitches | S u s pect p o rts
Alerting r Triggering-Condition

Data Manager Cohdition: Warning Stress Critical Stress WWarning Idle Criti

* Data M for Datab:
5 D aper for Gorganch rrFrone e e NRE = | | | — The average number of
Disk Manager ]

frames received in error,

Fabrics [C] SN Trap
Monitoring

2 heri Creczven per second, for specified

i+ Fabric Alert:
@ Febric Alerts [] Login Metification Lagir [ |

o Bwiteh A oo
SWtth A ot Swtoh tietts orfs
otevic T I incions Eventiog i mriTope
Endpoint__eeSh
Reporting Prirt Branch [ Run Script Define...
Tape Manager
R 9 ] Email
Ernail Recipients Al Del Edit e-mail
< I | [»

100% @ | QTINE@20 GBER Sla B 1woie
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E’] |BM TotalStorage Productivity Center: gtevis.tucson.ibm.com -- Create Switch Alerts

File ‘“iew Connection Preferences ‘Window Help

== B0 8 x ©

avigation Tree

Administrative Services
=/ I6M TotalStorage Productivity Center
= My Reports
Svstem Reports
gteviz's Reports
Batch Reports
= Topology
Computers
Fabrics
Storage
Other
= Monitoring
Probes
= Alerting
@ Alert Log
Data Manager
Data Manager for Databases
Data Manager for Chargeback
Disk Manager
=l Fabric Manager
Fabrics
=/ Monitoring
Groups
Jobs
= Switch Performance Monitors
gtevis zwitch perf probe
= Alerting
Fabric Alerts
Switch Alerts
Endpoint Device Alerts
= Reporting
Switch Performance
Tape Manager

Create Switch Alerts

Creatar: oteviz

Description: |

Marme:  unnarmed

[ mis

Alert | Syitches |

rTri

rTri

BT B B — N —|

ggering-Condition
Conhdtion:

Warning Stress

Critical Stress

Warning Icle Critical Iclle

Tatal Port Packet Rate Thres... [v|

Packets per Secon

Swvitch State Changes

Swvitch Property Changes
Swvitch Status Change Ofiline
Sweitch Status Change Online
Swvitch ersion Change
Swvitch Port Change

Swwitch Blade change

Svvitch Blade change Offline
Swvitch Blade change COnline
Total Part Data Rate Threshald
Lirk Failure Rate Threshald
Errar Fratne Fate Threshold

Total Port Packet Rate Threshold

SHEIIEEFEE

Al Del

Edlit &-rnzil

Switch & Port Threshold
Reporting and Alerts

Top Violating Components
To Show Most Active

Topology Console Displays
Performance Violations

| [*

PEOasBFHID o2 asm
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Fabric Reports

42

= System SAN Fabric Performance Reports Created
— SAN Switch, Switch Port Errors, and Top N reports

= System SAN Fabric Asset Reports

SAN Assets reports and Port Connections reports

OS Type and version: Reporting -> Asset -> By Computer

HBA information: Reporting -> Asset -> By Computer->Controllers
“Paths”: Reporting -> Asset -> By Computer->Controllers->Disks

Firmware revisions for storage subsystems: Reporting -> Asset ->
By Storage Subsystems

Information On Demand | Data Assets and Systems
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Storage Configuration Planners — Path Planner

Path Planner for simplified management of host functions such as HBA and multi-
pathing management

« The new Path Planning Wizard is added to the TPC typology viewer

- Path Planner provides policy-based specification of paths between hosts and storage
systems during storage provisioning
« The Path Planner is designed to:

 Provide configuration guidance for your multipart drivers (initial scope is to
configure IBM SDD)

 Allow input of application requirements
+ Convert logical flows into physical flows

+ Provide the wizard functions off of the TPC Topology Console, as well as
through a CLI

I+ Path Planner Setup multipath options (f supported by the host drivers)

Multipath Optior: IL::-a-::l Balancing;l
[T Specify number of paths: Iﬁaut-:m

[ Use fully redundant psths (reguires 2 fabrics)
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Zone Planner for simplified, wizard-based zone security management

« The new Zone Planning Wizard is added to the TPC typology viewer

- Zone Planner enforces policy-based zone security specifications between hosts and storage
systems.
« The Zone Planner is designed to:
- Determine which hosts can access storage
«  Determine which host ports can see what storage volumes
* Provide auto-zoning functions
* Provide zoning based on Best Practices
« Perform LUN Masking/Mapping assignments automatically based on current customer usage
- Provide GUI interface for updating the above functions

[+ Zone Planner Automatically change the zoning to ensure hosts can see the newr storage

Atormatically create zone. .. Iqauh:u-zc-ne:: ;I
[ Specify maximum number zones: I
[ Specify maximum zone members per zone: I

[ Mo twa HEL with different vendors should be in the same zone

[ Mo twa controllers with different types should be in the same zone

[~ Use active zone set
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SAN Storage and Fabric Performance Analysi

= TPC for Disk monitors disk subsystem ports,
subsystem arrays, disk volumes for
throughput, I/O and cache rates, as well as for
response times

= TPC Standard Edition Fabric Component
monitors switches and ports for throughput
rates and allows you to specify throughput
threshold

= Thresholds can be set for these metrics and
alerts are generated when thresholds are
violated, indicating potential bottlenecks.

= TPC Topology console will show all
performance violations and propagate the
thresholds events through performance health
monitor icons

‘otalStorage uctivity Center: gtevis.tucson.il lerts
File iew Connection FPrefersnces Window Help
=B @ x| 9
Navipation Tree “Create Switch Alert
Administrative Services
=/ 1BM TotalStorage Productivity Center e gz Mo e (L
= My Reports Desorigtion: |

System Reports
gtevis's Reports
Batch Reports

= Topology
Computers
Fabrics

= Monitoring
Probes
= Alerting
@ Alert Lag
Data Manager
Data Manager for Databases
Data Manager for Chargeback
isk Manager
Fabric Manager
Fabrics
= Monitoring
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Alert | Switches |
e —

Canation:

Warning Stress

Critical Stress Warning ldie Crtical ldle

Total Port Packet Rate Thres... v
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TriSwitch Property Changes
Switch Status Change Offine
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([ witeh version change
St Pert Change

[[Switch Blade change [
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Tatal Port Dats Rate Threshold

Packets per Secon

Ecit e-mail

Fie view Comnection Freferences vwindow rielp
e= B &8 x| 0
|M=vigation Tree Seleotion |

Administrative Services
Ti| = 1BM TotalStorage Productivity Center
= My Reports
System Reports
gtevis's Reports
Batch Reports
= Topology
Computers
Fabrice

@ alert Log
Data Manager
Data Manager for Databases
Data Manager for Chargeback
Disk Manager
Storage Subsystems
Volume Performance Aduisor
Monitoring
Alerting
Management
Reporting
Storage Subsystems
= Storage Subsystem Performance

By Controller
By 10 Group
By Array
By Managed Disk Group
By Volume
By Managed Disk
By Port
Constraint Violations
Fabric Manager
Tape Manager

Report Fitter

Generete Renat
Retum e ot || rows

Auailable Columns

Ineluded Columng

Wirits 110 Rate (normal)

Wirite O Rate (sequertial)

Wiite 10 Rate (averal)

Tatsl IO Rete (normal)

Tatel IO Rete (secuentisl)

Totsl O Rate (overall)

Read Cache Hit Percentage (normal)
Read Cache Hits Percertage ¢sequential)
Read Cache Hits Percertage (overall)
Wirite Cache Hits Percentage (normal)
rits Cache Hits Percentage (sedquertial)
\urite Cache Hits Percentage (overal)
Tatal Cache Hits Percentage (narmal
Tatal Cache Hits Percentage (sequential)
Total Cache Hits Percentage (overall)
Read Data Rete

= \irits Data Rate

Totel Data Rate

Read Response Time

wirite Response Time

Overall Response Time

Read Transfer Size

Wiite Transfer Size

Owerall Transfer Size

Record Made Read 10 Rate

Record Made Read Cache Hit Percentage
Disk to Cache Transfer Rate

Cache to Disk Transfer Rate

S Full Percertage

NS Delayed 1O Rate

Cache Halding Time
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End-t-Ed viw with Performance Status Information
(Data Path Explorer)

|8l 18M TotalStorage Productivity Center: ODCYM152.wsclab.washington.ibm.com - Topology
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Value of the IBM Tivoli Storage Productivity Center

= Simplify Storage Infrastructure Management for better availability

+ Predict storage network failures before they happen
« Prevent out-of-space conditions on file and database systems
- Meet storage service levels

= Automate planning, management and provisioning of storage

* Report on storage network and disk subsystem performance

- Basic provisioning to configure the storage fabric and disk

- Categorize data by database, file system, directory and file-level analysis

- Improve service levels for data protection by identifying files not backed up

= Optimize Storage Personnel Productivity and storage ROI
- Create a single point of control, administration and security for the management of
storage networks and disk systems

- Automate reporting of information and metrics to help administrators make better,
more timely decisions

« Automate responses to policy violations
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