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This presentation covers best practices and procedures to help prevent problems with 

Lotus Domino servers on System i, or expedite recovery when problems do happen. 

Essentially, the information includes a collection of tips from IBM Support on administering 

a production Domino server for optimum utility and stability.  
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This presentation will first cover best practices that help prevent common problems, 

and then ways to expedite problem resolution when a problem does occur.  The 

final section covers means of accessing your system if that should prove 

necessary. You should implement the recommendations best suited for your 

environment. 
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You should implement these parameters in your server’s notes.ini file at all times. Doing 

so will prevent you having to wait or re-create an issue to generate debug when a problem 

does occur. These are not specific debug parameters for any one issue, but will generate 

debug useful in many situations.  If more specific debug becomes necessary, these will at 

least get a necessary baseline of data to begin zeroing in on the problem. The parameters 

here will implement console logging, thread debug to provide more key data within 

console logs and NSD files, semaphore debugging, and will add extra information to NSD 

files.  A note about the last parameter, nsd_run_memcheck=1.  While there are many 

problems for which the extra NSD information is immensely useful, you may not want to 

implement this if you have a larger environment, or if your server will run for extended 

periods.  The larger an environment and the longer a server runs without a shutdown, the 

more memory data is rolled into the NSD. In this situation the parameter can potentially 

cause longer outages as there is much more memory data to write to the NSD after a 

crash.  Therefore, use this parameter only in smaller to midsize environments or in 

environments where you regularly shut down the server. 
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The size of user mail files drives some of the greatest impact on drive space, maintenance 

windows, and Router performance. Larger mail files not only take up more space, they 

take longer for your maintenance routines to process.  Additionally, whenever Router 

needs to place mail in a mail file, it must sort through the entire contents of the Inbox.  If 

the Inbox is especially large, this can result in a significant Router performance impact.  

While there is no official maximum recommended mail file size, anecdotally problems 

begin to mount between 500 MB to 1GB.  There are four recommended methods of 

getting control of user mail files.  First, set a maximum mail file size (also referred to as 

“database quotas”) to keep user databases from getting out of control.  Second, set a 

maximum mail transfer size to prevent Router processor spikes caused by sending large 

files – especially when going to multiple recipients.  This also helps keep mail file sizes 

down by ensuring that attachments cannot be overly large.  Third, you can reduce the size 

of mail files by archiving inactive or old mail.  Finally, you can move mail out of the Inbox 

folder to help alleviate Router performance degradation.  The size of the Inbox folder has 

the biggest impact on the Router task.  In Domino 8, the new Inbox Maintenance routine 

will help manage this. 
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Staying current on cumulative and group program temporary fix (PTF) levels can prevent 

a variety of problems.  You can download the latest PTFs from IBM Fix Central. 
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There are several native options available for spam control within the Domino server's 

Configuration Document.  These are the available options within Domino to reduce spam, 

but that does not mean that you necessarily implement them all.  Take care when deciding 

whether to adjust your Address Lookup parameter, or to implement a reverse DNS check 

on inbound mail, since these will come with drawbacks as mentioned here.  First, setting 

Address Lookup to "Fullname Only" will ensure that an address sent into your domain 

must be 100% correct in order for it to route.  By default, Domino has a powerful algorithm 

that allows it to interpret mail addresses and send them to the best possible choice if there 

is any confusion.  This allows users to send mail internally using short names only, or even 

to have misspelled addresses route to the correct location.  Unfortunately this also opens 

up your domain to spam that might be sent to random addresses, which Domino takes, 

interprets, and routes as it does any other mail.  By setting Address Lookup to Fullname 

Only, this ensures that only complete and correct addresses get routed, shutting off 

randomly-addressed spam from getting through. The downside that must be taken into 

consideration, however, is that this makes things a little harder on mail users at the same 

time, as there is no 'give' to the routing algorithm.  For example, users accustomed to 

sending internal mail addressed to shortnames, or anyone who misspells an address, will 

find that their mail fails to route.  
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Next, the option “Verify connecting host name in DNS” can be set to perform a reverse 

DNS check against all inbound mail.  Often, spammers will send mail from a fake host 

name, and a reverse DNS check will catch this by verifying that the advertised host name 

or IP address is valid and resolvable. This can often block a good amount of incoming 

spam. Keep in mind, however, that this will slightly increase the time it takes for SMTP 

mail to route in, as the server must perform a reverse DNS check for each message.  

Also, if a valid sender does not happen to be present in DNS, this setting will cause 

inbound mail from that sender to fail, even if the mail is legitimate. 
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It is important to carefully control the relaying that your server allows.  Your environment 

might require relaying to be turned on, for example, if your Domino server is a gateway for 

other mail servers or a third-party device that can send outbound mail.  It is important that 

it not be left wide open, where it can be exploited as a hop for spammers.  The best 

method to do this is to go to your Configuration Document > Router/SMTP > Restrictions 

and Controls > SMTP inbound controls > Inbound Relay Controls section.  There, 

populate the field "Allow messages from the following Internet hosts to be sent to external 

internet domains" with the host name or IP address of the external hosts you want to allow 

to relay.  Leave all other Relaying fields blank.  This will allow the listed hosts only and 

implicitly deny all other attempts at relaying. If you do not require relaying at all, shut it off 

completely by placing an asterisk (*) in both Deny fields within the Inbound Relay Controls 

section. 
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As a final note about spam control: It is not advisable to attempt to use Server Mail Rules 

as a blacklist or spam filter.  Every piece of mail sent into your domain must be processed 

by your mail rules, and each mail rule populated - especially ones that search the body of 

the mail - will slow down Router performance.  A handful of server Mail Rules are fine, of 

course, but attempting to list dozens or possibly hundreds of spam domains and common 

subject lines will have significant impacts on mail performance.  Subscribe to a public 

blacklist or employ a dedicated spam filter if one is necessary. 
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Since the System i cannot host a client, computers running Windows are the most 

common clients used to access it.  Keep the following things in mind to prevent code page 

or data corruption problems.  First, remember that while mapping network drives to the 

Integrated File System (IFS) on System i is fine, one should never map drives to the 

Domino data directory itself, as this can cause database corruption.  Also, if files must be 

transferred from Windows to System i or vice versa, binary FTP should be used to prevent 

code page problems.  Since Windows is an ASCII machine, and the iSeries® is EBCDIC, 

a file dragged directly from one to the other will not be readable or usable on the 

destination machine.  This includes dragging files from either a mapped drive or 

Operations or iSeries Navigator. 
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For the general health of your system, you should run Compact weekly and Updall daily.  

Since Fixup and Updall –R are time and processor intensive and will lock users out of the 

server while they run on names.nsf, you should run them only on specific databases 

suspected of corruption, or after hours.  It is a viable option to run Fixup and Updall –R on 

a scheduled basis; however, you must take care to ensure they run at times that will not 

interfere with users or other maintenance, especially backups. Regular IPLs of the iSeries 

machine are an excellent way to prevent cumulative problems. Restart your iSeries 

machine once a month if possible, or at least several times per year.  
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The second half of the presentation covers ways to deal with problems when they do 

occur, including utilities and data necessary to diagnose and correct certain issues.  It also 

focuses on expediting time to resolution. 
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Dump Domino Server Call Stacks (DMPSVRSTKS) is a critical diagnostic utility that you 

should install.  When run, this utility dumps a spool file for every active task, revealing 

what is happening behind the scenes at the time.  Because this utility must be run while a 

problem persists to generate useful data, you must install it before a before a problem 

occurs.  The provided link includes complete instructions for download and use.  Starting 

in Domino 6.5.5, Dump Domino Server Call Stacks functionality is built-in and does not 

require a separate utility.  Simply issue a Work with Domino Servers (WRKDOMSVR) 

command, and then issue an option 16 next to the Domino server to dump the call stacks. 
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Delete Domino Shared Memory (DLTDOMSMEM) is a corrective utility available only from 

Support. This utility performs much of the same memory cleanup that an IPL would. 

Support may recommend its use to combat suspected memory corruption, which may 

occur after multiple hard crashes or hangs.  To run it, the Domino server must be down, 

and then both commands issued in the order shown. 
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A Domino server is “hung” when it is still running but unresponsive to client connection 

requests for extended periods without clearing up on its own.  The console may still be 

responsive.  You should approach collecting debug data the same way for “short hangs”, 

performance issues that clear up on their own, and “hard” lock hangs.  Collect debug 

before restarting the server; as once it is restarted the condition causing the hang is gone 

and cannot be retrieved.  Therefore having basic debug set before a hang is critical.  If 

console logging and semaphore debug are not set before a hang occurs, it will be 

necessary to set these and await another occurrence. 
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In the event of a hang, you must first issue the DMPSVRSTKS command. This is the 

single most important piece of diagnostic information for a hang or performance issue.  

Then, assuming that you have already enabled console logging, run the listed console 

commands in the order shown to populate your server’s console log with this useful 

information.  Once done, restart the server. 
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If the prescribed debug was already set and the suggested actions taken, the next step is 

to gather the diagnostic data and send it to Support for analysis.  Include the console log 

and semaphore debug files that cover the period of the hang.  Remember that the date 

given on console logs indicates the time it began recording.  You can FTP the logs down 

to your PC, or drag them from iSeries or Operations Navigator.  Spool files from the 

DMPSVRSTKS are available under Basic Operations > Printer Output within iSeries or 

Operations Navigator; you can drag these files to your PC as well. 
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A Domino server crash is any abnormal end of the Domino server.  Unless the server was 

ended abnormally or *IMMED by a user, you may see Panic or Fault messages on the 

console, followed by a crash stack and an attempted auto-restart of the server.  In all such 

cases, the single most important piece of data required is the NSD.  Your server generates 

an NSD every time it ends abnormally, and places it in the IBM_TECHNICAL_SUPPORT 

directory.  Support requires the NSD with the date/time stamp in the file name that 

corresponds with the time of the crash.  Any other NSD logs from the previous week will 

also be useful, as they may indicate existing or long-running problems. 
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Once you collect all the data, compress the files together with the given naming 

convention – the full PMR number, then a comma, then any pertinent comments (for 

example, 99999,999,000,NSD.zip).  You can send the file to your Support representative 

through e-mail if the compressed file is 10 MB or less. Send a copy to 

lotus_support@mainz.ibm.com as well, so that the data will attach itself to your PMR, 

allowing access to any Support representative who assists with your issue.  Alternately, 

you can FTP the file to the ECuRep FTP site, and it will attach to your PMR so long as the 

file has the correct naming convention. 
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Allowing remote access to your system is a direct and timesaving means of diagnosing a 

problem.  It allows Support to see and work with the system and its pertinent data 

firsthand, without relying on screen captures or verbal descriptions.  This greatly expedites 

problem resolution and root-cause analysis.  The two methods available to access your 

system are through Assist On-Site or an ECS modem. Support cannot use VPN 

connections. 
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For direct connections to your iSeries, an Electronic Customer Support (ECS) modem 

dial-in is the best option available.  You must know whether your ECS modem is internal 

or external, the resource name of the ECS modem, and the modem’s telephone number.  

You and your Support representative will establish handshake parameters on either side 

before establishing the connection.  Support will require a username and password to log 

onto your iSeries.  QSECOFR is preferred, but a username with SECOFR access will also 

work.  This level of access is required to avoid authority issues as Support troubleshoots 

your system. 
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Internal modems are referred to as *PPP.  After Support requests that you issue 

STRRMTSPT *PPP and press F4, you must input the Station Address that your Support 

representative will provide, and then hit enter. Support will also need the modem’s 

telephone number. 
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External modems attached to your iSeries are referred to as *NONSNADS.  After Support 

requests that you issue STRRMTSPT *VRT and hit F4, you will need several pieces of 

information.  The Support representative will provide a Station Address that you must 

enter in both the Station Address and Local Location Name fields.  You must know the 

ECS modem’s Resource name, which you can look up with the command DSPLIND 

QESLINE.  This information should be in the Resource Name field.  Leave everything else 

set to the default values. Support will then require the modem’s telephone number. 
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Assist On-Site is a tool that will allow Support to view and, with your permission, control 

your desktop.  This is useful for debugging configuration problems in the Domino 

Administrator, or other PC-side areas that an ECS modem dial-in cannot reach.  It is 

completely secure, as your permission is required for each level of access (view and 

control), and for other Support representatives to join.  Not only can you take back control 

at any time by using the mouse, keyboard or other input device, you can end the session. 

You never lose control of your system.  If you have a 5250 emulation session running on 

your desktop, you can use this method to allow Support to view your iSeries in place of an 

ECS dial-in. However, an ECS dial-in is still preferred for viewing the “green screen”, as 

this indirect Assist On-Site method is a little slower.  

Page 24 of 27 



1293957.ppt 

To use Assist On-Site, go to the link indicated.  Fill out the document, including the 

connection code that Support will provide. A small plug-in will install, which will delete itself 

after the Assist On-Site session has completed. The session will start once you respond to 

a prompt for the level of access to allow. 
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Here are good links to have on hand that nicely compliment this presentation.  Although 

some of the material refers specifically to Domino 6, the basic information is still pertinent 

for later releases. Multi-versioning in particular has not changed since Domino 6, as later 

Domino releases multi-version nicely with any other multi-version compatible Domino 

installation.  
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