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What this exercise is about
The objective of this lab is to provide instructions on how to configure a highly available business integration

environment using multiple WebSphere® Process Server clusters. You will design and generate a custom
deployment environment and then review all the resources created and applications configured.

Lab requirements
List of system and software required for the student to complete the lab.
* WebSphere Process Server V6.1

« DB2ESE

What you should be able to do
At the end of this lab you should be able to achieve the following based on the options you choose:
» Install WebSphere Process Server V6.1 core product files on all the host machines
« Update the WebSphere Process Server installations with available critical fixes or refresh packs

» Create a deployment manager profile with the advanced profile creation as an option on the
deployment manager host machine using the Profile Management Tool

* Manually create WebSphere Process Server common database and tables

» Create custom profiles with advanced profile creation option on the host machines designated as
managed nodes host machines

» Create there clusters and their member servers, and a single managed server
e Create and generate a custom deployment environment

» Finally review the configured resources and applications
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Exercise instructions

Some instructions in this lab are Windows® operating-system specific. If you plan on running the lab on an
operating-system other than Windows, you will need to run the appropriate commands, and use appropriate
files (.sh or .bat) for your operating system. The directory locations are specified in the lab instructions using
symbolic references, as follows:

Reference variable

Windows location

Description

<WPS_HOME>

C:\IBM\WebSphere\ProcServer

<DMGR_PROFILE_HOME>

<WPS_HOME>\profiles\Dmgr01

<CUSTOMO1_PROFILE_HOME>

<WPS_HOME>\profiles\Custom01

<CUSTOMO02_PROFILE_HOME>

<WPS_HOME>\profiles\Custom02

<CUSTOMO3_PROFILE_HOME>

<WPS_HOME>\profiles\Custom03

<DB2_HOME>

CAIBM\DB2\SQLLIB

Note for Windows users: When directory locations are passed as parameters to a Java™ program such as
EJBdeploy or wsadmin, it is necessary to replace the backslashes with forward slashes to follow the Java
convention. For example, replace C:\LabFiles61\ with C:/LabFiles61/
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Introduction

A deployment environment is a collection of configured clusters, servers, and middleware that collaborates to
provide an environment to host Service Component Architecture (SCA) interactions. For example, a
deployment environment might include a host for message destinations, a processor of business events, and
administrative programs.

Taking advantage of the network deployment capability, clusters and servers can collaborate or to be precise,
interconnected while they provide specific functionality. Depending on your requirements, you can assign
specific functions to each cluster or server within the environment, to provide performance, failover, and
capacity. In this lab, you will configure a custom deployment environment with a collection of three clusters and
a single managed server scaled across three managed nodes as shown in the diagram below:

WebSphere Process Server V6.1: Clustering
Custom Deployment Environment pattern

SCA™2 Service Component Architecture CEF=Commaon Event Infrastructure
BPC*=2 Business Process Choreographer ME*—= Messaqging Engines

In this lab, you will be installing the WebSphere Process Server core product files on all the designated host
machines. You will use the WebSphere update installer to update the WebSphere Process Server installations
with the available critical fixes or refresh packs. Eventually you will use the ‘Profile Management Tool’ and
create a deployment manager profile, create WebSphere Process Server Common database manually, and
then create three custom profiles which get federated to the deployment manager. Finally you will create and
generate a custom deployment environment designed to meet the business integration requirements using the
deployment environment creation wizard.
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Part 1: Identify the deployment environment pattern and assign functions

In this part of the lab you will identify a custom deployment environment pattern and assign the functions to the
deployment targets. To design a custom deployment environment, you need to understand the functionality of
each component, interrelationships, dependencies, restrictions, and then designate the functionality to each
cluster and servers (deployment targets). To achieve this you need to learn about the various components,
their interrelationships and considerations.

Component Related component Considerations
Service Component Messaging Not available if messaging is not configured or made
Architecture (SCA) available on the deployment target where SCA is being

configured. Messaging can be configured local to the
deployment target or can be remote. In this lab
messaging is made available locally.

Common Event Messaging CEl server configuration is not available if the
Infrastructure (CEI) deployment target is not configured for messaging
server
Business Process Messaging, SCA, BPC Container configuration is not available if the
Choreographer (BPC) BPC Explorer deployment target is not configured for messaging and
container SCA support.
Business Process BPC Container BPC Explorer is only available if BPC Container is
Choreographer (BPC) made available in the same collaborative unit*.
Explorer
Business Process BPC Container, Configure first the Common Event infrastructure server
Choreographer (BPC) Common Event on the same deployment target that you plan to use for
Event Collector Infrastructure, BPC the BPC Event Collector.

Observer

BPC Event Collector is only available once you have
configured the BPC container in the same collaborative

unit*.
Business Process BPC Container, BPC BPC Observer configuration is available once you
Choreographer (BPC) Event Collector select a BPC Event Collector in the same collaborative
Observer unit*,
Business Rules SCA Business Rules Manager configuration is available
Manager once you configured SCA support on the same

deployment target.

Only one Business Rules Manager can be configured
for a given deployment environment.

Collaborative unit*: The configuration of the part of a deployment environment that delivers required behavior
to an application module. For example, a messaging collaborative unit includes the host of the messaging
engine and deployment targets of the application module, and provides messaging support to the application
module.
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Assign the components and define the function of each deployment target:

Clusters and managed
servers

Components assigned

Functional considerations

ME* Cluster

(custom.Messaging)

—>SCA application

- Service Component Architecture (SCA)
application bus

->SCA system bus

—>Business Process Choreographer (BPC)
bus

Common Event Interface (CEI) bus

Messaging is configured for local
making available for SCA
application configuration.

ME* Cluster is where all the
messaging engines are located.
The messaging engines enable
communication amongst the nodes
in the deployment environment.
This cluster can consist of
members on nodes created with
WebSphere Application Server
instead of WebSphere Process
Server if the cluster solely provides
the messaging function.

CEI* Cluster

(custom.EventSupport)

-> CEl server application

- Business Process Choreographer
(BPC) Event Collector application

- Business Process Choreographer
(BPC) Observer

CEI* Cluster hosts the Common
Event Infrastructure (CEI) server and
provides infrastructural support to
other clusters and servers in the
deployment environment.

Configured to use remote messaging
provided by ‘ME* Cluster’

BPC* Cluster

(custom.Application)

- SCA support

- Business Process Choreographer
container

- Human Tasks manager

- Business Process Choreographer
Explorer

BPC* Cluster is configured to
support Business Process
Choreographer components followed
by the SCA support configuration.

SCA support is configured to use
remote messaging provided by ‘ME*
Cluster’

Remote CEI support is provided by
the ‘CEI* Cluster’

support (managed
server)

(support)

- SCA support

- Business Rules Manager

‘support’ is a managed server
exclusively used to configure
Business Rules Manager
application.

SCA support configured to use
remote messaging provided by ‘ME*
Cluster’

Note: The assignment of components and functions to various deployment targets in this lab are done to walk
you through all the configuration actions that take place during a custom deployment environment creation
process.
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Part 2: Installing the WebSphere Process Server core product files

In this part of the lab you will install WebSphere Process Server core product files on all the host machines.
This gives an opportunity to update the installation with available critical fixes or refresh packs and create
profiles of your choice using the WebSphere Process Server ‘Profile Management Tool (PMT)'.

Note: Installing only the WebSphere Process Server core product files, that is without any profiles being
created allows you to update the installation with available critical fixes or refresh packs. Visit ‘Appendix 4:
Installing the Update Installer for WebSphere Software’ at the end of this document.

Complete the following instructions to install the WebSphere Process Server core product files using the
WebSphere Installation Manager:

1. Unpack the WebSphere Process Server installation archive file into a directory to create an on-disk
image. ( Example:- C:\CDImageV61\ ), double click on launchpad.exe to launch the Common
Launchpad program

2. On the welcome screen, click on the ‘WebSphere Process Server Installation’ link in the left pane
and then click the ‘Launch the installation wizard for WebSphere Process Server for
Multiplatforms’ link to the right

ﬁ_, IBM Web5sphere Process Server b.1

WebSphere. Process Server Launchpad ;
=2

Language selection: |Eng|ish j

Welcorme

WebsSphere Process Server for Multiplatforms
WebSphere Process Server

installation sgee— —— installation

Message service clients

installation — = R Launch the installation wizard for WehSphere Process Server
L for Multiplatforms

Additional software Install WebSphere Process Server for Multiplatforms using the

installation installation wizard.

IBM Update Installer for
WebSphere Software
installation

MOTE: ‘While installing from CD-ROM, the initialization of the
installer may take a considerable amount of time, Please do
not click aon this link again as doing so may cause the

IEM Installation Factory for initialization of installer to fail.
WebSphere Process Server
o Dpen the information center

IBM WebSphere Process Complete technical product documentation available
Server Help System onling, in PDF book format, or as Eclipse document plug-
installation ins, which you can download and install on a local system.
IBM Support Assistant
installation I Read product overview and installation information

i Cwverview material and step-by-step instructions for
Exit installing the product, pravided in POF book format for

3. The install shield wizard for the WebSphere Process Server is launched
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i I6M WebSphere Process Server 6.1.0.0 =]
B . = e :

elcome to the IBM WebSphere Process Server 6.1.0.0 Installation Wizard

This wizatd installs IBMWebSphere Process Server 5.1 0.0 an your camputer.
Formaore information, seethe information center.

Click Next to continue.

IstallShield

= E:-‘Ii_;h'

Zancel

4. Click Next

5. Inthe following panel, read the license agreement. If you agree to the terms, select the radio button
for ‘l accept both the IBM and the non-IBM terms’. Click Next

6. Inthe following panel, review the system pre-requisite information panel. Click Next

7. Inthe following ‘WebSphere Process Server Installation Type Selection’ panel, select ‘Typical
Installation’ from the available ‘Installation Types’

i 1IBM WebSphere Process Server 6.1.0.0 S =]

WehSphere Process Server Installation Type Selection

Selectthe type of installation that best suits your needs.
Installation Types:
Typica ation
Deployment Environment Installation
Client Installation

~Description—

Thisis & full installation ofYWehSphere Process Serer that allows you to
define an inittal WehSphere Process Serer environment of one
stand-alane server, deplovment manager, or custom profile. Alternatively, it
dllowes wou to run the Profile Management Tool in order fo create your

environment.
[rztallEfield -
= Back Cancel
8. Click Next
9. Inthe following ‘Feature Selection’ panel, accept the defaults
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i IBM WebSphere Process Server 6.1.0.0 [_ O]

Features Selection

Select IBM WebSphere Process Server features to install. See the information
center for descriptions of the features.

[~ Business Fule Beans {deprecated)
[T Estended Messaging Servicefdepracated)

[ WehSphere Process Serer samples

The samples include both source code files and integrated entarprise
applications that demonstrate some of the |atest Java (T 2 Platform,
Enterprise Edition (J2EE) andWebSphere technologies. The Samples-are
recommended for installation to learning and demonstration environments,
such as development environments. However, they are notrecommended
for installation to production semner environments:

[FetEllShel

= Back Zancel

10. Click Next

11. In the following 'Installation Root Directory for WebSphere Process Server’ panel, to specify a
different for the ‘Product installation location’, click the Browse button

e Product installation location : C:\IBM\WebSphere\ProcServer

i IBM WebSphere Process Server 6.1.0.0 P ]

Installation Root Directory for WehSphere Process Server

WebSphere Process Server will be installed to the specified directory. You can
specify a different directony or click Browse 10 select a directory.

Note: The Wiindows operating systerm limits the length of & fully gualiied path to
256 characters. A long path hame for the installatiob root directory makes it
more likebethat this limitwill be exceeded when files are created during normal
product use. Keep the path name ofthe installation root directory as short a5
possikle.

Froductinstallation location;
IC:IIEIMIWEbEpherelF‘rncSewer

Erowse.. |

Ieta|lShisld
=-Back Cancel
12. Click Next
13. In the following ‘WebSphere Process Server Environments’ panel, select None
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Note: Selecting ‘None’ for WebSphere Process Server environment, installs the core product files and does
not create any profiles or runtime servers. You can update the installation with the available critical fixes or
refresh packs and use the Profile Management Tool (PMT) which provides several options for creating or

augmenting new WebSphere Process Server profiles.

i IBM WehSphere Process Server 6.1.0.0 =]

WehSphere Process Server Emaronments

selectthe type of WWehSphere Process Server anvironment to craate dutring
instatlation. Athough only ohe environment type can be chosen, additional
profiles can he created after installation using the Profile Management Tool,

Stand-alone server
Deployment manager

Custom

~Description - 1
WebSphere Process Serverrequires atleast ane profile to be functianal.
Selectthis option anby ifone or more profiles will be created using the

Profile Management Tool afterinstallation.

Installshiels
= Back Mext = Cancel
14. Click Next
____15. Click Yes over the warning dialog

Warning

WiehSphere Process Server requires atleast one profile to be functional.
s Are you sure youwant o proceed swithout creating & profile?

o |

16. In the following ‘Installation Summary’ panel, review the process server installation summary

2008 April, 09 IBM WebSphere Process Server 6.1 — Lab exercise Page 10 of 88

WebSphere Process Server V6.1: Custom deployment environment



© Copyright IBM Corporation 2008. All rights reserved

IBM WEBSPHERE PROCESS SERVER 6.1 — LAB EXERCISE

i IEM WebSphere Process Server 6.1.0.0 Mi=] E3

Installation Summanry
Review the summary far correctness. Click Back to change values on previous
panels. Click Hext to start installing WehSphere Process Semver.

The following products will be installed:
# WehSphere Process Server
Prociuct instaliation focation: CABEMWebSphere\ProcServer
# WehSphere Application Server Network Deployment
Prociuct instaliation focation: CABEMWebSphere\ProcServer
The following features will be included:
# Core product files
The total size will be:
» 1439 MEB
The following profile type was selected:
# Mone

Administrative security enabled:
# Falze

ImstallZhield

= Back Cancel

17. Click Next to continue with the installation. The installation progresses and would take a couple of
minutes to complete. Once the installation is complete, review the ‘Installation Results’ panel

i IBM WebSphere Process Server 6.1.0.0 =]

Installation Results

Success: The following prnduct{s} were successiully installed.

# WehSphere Process Senver
CAEMWehSphergiPracSener

# WehSphere Application Server Hetwork Deployment
CAIBMATehSphere\FrocSemner

The following profile type was selected:
# PMone

The next step is to-create a run-tirme environment, known as & profile. At least
ane prafile must existto have a functiohal installation. Each profile contains
either a deployvment manager, a node that is administered by a deployment
manager, or g stand-alone server. You can create g profile from the comimand
line using the manageprofiles command orusing the-Frofile Management
Tool.

r reate g new WehSphere Process Senver profile Using the Profile
ianagement Tool

Click Finish to exit:

[astallSthield

it
|Ea
ik}
-«

Rt Finish

18. Unselect the check box for launching the profile management tool and click Finish
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Part 3. Creating the deployment manager profile

In this part of the lab, you will create a WebSphere Process Server deployment manager profile with an
advanced profile creation option.

Pre-requisites:

» Make a decision on where the database server will reside. ‘Local’ or ‘Remote’ to this deployment
manager host machine

» Make a note of the fully qualified host name of the database server host machine
» Make a note of the database server port number

Complete the following instructions to create a WebSphere Process Server deployment manager profile using
the Profile Management Tool:

1. From the start menu under IBM WebSphere - Process Server 6.1 select the Profile
Management Tool. The WebSphere Process Server Profile Management Tool is launched.

Note: Alternatively, you can launch the Profile Management Tool by running the ‘pmt.bat (sh)’ script located at
‘SWPS_HOME>\bin\ProfileManagement’

[ Profile Management Tool [_ O]

Welcome to the Profile Management tool . -,

ED]

Important information for ¥ersion 6.1

This wizard creates run-time environments that are referred bo as prafias AF leask one praofile must &xisk
ko hawve a functional installation.

An initial profile is created during the installation process. Use this wizard to create additional profiles that
each conkain a sek of commands, configuration files, log files, deployvable applications and other information
that defines a single application server environment,

See the online information center For more information about the Profile Management tool or about sebking
up tvpical topolagies for application servers,

ivebSphere Gpplication Server - Online information cenker link

WebSphere Enterprise Service Bus - Online information center link

WehSphere Process Server - Online information center link.

Bk l [ I EinEh Zancel

2. Click Next on the Welcome panel

3. Inthe following ‘Environment Selection’ panel, select ‘WebSphere Process Server
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[§ Profile Management Tool M=]

Environment Selection

‘ | -.'3]
0

Seleck the bype of environment ko create,
Environments:

Zell {deployment manager and a federated application server)
Deployment manager

application seryver

Custom profile

WebSphers Enterprise Service Bus
bsphere Pror Server

~ Description

YWebSphere Process Server is the next generation business process integrakion server that has

evolved From proven business integration concepts, application server technologies, and the latest
open standards,

+ Back I Mext = I st Zancel

4. Click Next

In the following ‘Profile Type Selection’ panel, select ‘Deployment manager profile’ from the
available ‘Profile types’

& Profile Management Tool

] B
Profile Type Selection

LLRE

Select & profile byvpe For the WiebSphere Process Server environment,
Profile Twpes:

nent manager prafile

Stand-alone process server profile
Custom profile

i~ Description

&webSphere Process Server deployment manager administers application servers that are
federated into (made a part ofits cell,

< Back | fexk = I sk | Zancel |

6. Click Next

7.

In the following ‘Profile Creation Options’ panel, select the radio button for ‘Advanced profile
creation’
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Lri Profile Management Tool M=]
Profile Creation Options :

Choose the profile creation process that meets wour needs, Pick the Typical option to allow the Prafile
Management kool ko assign a set of defaulk configuration values to the profile, Pick the Advanced
option to specify wour own configuration walues For the profile.

" Typical profile creation

Create a deplovment manager profile that uses default configuration settings. The Profile
Management kool assigns unique names to the profile, node, host, and cell, The kool also
assigns unigue port walues, The administrative console will be installed, and you can optionally
select whether ko enable administrative security, The taal might create a system service ko run
the deployment manager depending on the operating system of your machine and the

privileges assigned to your user account, The Common database will be set to Derby Mebwork,
SErvEr,

[F Advanced profile creation;

Create a deployment managet prafile using defaulk canfiquration settings, or specify wour own
walues For setkings such as the location of the profile and names of the profile, node, host, and
cell. fou can assign wour own port values, You can optionally choose whether to deploy the
administrative console, ¥ou might have the option ko run the deployment manager as a syskem
service depending on the operating syskem of your machine and the privileges assigned to your
user account, ou can also assign vour own configuration values For the Common database.

™ Deployment environment profile creation

Create a deplovment manager profile using the same configuration options as those in
advanced profile creation with the addition of choosing a deplovment evironment patkern for

the deployvment manager,
< Back I Mext = I Einish Zancel

Note: Selecting the ‘Advanced profile creation’ option gives you a privilege to control your environment
setup is ideal for creating a custom deployment environment.

8. Click Next

9. Inthe following ‘Optional Application Deployment’ panel, select the radio button for ‘Deploy the
administrative console (recommended)’

[ Profile Management Tool =]
Optional Application Deployment

Select the applications to deploy to the WebSphere Process Server environment being created.

v Deploy the administrative console (recommended),

Inskall a Web-based administrative console that manages the application server. Deploving the
administrative console is recommended, buk if wou deselect this opkion, the information center contains
detailed skeps For deploving it after the profile exisks,

< Back I Hext = I Eimish Cancel
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10. Click Next

11. In the following ‘Profile Name and Location’ panel, enter the deployment manager profile name
and the location where it will be created

___a. Profle name  : Dmgr01
___b. Profile Directory : <WPS_HOME>\profiles\Dmgr01

Ex: - C:\IBM\WebSphere\ProcServer\profiles\Dmgr01

L'i Profile Management Tool [_ O

3

Profile Name and Location

LLLg

Specify a profile name and directory path ko conkain the files For the run-time environment, such as
commands, configuration files, and log Files. Click Browse ko select a different directary,
Prafile name:

I Drngro1

Prafile direckory:

| CAIBMIWebSpherel ProcServerprofiles Dmgri 1

Browse, .. |

Important: Deleting the directory a profile is in does not completely delete the profile, Use the
manageprofiles command to completely delete a profile,

< Back

Eimish | Zancel |

12. Click Next

13.

In the following ‘Node, Host and Cell Names’ panel, enter the following parameters:

___a. Node name : dmgr01CellManager01

___b. Host name : dmgr01.austin.ibm.com ( fully qualified host name of the host machine)

___c.Cellname :dmgr01CellO1
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[§ Profile Management Tool =]

Mode. Host, and Cell Names

RELL

Specify a node name, a host name, and a cell name For this prafile.
Mode name:

I dmgr01CellManagerl

Hosk nare:

| dmgr01, austin.ibm,com
Zell name:

| dmgro1celin

For more information about profile naming and augmentation considerations, see the online information center,
Cnling inforrmation center link.

< Back. Eimish Zancel

14, Click Next

15, Inthe following ‘Administrative Security’ panel, enter username and password
___a. Select the check box for ‘Enable administrative security’
___b. User name :wps6ladmin
__c. Password s wps6ladmin

___a. Confirm Password : wps6ladmin

L"i. Profile Management Tool =]

Administrative Security é

Chonse whether to enable administrative security, To enable security, supply a user name and passward
For lagging into administrative tools, This administrative user is created in a repository within the process
server, After profile creation finishes, wou can add more users, groups, or external repositories,

LR

¥ Enable administrative security
User name:

I wpsE L admin

Password:

Canfirmn passwaord:

See the information center For more information about administrative security.

Cnline information center link,

< Back. Eimish Cancel
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16. Click Next

17. In the following ‘Port Values Assignment’ panel, review the ports assigned. You can change them
to the new values, but ensure that the port numbers do not conflict with other services running on
this host machine

[§ Profile Management Tool =]

Fort Yalues Assignment

The walues in the Following Fields define the ports For the deplovment manager and do not conflict with other
prafiles in this inskallation, Another installation of YWebSphere Application Server, WebSphere Process Server,
“WebSphere Enterprise Service Bus, or ather programs might use the same ports, To avoid run-time part
conflicts, werify that each port value is unique.

AL

Defaulk Pork Values | Recommended Pork Yalues

Adrinistrative consale pork (Default 90607): oggn ==
Adrinistrative console secure pork (Defaulk 2043): gz =
Bookskrap part (Defaulk 930900 gana =
SOAP connector port (Defaulk 3879005 gaFa =
SAS 551 Serverfuth port (Default 940132 9401 =
CSIVZ Serverfuth listener port {Default 94030 1) 9403 =
CSIVE Multiguth listener port (Default 94025k 40z =
CRE listener port (Defaulk 91000057; 9100 ==

Cell discovery pork (Defaulk 727716 T2FT =2

Julalaleleldulals

High availability manager communication port (DCS)Defaulk 9352307 |gage =

< Back Einish | Zancel

18. Click Next

19. In the following ‘Windows Service Definition’ panel, clear the check box for ‘Run the deployment
manager process as a Windows service’ and click Next

20. Inthe following ‘Database Configuration’ panel, ensure the following parameters are set:

___a. Choose a database product : DB2 Universal Database

___b. Select the check box for ‘Override the
destination directory for generated scripts’ and then click the ‘Browse’ button to specify a
different ‘Database scripts output directory’

e Ex: <DMGR_PROFILE_HOME>\dbscripts\CommonDB\DB2\<DB_NAME>
___C. Select the radio button for ‘Use an existing database

___d. Database name : WPRCSDB
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___e. Select the check box for ‘Delay execution of database scripts for new or existing database’

[ Profile Management Tool [_[O]

Database Configuration DZ]

Warious components use WebSphere Process Server common database, Choose a database type and enter
the information based on that bvpe,

R

Choose a database produck:

IDBE Universal Database j

[IF Creerride the destination directory For generated scripts.

Database script oukpuk direckary:

I CAIEMYWebSphere\ProcServerprofiles| Dmgr0 1 dbscripts CommonDE\DEZ \WPRIZSDE

Browse, .. |

" Create a new local database,
[-F Ise an existing database, ]
Database name:
| WPRCSDE

[]7 Dielay execution of database scripts For new or existing database. |

< Back I Mexk = I Eimish Cancel

Note: You can select the ‘Create a new database’ if the supported database product or a client is local to the
deployment manager profile. If the database product is remote to this deployment manager host machine,
select the ‘Use an existing database’ option. Also select the option to delay the execution of the database
scripts if the WPRCSDB database is not yet created. You can use the generated database scripts to create the
WPRCSDB database and tables once the deployment manager profile is created. WPRCSDB is the name of
the WebSphere Process Server Common database.

21. Click Next

22. Inthe following ‘Database Configuration (Part 2)' panel, enter the following parameters:

___a. User name to authenticate with the database : db2admin

___b. Password for database authentication : passwOrd
___¢. Confirm Password : passwOrd
__d. Location of JDBC driver classpath files : <accept the defaults>
___e. Database server host name : Ex: dbserver.austin.ibm.com
___f. JDBC driver type 4
___g. Server port : 50000
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Database Configuration {(Part 2)

Ll*i Profile Management Tool =]

AARAL

Additional information is required ko complete configuration For the DBZ Universal Database database,

ser name ko authenticate with the database:

| dbZadmin

Password for dakabase authentication:

Confirm passwiord;

Location {directary) of JDBC driver classpath files:

| CAIEMYwebsphere| ProcerveruniversalDriver _wbitlib

IDBC driver bype:
iz

Database server host name (For example IP address):

Browse, ., |

I dbserver, austin.ibm.cam

Server pork:

| 50000

< Back I Mext = I Einish Cancel

Note: If you are not sure about the database server host name and the port number at this time, you should
choose the delay execution of database scripts option in the previous panel. To continue further, enter some
dummy host name and port number. However you should update the data sources with the correct information
once the profile creation task is complete.

23. Click Next
24. In the following ‘Profile Creation Summary’ panel, review the deployment manager profile creation
summary and click ‘Create’ button. The profile creation progresses. Once the installation is
complete, ensure the check box for ‘Launch the First steps console’ is selected to verify for a
successful deployment manager profile creation
2008 April, 09 IBM WebSphere Process Server 6.1 — Lab exercise
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Lri Profile Management Tool [_ O

Profile Creation Complete

LLLg

The Profile Management tool created the profile successfully.

The nexk step in creating a Metwark Deployvment environment is to skart the deployment manager so that
nodes can be Federated into its cell, After the deplovment manager is started, vou can administer the nodes
that belong to the cell,

You can skart and stop the deplovment manager from the command line or the First steps console, The Firsk
steps console also has links to an installation verification test and other information and features that relate
ko the deplovment manager,

™ Launch the Firsk steps console. !
To create another promle now, select the following option,

[ Create another profile,

To start the Profile Managemenk kool laker, use the pmit command in the msfad soodbingProfileManagement
directary ar the option in the First steps console,

< Back [ExE = | Einish I Zancel

25. Click Finish

Note: Now that you successfully created the WebSphere Process Server deployment manager profile, run the
generated database scripts to create the WebSphere Process Server Common database and tables.
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Part 4: Creating the common database and tables

In this part of the lab, you will create the WebSphere Process Server Common database and tables.
WebSphere Process Server installation requires the common database and its tables to function.

Note: In this lab, you will use one database for all the tables of all the WebSphere Process Server components
and they will be silently created during the configuration.

Pre-requisites:-

» Install and configure the WebSphere Process Server supported database product on the designated
host machine. In this lab, a supported DB2 version is used and the instructions are based on the DB2
product.

e Ensure the DB2 server is running at this time

 Copy the WebSphere Process Server Common database scripts to a temporary location of your
database product host machine. The database scripts are generated to the following location:

0 <DMGR_PROFILE_HOME>\dbscripts\

Address Ij:l CHIEMYWebSphere\ProcSeryerprofilestDrmgr0 1 dbscriptst CommonDE\DEZ, WPRCSDE j ﬂ G0 |

cnnFigCDmmDnDB.batE createTable _customization.sql
configCommaonDE. sh E] createTable_EsbloggerMediation, sql

E] createDatabase_CommonDE, sgl E] createTable_lockmanager.sql

5| createDETables. bat E] createTable_mediation, sgl

createDBTables, sh E] createTable_Recovery,sgl

E] createTable_AppScheduler.sql E] createTable_RelationshipMetadataTable, sql
E] createTable_CommonDE . sql E] insertTable_CommonDE. sql

Complete the following instructions to create the common database:
1. Creating WebSphere Process Server Common database (WPRCSDB)

___a. Review the following WebSphere Process Server common database scripts and make
modifications if necessary:

Note: The database scripts are generated based on the information you provided in the database configuration
panels during the WebSphere Process Server deployment manager profile creation. The parameters of
interest to you are the database name, DB2 administrative user name and password, and the WebSphere
Process Server version information. You can modify this information at this time.

» Edit the configCommonDB.bat script and review the following parameters:
+ DB_NAME=#DB_NAME# where as #DB_NAME# is WPSCSDB
Ex: DB_NAME=WPRCSDB
e DB_USER=#DB_USER# where as #DB_USER# is db2admin

Ex: DB_USER=db2admin
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e Editthe insertTable_CommonDB.sql script and review the following parameters:
» #MajorVersion#, #MinorVersion#, #RefreshPackLevel#, #FixpackLevel#

Ex: 6,1,0,0

IHSERT INTO SchemaVersionInfo VALUES | 'recovery.ejb'. &, 1. 0. 0. 0):

IHSERT IHTO SchemaVersionlnfo VALUES ('interfaceMediation'., 6. 1, 0. 0, 0);
IHSERT IHTO SchemaVerzionInfo VALUES [ 'relationshipSerwvice'. 6, 1. 0. 0. 0):
INSERT INTO SchemaVersionInfo VALUES ( 'scheduler wbi'. 6. 1. 0. 0. 03%:

IHSERET IHTO SchemaVersionInfo VALUES ('customization'. 6. 1, 0. 0, 03

IHSERT IHTO SchemaVerzionInfo VALUES [ 'perzistentlockmanager'. 6, 1. 0, 0. 0):
IHNSERT IHNTO SchemaVersionInfo VALIUES ('UPS'. 6, 1. 0. 0. 0);:

___b. Open a command window and change directory to where the database scripts are located
* Runthe ‘db2cmd’
* Run the following script with the recommended usage:
« configCommonDB.bat [createDB]
Ex: configCommonDB.bat createDB

» The above script creates the common database, that is WPRCSDB and prompts for the
DB2 administrator password. Enter the DB2 administrator password

» Press ‘Enter’. This action runs all the SQL scripts listed in the picture above. Ensure that
there is no failure.

___c. Close the DB2 command window.

2. Start the deployment manager and ensure it starts successfully. Review the SystemOut.log for any
database connection related failure messages.

3. Test the data sources for connection to the WebSphere Process Server Common database. The
following are the data sources of interest:

___a. Login in to the deployment manager administrative console. In the left navigation pane, expand
‘Resources - JDBC’ and click the ‘Data Sources’
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Mew Delete |[ Test connection |] Manage state,,.

=R

Select| Mame & IMDI name Scope I Provider

DBZ Universal
JDBC Driver
Pravider [XA)

v ESBLoggerMediationDataSource | jdbc/mediation/messagelog | Cell=dmgrolcellol

Cell=drgrdlCellol | DBZ2 Universal

WERI DataSource jdbcfWRSDE
JDBC Driver
Provider [XA)
Total 2

Description ;
Default data
source for ESE
Lagger
Mediation

WBI_DataSource

___b. Select the check boxes for the ‘ESBLoggerMediationDatasource’ and ‘WBI_DataSource’ and

then click the ‘Test connection’ button.

___c. Ensure the database is successfully connected
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Part 5. Creating the WebSphere Process Server custom profiles

In this part of the lab, you will create a WebSphere Process Server custom profile. A custom profile is an
empty profile that gets created and eventually can federate itself to the WebSphere Process Server
deployment manager profile.

Note: It is mandatory that you create a custom profile, which is an empty node that has no runtime servers
created or any configuration changes occurred and federate it to the deployment manager.

Prerequisites: -

» Before proceeding further, ensure the deployment manager you want to federate this custom node is
installed and running successfully at this time

» Make a note of the fully qualified host name of the deployment manager host machine
» Make note of the deployment manager SOAP port number

 Make a note of the primary user name and password of the deployment manager administrative
security credentials, if enabled

1. From the start menu under IBM WebSphere> Process Server 6.1 select the Profile Management
Tool. The WebSphere Process Server Profile Management Tool is launched

2. Click Next on the Welcome panel
3. Inthe following ‘Environment Selection’ panel, select ‘WebSphere Process Server’

[§ Profile Management Tool _ (O]

Environment Selection Q

LLLy

Select the bype of environment to create.
Enwironments:

el {deployment manager and a federated application server)
Deployment managet

Application server

Zuskom profile

WebSphers Enterprise Service Bus

“itebephere Process Seryver

Description
WiebSphere Process Server is the next generation business process integration server that has
evolved from proven business integration concepts, application server technologies, and the latest
apen standards,

= Back I Mext = I Finish Zancel

4. Click Next
5. Inthe following ‘Profile Type Selection’ panel, select ‘Custom profile’ from ‘Profile Types’
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L"i. Profile Management Tool Mi=] E3

Profile Type Selection

LLLg

Select a profile kype Far the ‘WebSphere Process Server enwironment,
Profile Types:

Deployment manager profile
|Stand-alone process server profile
‘CLskom profile

— Descripkion

& WebSphere Process Server cusktom profile contains an empky node, which does not contain an
administrative console or servers, The kypical use for a custom profile is to federate its node to a
deplovment manager. After Federating the node, use the deplovment manager ko create a server or a
cluster of servers within the node.

< Back I Mexk = I Eimish Zancel

6. Click Next

7. Inthe following ‘Profile Creation Options’ panel, select the radio button for ‘Advanced profile
creation’

[ Profile Management Tool _ O]

Profile Creation Options

Choaose the prafile creation process that meets vour needs, Pick the Typical apkion ta allaw the Prafile
Management toaol ko assign a sek of default configuration walues ko the profile, Pick the Advanced
option ko specify your own configuration walues For the profile.

LEAA

™ Typical profile creation

Create a cuskom profile that uses default configuration settings, The Profile Management kool
assigns Unique names ko the prafile, node, and haost, Yau can specify whether ta Federate the
node ko an exisking deployment manager or federate the node later, &ll required databases
will be set to Derby Mebwork, Server,

[-ﬁ' Advanced profile u:reatiu:un?]

Create a cusktom profile using defaulk configuration settings, or specify your own values For
the settings such as the lacation of the profile and names of the profile, node, and hast, ou
can specify whether to federate the node ko an existing deplovment manager or Federate the
node later. You can also specify wour own walues For the Common database configuration.

" Deployment environment profile creation

Create a cuskom praofile using the same configuration options as those for advanced profile
creation. ou must specify how to Federate the node to an existing deplovment manager with
a defined deployment environment patkern, You must also specify at leask one clusker ko
aszign this node to on the deployment environment topalogy.

< Back. I Mexk > I Eimish Zancel
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8. Click Next

9. Inthe following ‘Profile Name and Location’ panel, specify the profile name and the location where
it will be created

___a. Profile name : CustomO1l1
___b. Profile Directory : <WPS_HOME>\profiles\Custom01

Ex: - C:A\IBM\WebSphere\ProcServer\profiles\Custom01

L"'i Profile Management Tool H=]
Profile Name and Location 9

LLLy

Specify a profile name and directory path to contain the files For the run-time environment, such as
commands, configuration files, and log Files, Click Browse ko select a different direckory.
Prafile name:

| Cuskomdl

Profile directory:

| CAIBMIWebSphere)ProcseryeriprofilesiCostomi 1

Browse, .. |

Important: Deleting the directory a profile is in does not completely delete the profile. Use the
manageprofiles command ko completely delete a profile.

< Back

Eimish | Cancel |

10. Click Next

11. In the following ‘Node and Host Names’ panel, enter the following parameters:

___a. Node name : customNode0l

___b. Host name : Ex: nodeO1.asutin.ibm.com (fully qualified host name)
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[ Profile Management Tool =]

Mode and Host Names Q

LEEs

Specify a node name and a hast name For this prafile.

Mode name:

| cuskomMode01

Hosk name:

I rode0l , auskin.ibm, com

Mode name: & node name is used by the deplovment manager For administration, The name musk be
urique within the cell,

Host name: A host name is the domain name system (DMSY name {shork or long) or the IP address of
this computer,

For mare information abouk profile naming and augmenkation considerations, see the online information

center,

Cnline information center link,

< Back Einish Cancel

12. Click Next
13. In the following ‘Federation’ panel, enter the following parameters:

___a. Deployment manager host name or IP address : Ex: dmgr0l.austin.ibm.com (fully qualified
host name)

___b. Deployment manager SOAP port number : 8879 (Default)

___c. Deployment manager authentication (if administrative security is enabled)
* User name : wps6ladmin
» Password :wps6ladmin

___d. (Optional) Select the check box for ‘Federate this node later’ to manually federate this node
using the ‘addNode’ after the profile creation completes

Note: The User name and Password must match the deployment manager Administrative Security
credentials. Also ensure that the deployment manager SOAP port number is correct. If you are unable to
connect, then the deployment manager may not be running or the information you provided in the ‘Federation’
panel is not correct.
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[ Profile Management Tool M[=]

Federation Q

Specify the host name or IP address and the SOAP pork number For an existing deployment managet,
Federation can occur only iF the deplovment manager is running.

AL

Deployment manager hosk name or IP address:

| drngr0l  austin.ibm, com
Ceployment manager SOAP port number {Default 88797
579

— Deployment manager aukhentication

Provide a user name and password that can be authenticated, if administrative security is enabled on
the deployment manager.

User name:

I vpsE 1 admin

Passwiord:

[ Federate this node later,
You must Federate this node later using the addMode command if the deployment manager:

- i5 ok running
- has the S0AP connectaor disabled

Eimish Cancel

14, Click Next
_____15. In the following ‘Port Values Assignment’ panel, review the custom profile port values assigned.
You can change them to the new values, but ensure that the port numbers do not conflict with other
services running on this host machine. Click Next
_____16. Inthe following ‘Database Configuration’ panel, enter the following parameters:
___a. Select ‘DB2 Universal Database’ as the database product used on deployment manager
___b. Location of JDBC driver classpath files: <WPS_HOME>\universalDriver_wbi\lib
Ex: C:\IBM\WebSpehre\ProcServer\universalDriver_wbi\lib
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L"i. Profile Management Tool [_ O

Database Configuration é

Watious components use WebSphere Process Server comman dakabase, Choose a database type and
enkter the information based on that type,

LLLg

Chonose the database produck used on the deployvment manager:

IDBZ niversal Database j

Location (directary) of JDBC driver classpath files:
| CAIBMIWebSphere\Proc3erveriuniversalDriver_whillib

Browse, .. |

Eimish | Cancel |

17. Click Next

18. In the following panel, review the custom profile creation summary information and click Create. The
profile creation progresses. Once the installation is complete, ensure the check box for ‘Launch the
First steps console’ is selected to launch the first steps console

19. Click Finish once the profile creation is complete

Note: The above instructions lead you to create a custom profile and federated it with the WebSphere Process
Server deployment manager. The node agent should have been started. Remember that this is an empty node
as no server (runtime) created at this time.

20. Create the second and third custom profiles named Custom02 and CustomO03 by repeating the
above instructions on the designated host machines. In this lab, the nodes are named as
customNode02 and customNode03
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Part 6. Create Clusters, cluster members and a managed server

In this part of the lab, you will create three clusters, their member servers and a managed server to
accommodate the various business integration functions and components.

Note: You must use a custom profile with the WebSphere Process Server product functionality, for the
deployment targets designated for Common Event Infrastructure server and Business Process Choreographer
Container support. Use ‘defaultProcessServer’ template. However the messaging cluster or server can consist
of members on nodes created with WebSphere Application Server instead of WebSphere Process Server if the
cluster solely provides the messaging function.

It is a best practice to plan for the number of clusters you will be creating. Also plan for number of member
servers, which cluster will be managing the member servers and on which managed node the member servers
will be created.

Clusters > Node > server mapping (Topology) table:

Clusters & Servers Nodes Member Servers & managed servers
customNode01 bpcl
custom.Application customNode02 bpc2
customNode03 bpc3
customNodeO1 mel
custom.Messaging
customNode02 me2
customNode02 ceil
custom.EventSupport
customNode03 cei2
support (managed server) customNode03 support

Pre-requisites:
» Ensure the DB2 server is running
e Ensure the Deployment Manager server is running
» Ensure all the node agents of the custom profiles federated to this deployment manager are running

o Inthe left navigation pane of the deployment manager administrative console, expand
‘System administration’ and then click the ‘Node agents’ link

o Inthe following ‘Node agents’ panel to the right, ensure that all the node agents display the
start status as green ()
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Stnp| Festart Festart all Servers on Mode
k| [
e
Select| Mame 2 Mode Warsion Status ti':l
r nodeagent custormModen2 Business Process =3
Chareographer
6.1.0.0 WD £,1.0.13
r nodeagent CustormnMode02 | Business Process =3
Choreographer
£.1.0.0MND &,1.0,13
r nodeagent custormModenl Business Process =3
Choreographer R

£.1.0.0 ND £.1.0.13

Complete the following instructions to create the clusters, their member servers and a single managed server:

1. Launch the WebSphere Process Server deployment manager administrative console, enter the
security credentials and then click the ‘Log in’ button

* URL: http://localhost:9060/admin

2. Inthe left navigation pane of the administrative console, expand ‘Servers’ and then click the
‘Clusters’ link

Ceployrent Envirenments

Application servers

Generic servers

Praouy Servers

Version 3 JMS servers

Web servers

Cluster topalagy

Generic Server Clustars

WebSphere MQ servars
Core groups

3. Inthe following ‘Server clusters’ panel, click the ‘New’ button to launch the cluster creation wizard
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Server clusters =

Server clusters

Uze this page to change the configuration settings for a cluster, & server cluster conszists
of a group of application servers, If one of the mermber servers fails, requests will be
routed to other mermbers of the cluster. Learn riore about this tazk in a quided ackivity, A
guided activity provides a list of task steps and more general information about the topic,

Preferences

ENew| | Delete | EStar‘tl ;Stc\pl | Ripplestart | | ImrmedisteStop
Select| Marme = Status ¢

Mone

Total O

4. Inthe following ‘Step 1: Enter basic cluster information’ panel, enter the ‘Cluster name’
¢ Cluster name : Ex: custom.Application

¢ Accept the defaults for the remaining parameters

Create a new cluster 7

Create a new cluster

=3 5tep 1: Enter basic Enter basic cluster information
cluster information

* Cluster name

|cu5tnm.App|icatinn |

¥ prefer local, Specifies whether enterprize bean

equeasts will be routed to the node an which the client
esides when possible.

I_ Configure HTTP zeszion mermory-to-rmermory replication

Cancel

5. Click Next

6. Inthe following ‘Step 2: Create first cluster member’ panel, enter the following parameters to
create the first cluster member on ‘customNode01":

__a. Member name : bpcl

__b. Selectnode : customNodeOl (from the drop down list)

__C. Weight : 2 (default). Depends on your environment

___d. Select the check box for ‘Generate unique HTTP ports’

__e. Select the ‘Select the member using an application server template’ option

¢ Select ‘defaultProcessServer’ from the drop down list
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Note: You must use a server template with the WebSphere Process Server product functionality, for the
deployment targets designated for Common Event Infrastructure server and Business Process Choreographer
Container support. Use ‘defaultProcessServer’ template.

Create a new cluster

Create a new cluster

Step 2: Create first
cluster member

mem

Step 4 Summmary

Create first cluster member

The first cluster mermber determines the server settings
for the cluster rmermbers, A zerver configuration tarmplate
iz created from the first member and stored as part of the
clustar data, Additional cluster rmermbers are copied fram
this ternplate,

* Mermber name

|bpc1 — |
Selact node

| customMode0liHD 6.1.0,13) =]
*Weignt

|2 (0,200

IF Generate unique HTTP ports

Select basis for first cluster member:

* Create the rmember using an application server termplate

I defaultprncesiﬁeruer;l

7 Create the member uzing an existing application

server as a template,
I (none] = i

* Create the mamber by converting an existing

application server,
I [monel - I

& Mane, Create an ermpty cluster,

| Previous | mMext| cancel |

7. Click Next

8. Inthe following ‘Step 3: Create additional cluster members’ panel, enter the following parameters
to create the second cluster member on ‘customNode02':

___a. Member name : bpc2

__b. Selectnode : customNode02

___¢. Weight : 2 (default). Depends on you're your environment

__d. Select the check box for ‘Generate unique HTTP ports’
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p 1: Enter i Create additional cluster members
ter inftorm

Enter inforrmation about this new cluster member, and dick Add
Merber to add this cluster member to the member list, A server
configuration ternplate is created from the first rmermber and
stared as part of the cluster data, Additional cduster members

S5tep 3: Create are copied from this termplate,
additonal cluster
* Mernber name
members
||:||:|C2 e |
Stap 4! Surmary
Step 4! Surmrmary Select node
| custorniode0nz(ND 6.1.0.13) +|
* Weight
B (0209

p Generate unigue HTTP ports

[I Add Mermber I]

Use the Edit function to edit the properties of a cluster member
that iz already included in thiz list, Use the Delete function to
rermove a custer member from thiz list, vou are not allowed to
edit or rermove the first cluster mermber or an already axisting
cluster member,

Select Wzl Modes Version Weight
narne
Busziness Process
Chareographer
bpcl t Mode0l 2
= FUSERIMEeCEtt e 10,0 D 61,0013

__e. Click the ‘Add Member’ button. This action adds the additional cluster member server to the
table as shown below:

Selact r::rr::er Modes Version Waight
Buziness Process
bpcl customMode0l g.hlc.‘rlile.ggr:;pg.ir.ﬂ.13 z
Buzimness Process
I bpc2 customMaode0z g.hlc.'rDE.EgNrSpﬁl-:iTDJE z

9. Inthe following ‘Step 3: Create additional cluster members’ panel, enter the following parameters
to create the third cluster member on ‘customNode03’:

___a. Member name : bpc3
___b. Selectnode : customNode03
__C. Weight : 2 (default). Depends on your environment
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___d. Select the check box for ‘Generate unique HTTP ports’

0 1: Enter 1= Create additional cluster members

ter intorme:

Enter information about this new custer member, and click Add
Mermber to add this cluster member to the mermber list. A servar
configuration ternplate is created from the first mmember and
stored as part of the cluster data, Additional cluster rmembers

Step 3: Create are copied from this termplate.
additional cluster
members * Maermber name
. . |bpc3 e |
Step 4: Surnmary
Select node
ﬁcustDmNDdEDS(ND 5.1.0.13);[]
* Waight
|2 | (0..20)

¥ _Genergte unjque HTTP ports

I Add Mermber I

Use the Edit function to edit the properties of a cluster member
that iz already included in thiz list, Use the Delete function to
rermove a cluster rmember from this list. You are not allowed ta
edit or rermove the first cluster mermber ar an already existing
cluster rmember.

Select Viembey Modes Wersion Weaight
narme
Business Process
Chareographer
bpcl custormModenl £.1.0,0 2
MO 5,1.0,13
Business Process
Chareographer
| bpcz custormModenz £.1.0,0 2
MO 5,1.0,13

__e. Click the ‘Add Member’ button. This action adds the additional cluster member server to the
table as shown below:

Mermber
narne

Select Modes Warsion Waight

Busziness Process
Choreographer
&,1.0,0

MO 5,1.0.13

bpcl custornMode0l

Busziness Process
Choreographer
6,1.0,0

MO 6,1.0,13

N bpcz custornMode0z

Busziness Process
Choreographer
6,1.0,0

MO 5,1.0,13

N bpcz custornMode0s

10. Click Next
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11. In the following ‘Step 4: Summary’ panel, review the summary of actions:

p 1: Enter
infs

Step 4 Summary

Summary

Surmrmary of actions:

Cptions

Values

Cluster MNarne

fustarn. Application]

Core Group

CefaultCoreGroup

Made group DefaultMadeGroup

Prefer local true

Configure HTTP zeszion

rmemary-ta-rnermary false

replication

Server name r;b_pcl Y

custormmMode0l(Business

Made Pracess Chareographer 6,1,0.0
MD 6.1.0.132)

Weight Z

Clane Termplate L\E'E'FELIHZPFDEESSSEFUEF A

Clane Type default

Generate unique HTTP
true

potts

Server name FEch Y

custormMode02(Business

Mode Process Choreographer 6.1.0.0
MD 6.1,0,13)

wWeaight z

Clane Termplate \Eefaultprncessﬂeruer .

Clone Type default

Generate unigque HTTP
true

ports

Server name l"EpcS Y

custormModel3(Business

potts

Made Pracess Chaoreographer £,1.0.0
MO £.1.0,13)
Waight 2
Clone Ternplate hdefaultProcessServer o
Clane Type default
Generate unique HTTP
true

| Prewvious | |Finish| |Canu:e|

12. Click Finish

13. Save to the master configuration and synchronize changes with the nodes

__a. Inthe left navigation pane of the administrative console, expand ‘System administration’ and
then click the ‘Save Changes to Master Repository’
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I Féﬁynchrnnize changes with Modes

Sa'.'el Discard | Cancel |

___b. In the following panel, select the check box for ‘Synchronize changes with the Nodes’ and
then click the ‘Save’ button

14. Repeat the above steps to create the custom.Messaging and custom.EventSupport and their
member servers. Take the ‘Cluster - Node - member server mapping table’ as a reference.

15. You should see the following three clusters created in the ‘Server clusters’ panel

New| Delate | Star‘t| Stn:rp| Ripplestart | IrmmediateStop |
Pl

Select| Marme Statuz ¢

I— custornApplication %

r custorn, EventSupport %

r custarn.Messaging %

16. Now create a managed server

___a. Inthe left navigation pane of the administrative console, expand ‘Servers’ and then click the
‘Application Servers’ link

Bl servers

Deplovment Environments

[ Applicatian SEF'.'EF_*-TEI

GRnaeric servers

Prouy Servers

Varsion 3 IMS servars

Web servars

Clusters

Cluster topalagy

Generic Server Clusters

WebSphere MO zervars
Core groups

___b. Inthe following ‘Application servers’ panel, click the ‘New’ button.
___c. Inthe following ‘Step 1: Select a node’ panel, enter the following parameters:
* Select node : customNode03

» Server name : Ex: support

2008 April, 09 IBM WebSphere Process Server 6.1 — Lab exercise Page 37 of 88

WebSphere Process Server V6.1: Custom deployment environment



© Copyright IBM Corporation 2008. All rights reserved

IBM WEBSPHERE PROCESS SERVER 6.1 — LAB EXERCISE

Step 1: Selecta Select a node

Select the node that corresponds to the server you wish to
create,

Select node
IcustnmNDdeDS ;I

* Server name

|5u|:-|:u:ur‘t

Next| Cancel |

___d. Click Next

___e. Inthe following ‘Step 2: Select a server template’ panel, select the radio button for
‘defaultProcessServer’

Select a server template

—3 Step 2: Selecta T |¢E|
server template
Select| Mame Tupe Specifies a description of an application server termmplate,
s DeveloperServer Sustemn Thizs ternplate iz optirnized to perfarm wall far
P ? developrment uses,
efau ystem e WwebSphere Default Server Termplate
8 default Systern | The webSphere Default S T lat

The wWebSphere Process Server (WPS) Default Server

[-F defaultProcessServer | Systermn
Ternplate

O defaulkESBEServer Systermn | The WebSphere ESB Default Server Template

Prewvious | I"-.Iext| Canu:e||

___f. Click Next

__ 0. Inthe following ‘Step 3: Specify the server specific properties’ panel, ensure the check box
for ‘Generate Unique ports’ is selected

___h. Inthe following ‘Step 4: Confirm new server’ panel, review the summary of actions
___i. Click Finish
___j. Save to the master configuration and synchronize changes with the nodes

17. Review the ‘Cluster Topology’

__a. Inthe left navigation pane of the administrative console, expand ‘Servers’ and then click the
‘Cluster topology’ link. Expand all the clusters to the full extent

2008 April, 09 IBM WebSphere Process Server 6.1 — Lab exercise Page 38 of 88

WebSphere Process Server V6.1: Custom deployment environment




2008 April, 09

© Copyright IBM Corporation 2008. All rights reserved

IBM WEBSPHERE PROCESS SERVER 6.1 — LAB EXERCISE

cell
= % custorn. Messaging

El (@ Modes

Process

Choreographer 6.1.0.0,

M

£,1.0,13)

= @ custormModed? (Business
Bl @ Cluster members
T me? w-=—

= @ custornMode0l (Business

Process

Chareocgrapher £.1.0.0,

M

5,1.0,13)

Bl @ Cluster members
?jj mel aE—
= % custorn Application

B & Modes
= @] custormModeds (Business

Process

Choreographer £.1.0.0,

ME

£.1.0.13)

B & Cluster members
% bpcl ape——

Process

Chareocgrapher £,1.0.0,

ML

6,1.0,13)

= [-ij custornMode0? (Business
Bl & Cluster members
% bpcz -=—

= [:f] custornMode0l (Business

Proacess

Choareographer £.1.0.0,

ME

£.1.0,13)

B & Cluster members
% bocl -=—
= % custorn EventSupport
H @ Modes

Process

Choreocgrapher £,1,.0.0,

ML

,1.0,13)

= [-ij custormMode0? (Business
Bl (@ Cluster members
PP coiz -=—

= [-ij custornMode0? (Business

Process

Chareocgrapher £.1.0.0,

ME

£.1.0,13)

B mil -=——

18. Review the ‘Cell Topology’

___a. Inthe left navigation pane of the administrative console, expand ‘System Administration’ and

then click the ‘Cell’ link.

___b. In the following ‘Cell’ panel, select the ‘Local Topology’ tab and expand all the entities to the full

extent
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Configuration Lacal Topalogy

B custormcell0l
El & nodes
@ custormCellManagerdl (Business Process Choreographer £,1,0,0, MO &6,1,0,13)
= @ custormModels (Business Process Choreographer 6,1,0.0, HD £,1.0,13)
[ (Zs servers
%ij nodeagent
% bpc2
B ceiz
I%i] supporh s —
= @ custormMode0? (Business Process Choreographer 6,1.0.0, MD &.1.0.13]
[ (@ servers
'-Tfi] nodeagent

= [‘3] custormmModell (Business Process Choreographer 6.1.0.0, HD £.1.0,132)
B & servers
I%i] nodeagent
% boct
B me1
(3 applications
El (& clusters
&@ cuztorn. Application
fﬂ@ custorn. Messaging
fﬂ@ custorn. EventSupport
(] nodegroups
7] coregroups

19. Start the clusters and the managed server

Note: Ensure all node agents are running at this time. (System Administration - Node agents)

___a. Inthe left navigation pane of the administrative console, expand ‘Servers’ and then click the
‘Clusters’ link

___b. In the following ‘Clusters’ panel, select the check box for all the cluster listed

Mew Delate | Stnp| Ripplestart | IrmrnediateStop |

Select| Mame & Status ti':l
v custorm Application x
v custorm, EventSupport ®
v custorm, Mes=saging B

___c. Click the ‘Start’ button. This action starts all the member servers assigned to the respective
clusters. Review the runtime logs for all the member servers

20. Now start the managed server
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a. In the left navigation pane of the administrative console, expand ‘Servers’ and then click the
‘Application servers’ link

b. In the following ‘Application servers’ panel, select the check box for ‘support’ and then click
the start button.

c. Review the runtime logs and ensure the managed server has successfully started
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Part 7: Create and generate a custom deployment environment

In this part of the lab, you will create and eventually generate a custom deployment environment. You will use
the deployment manager administrative console and launch the deployment environment creation wizard;
assign clusters and managed servers to the collaborative units based on the functionality assigned to them
and eventually generate the custom deployment environment. Generating a custom deployment environment
configures the necessary resources, creates database tables, and configures applications on the designated
deployment targets (clusters and managed servers assigned).

To configure a custom deployment environment, you need to divide the functions amongst clusters using the
collaborative units. Collaborative units allow functions to be spread depending on your needs onto different clusters
and managed servers that work together as a unit to further increase isolation, function consolidation, throughput
capabilities and failover.

Note: Ensure that the clusters and servers that you are adding to the custom deployment environment do not
have anything configured on them.

Understanding the grouping of clusters and servers into collaborative units:

Messaging unit:

Messaging units contain a server within the cluster hosting a local messaging engine and the other clusters
and servers within the unit use that messaging engine as a destination for messages.

Common Event Infrastructure unit:

Common Event Infrastructure units consist of the server hosting the Common Event Infrastructure (CEI) server
and other clusters and servers that need support of the CEI functions. Common base events received at each
cluster or server in the unit are routed to the server hosting the CEI server. You can use as many collaborative
units as your deployment environment needs to host more CEI servers to isolate events from different event
sources.

Application Support:

Application support units consist of group of clusters and servers onto which you are deploying your
applications. One application support unit supports one business process choreographer container
configuration. However you can add as many units as you need depending on how many business process
choreographer configurations required. One unit defines a business process cluster and one or more SCA
support clusters and support applications on the same or different clusters in that unit.

Grouping the clusters and managed servers into collaborative units:

Messaging unit: The following table depicts that the ‘custom.Messaging’ cluster in the unit, hosts the local
messaging engines and the other clusters and servers with in the unit use these messaging engines as a
destination. When you select a cluster or server in the messaging unit for ‘Local Bus Member’ option, all other
clusters or servers in the unit are automatically configured for remote messaging destinations.

Note: You must complete the messaging units for each component before you can configure the application
support unit. For example, if the check box is unavailable for Service Component Architecture in the
application support units, then the associated messaging units have not been configured.
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custom.Messaging

Yes (local)

custom.EventSupport

No (remote)

custom.Application

No (remote)

support (managed server)

No (remote)

Common Event Infrastructure unit: The following table depicts that the ‘custom.EventSupport’ cluster in

the unit, hosts the Common Event Infrastructure (CEI) server and the other clusters or servers added
(custom.Application cluster in this scenario) support the CEI functions. Common base events received at the
‘custom.Application’ cluster in this unit are routed to the ‘custom.EventSupport’ cluster which will be
hosting the CEI server. All other clusters or servers are automatically configured for remote Common Event

Infrastructure destinations.

custom.EventSupport

Yes

custom.Application

No

Application Support unit: The following tables depicts that the two clusters and a managed server in the
application support unit host applications depending on the assigned functional support.

custom.Application Selected | Yes Yes No No No
Requires Requires a
SCA CEl
support server)
custom.EventSupport | Not No No Yes Yes No
Selected
Requires a | BPC Event
CEl Collect
server) must be
selected
support (managed Selected | No No No No Yes
server)
Requires SCA
support. Only
one Business
Rules Manager
per deployment
environment
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Pre-requisites:
e Ensure the DB2 server is running
» Ensure the deployment manager is running
* Ensure all the node agents are running (System Administration - Node agents)
» Ensure all the member servers of all the clusters and the managed servers are running

» Decide if you want to create tables for various components during the custom deployment environment
generation

Complete the following instructions to create and generate a custom deployment environment:

1. Inthe left navigation pane of the administrative console, expand ‘Servers’ and then click the
‘Deployment Environments’ link.

Deployment Environments NE

Deployment Environments

Use this page to manage deployment environments that are based on deployrment
enviranment patterns or custom deployment environments,

Deployvment environment patterns set up typical business integration environment
caonfigurations that will take care of most of your needs. Use custorm deployrent
enviranments to fine tune a configuration for an environrent that does not fit in any of
the available patterns.

Star‘t| Stnp” Mew,.. || Fermouve Immport., Export...

Select | Deployment Environment Nare Status o | Pattern & | Description o

St

Mone

Total O

2. Click the ‘New’ button. The deployment environments panel is launched

____ 3. Inthefollowing ‘Create new deployment environment’ panel, enter the following parameters:
___a. Select the radio button for ‘Create a new deployment environment’
___b. Deployment environment name : Ex: customDE

___C. Select ‘WPS'’ for ‘Runtime capability’
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Create new deployment environment NE

Create a new deployment environrient ar load an external deployrent environrment
definition. Choose the deployrment environment name and its runtimme capability,

At the end of the wizard, vou can start the deployrment environment generation by
clicking on "Finizh and Generate Environment”, If vou like to save the deployment
environment definition, then yvou can dick on "Finish" instead, The environment
generation option is anly valid if all needed parameters are met in arder to generate the
deployrnent environrnent,

If vou would like to hide steps that have well defined default values, then check "Show
only steps that need my attention”.

Create Deployment Environment

[F Create a new deployrnent enuirnnment]

" Load an external deployrment environment definition

| | Browsze...

#* Deployrment environment name

|cu5tDmDE .

Funtirme capability
WPRS -

™ show anly steps that need my attention

Mext I Cancel |

4. Click Next

5. Inthe following ‘Deployment Environment Patterns’ panel, select the radio button for ‘Custom’

Deployment Envirenment Patterms

i Fermote Messaging and Rermote Support

Thizs pattern defines one cluster for application deplovrment, one remote cluster for
the messaqging infrastructure, and ane remote cluster for the Camrion Event
Infrastructure and other supporting applications, This pattern configures a setup
that perforrns well for most of your business integration needs,

If in doubt, select this pattern.

C Femote Messaging
The rermote messaging pattern defines one cluster for application deployment and
one remote cluster for the messaging infrastructure, The Comrmion Event
Infrastructure and other supporting applications are configured on the application
deployrnent target cluster,

o Simgle Cluster

The single cluster is the simplest pattern that defines one cluster for application
deployrnant. Both messaging infrastructure and Cormrmon Event Infrastructure with
supporting applications are configured on the application deployment target
cluster,

If none of the given patterns suit vour needs, you can customize the deployment
environrnent by configuring your own clusters and servers, This option iz intended
for advanced users who know how to tune their deplovment environmient,

F‘reviu:uusl Next| Canu:el|

6. Click Next. The ‘Custom deployment topology configuration’ wizard is launched
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7. Inthe following ‘Step 1: Deployment Environment’ panel, complete the following instructions:

Environment

t Surmmary

Nextl Cancel |

S Deployment Environment

1. Select Clusters and Servers for use with this Deployment Environment

Add the custers and servers to be uszed with this deployment environment to the table below,
You can then use the clusters and servers listed in thiz table to populate configuration units
that you define in section 2 below,

Select Clusters and Servers / /

[F Cluster: Icugtum.Messaging ;I . Sarvar: IcustumNDdeDS:suppnr‘t;I
Remove I;'l'u:ld selecked to unit... ;I

Select | Cluster ar Server / Mode Status

Mane

2. specify the Deployment Enviconment Configuration

Click on each tab below and add collaborative units a2z needed, using the Add Mew Unit button,
Each collaborative unit represents a group of clusters and servers that provides as a whole a
function in the deployrment enviranrment, Each tab details the functions that can be ascribed to
a collaborative unit. To add clusters and servers to a unit, select one or more custers and
servers in the zection 1 table above and click Add selected to unit... to select the unit. Use the
checkboxes and radio buttons within a unit below to specify itz configuration detail.

Mez=zaging Comrion Event Infrastructure

| Application Support |

| Add New Unit

Meszsaging Unit 1

| Fermowe Cluster or Server | | Rermowe This Unit |

Select| Cluster or Server Mode Local Bus Member

Mane

Note: Add the clusters and servers to be used with the deployment environment to table in section one. You
can then use the clusters and servers listed in this table to populate the configuration units in section two.

__a.In the section one of ‘Step 1: Deployment Environment’ panel, select the radio button for
‘Cluster’, select a cluster from the drop down list and then click the ‘Add’ button. This action
adds the selected cluster to the table. Repeat this action until all the clusters are added to the
table. The table should look like the picture shown below:

Select | Cluster or Server Mode Status
O foustorm, Mezsaging ) *
O custorn. Application *
O \custorn. EventSupport | *

__b.In the section one of ‘Step 1: Deployment Environment’ panel, select the radio button for
‘Server’, select a server from the drop down list and then click the ‘Add’ button. This action adds
the selected server to the table. The table should now look like the picture shown below:
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Select| Cluster or Server Mode Status
| custorm, Messzaging *
O custarn. Application *
I_ custorn, EventSupport *
[I_ support custDmNDdeDSI *

___c. Ensure the ‘Messaging’ tab is selected in section two. Now, add clusters and servers you want
to assign the messaging function from the table in section one to the ‘Messaging Unit 1’ table in
section two. To achieve this, select all the clusters and servers you want to add and then select
‘Messaging Unit 1’ from the ‘Add selected to unit’ list as shown below:

Rermove | Add selected o unit... ;I

Add zelected to unit...

Select | Cluster or Server Mode Status

|7 custorn, Messaging *
I~ custorn, Application *
|7 custorn, EventSupport *
v suppott custormModens *

2. Specify the Deployment Environment Configuration

Camrion Event Infrastructure Application Support

Add Mew Unit
Messaging Unit 1

Rernove Cluster ar Server | Femaowe This Unit |

Select Cluster or Server Mode  Local Bus Memty
Mone

___d. Now set the ‘custom.Messaging’ cluster as ‘Local Bus Member’. To do this, select the radio
button corresponding to the ‘custom.Messaging’ cluster row as shown in picture below:

2. Specify the Deployment Environment Configuration
Cormrmon Event Infrastructure Application Suppart
Add Mew Unit
Mezsaging Unit 1 g

Rermowve Cluster or Server | Rernowve This Unit |

Select | Cluster or Server | Mode Local Bus Mermber

[I- custorn, Meszsaging
I_

custorm Application [ o
I- custorn, EventSupport [ —
I- suppott custormModens [ -t
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___e. Select the ‘Common Event Infrastructure’ tab in section two. Now, add clusters and servers
you want to assign CEl support from the table in section one to the ‘Common Event
Infrastructure Unit 1’ table in section two. To achieve this, select all the clusters and servers
you want to add and then select ‘Common Event Infrastructure Unit 1’ from the ‘Add selected
to unit’ list as shown below:

Rermove Add selacted to unit... ;I

Add zelected to unit

Select | Cluster or Server MNode Status
|- custorn. Meszaging *
v custom, Application -b
IF custorn EventSupport *
| suppaort custormModens -b

2. specify the Deployment Environment Configuration

Mezzaging [Commun Event Infrastrui:ture] Application Support

Add Mew Unit |

Cornrmon Event Infrastructure Unit 1

Rermaowe Cluster or Server | Rerowve Thiz Unit

Select| Cluster or Server Mode Server

Mane

___f. Now set the ‘custom.EventSupport’ cluster to host the Common Event Infrastructure (CEI)
server. To do this, select the radio button corresponding to the ‘custom.EventSupport’ cluster
row as shown in the picture below:

Mezzaging [Commun Event Infrastrui:ture] Application Support

Add Mew Unit |
Comrnon Event Infrastructure Unit 1 E—
Fernove Cluster or Server | Fernove This Unit
Select| Cluster ar Server Mode Server
O custarn. Application [
[I_ custorn, EventSupport F]

___g. Select the ‘Application Support’ tab in section two. Now, add clusters and servers you want to
assign from the table in section one to the ‘Application Support Unit 1’ table in section two. To
achieve this, select all the clusters and servers you want to add and then select ‘Application
Support Unit 1’ from the ‘Add selected to unit’ list as shown below:
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Rermove Add zelected to unit... ;I

Select | Cluster ar Server MNode Ctatus
|_ custorn. Mes=zaging -b
v custorn. Application -b
v custom, EventSupport -b
v suppott custormModens -b
2, specify the Deployrment Envirenment Configuration
Meszsaging Camrion Event Infrastructure [Applicatiun Suppnr‘t]
Add Mew Unit |
Application Support Unit 1 =sEe—————
Rermowve Cluster or Sarver | Rermowve This Unit |
Select Cluster Mode | Service Business Business Lsiness | Business Business
ar Component | Process Process Process | Process Rules
Server Architecture | Choreographer| Choreograpier | Event Choreographer | Manager
Container Explorer Collector | Observer

Mane
___h. Follow the instructions below to host the application on the designated deployment targets:
1. custom.Application cluster row (follow the sequence)

» Select the check box for ‘Service Component Architecture’ (required for BPC
container)

» Select the radio button for ‘Business Process Choreographer Container’ (not
available unless the check box for SCA is selected in this deployment target)

» Select the check box for ‘Business Process Choreographer Explorer’ (not available
unless the BPC container is selected in this collaborative unit)

2. custom.EventSupport cluster row (follow the sequence)

» Select the radio button for ‘Business Process Event Collector’ (only available on the
deployment target where the CEI support is selected for configuration. Additionally it is
only available once the BPC container is selected in this collaborative unit)

e Select the radio button for ‘Business Process Choreographer Observer’ (only
available if the business process event collector is selected in this collaboration unit)

3. support server row (follow the sequence)

» Select the check box for ‘Service Component Architecture’ (required for Business
Rules Manager)

» Select the radio button for ‘Business Rules Manager’
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2. Specify the Deployment Environment Configuration

Meszzaging || Carnrnon Event Infrastructure [Application Support”
Add Mew Unit
Application Support Unit 1
| Remove Cluster or Server | | Remove This Unit |
Select| Cluster ar Server | Mode Service Business Business Business  Business Business
Component | Process Process Process | Process Rules
Architecture | Choreographer| Choreographer| Event Choreographer Manager
Container Explorer Collector | Observer
Il custom.Application ['7 i ﬁ'l [ [ )
[ custorm, EventSupport [ [ - [ﬁ' FI ()
Il support customMode0s l WI r r r [
8. Click Next

9. Inthe following ‘Step 2: Database’ panel, edit the following database parameters for the data
sources needed for this deployment environment:

___a. Database Instance : WPRCSDB (default). Enter the correct database name
__b. Schema . Accept the default or enter the correct schema name
___¢. User Name & Password : Ex: db2admin

___d. Create Table : Clear the check boxes to defer database table creation.

___e. Server : Ex: dbserver.austin.ibm.com (fully qualified host name)

-t Database
Erviran

VS Edit the database parameters for the data sources that are needed by this deployment environment.

| Edit... | | Reset | | Test Connection | | Edit Provider...

il

Select| Component o Database | Schema | Create User Mame Password Server Provider

Instance Tables
M | weI_cer_evenT 2 [db2adrmin || [esssess | [dbserver.ad| [DB2 URi -]
rrrnary [T | WEI_CEL_EVENTCATALOG v [db2admin || [sssssss | [dbserver.ad [DR2 URi <]
r | wel_cel_me [wprcsoe || [wPromon|| W [dbzadrmin || [sssssss |[dbserver.ad|[DBZ Uni 2|
N |welerc [wPrcsDE || [wPREEDD | W [dbzadmin || [esssess ||dbservarad||DB2 URi =]
| weI_BPc_ME [wrprcsDe || [wrrBMOD | W [dbzadrmin || [sssssss ||[dbserver.ae| [DBZ Uni =]
M | WeI_SCA_S¥S_ME [wrprcsDE || [wPRsson | W [dbzadmin || [sessssss ||dbservarad||DB2 URi 2|
M | weI_Sca_arpP_mME [wrprcsDe || [werrsaon | W [dbzadrin || [sssssss ||[dbzarvar.ad | |DBZ Uni x|
| wBI_BPCEventCollectar [wprcsDe || [werrBcoD | W [dbzadrmin || [sesssss | dbserver.ad |DBZ Uni <]
Previous | Next| Cancel |
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Note: The number of components listed for configuration depends on the functionally you assigned to the
deployment targets.

Note: To make it simple, you will be using one database, which is WPRCSDB to create tables for all the
components. By default the deployment environment wizard populates the database parameters for the data
sources for various components. By selecting the check boxes for ‘Create tables’, the wizard silently creates
tables in the respective databases provided. However you can defer creating the tables at this time by clearing
the create table check boxes and eventually run the generated scripts manually after generating the
deployment environment.

10. Click Next
11. In the following ‘Step 3: Security’ panel, edit user names and passwords for the authentication
aliases
Security
Ernvironmnent
\ Database Edit the uzer names and pazswords for the authentication aliases that are
needed by this deployrment environment.
] e
e
! Buziness . ..
Component Lser name | Password Confirm Description
Password
Business
Process
'I,I'I.I'E,I_E,F‘C wpsﬁladmi |ov|v|-oov|v|- | |v|v|v|-|u|oo | _ﬁ:;rengrapher
authentication
! SuUrnrnary alias
CEI M5
WheI_CEI_EWEMT wpsEiadm1 |-H---H- | |----u-- authentication
alias
Prewvious | Mext | Cancel

12. Click Next

13. In the following ‘Step 4: Business Process Choreographer Container’ panel, complete the
following configuration steps:

___a. Configure security. Click the pull down icon (¥) to view the ‘Security’ configuration properties
__b. Inthe ‘Security’ configuration panel, enter the following parameters:
e Enter user and (or) group values for the ‘Administrator’ and ‘Monitor’ roles

« Enter user name and password for the authentication aliases
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L J Security
Fole Lser Group Description
Uszer namels) andfor group name
(=) for the business flow and
Adrninistrator |wp561.admi | hurman tazk administrator role,
Users assigned to this rale have all
privileges,
User namel(s)] and/or group name
(=] for the business flow and
Maonitor wpsEladmi hurnan task monitor role, Users
aszsigned to this role can view the
properties of all of the business
process and task objects,
Suthentication | User Password Confirm Diescription
Password
Authentication
far business
flaw rmanager
IMs API dri message-
Authentication wps6ladmi b el driven bean to
process
asynchronaous
APT calls
Authentication
far hurnan task
ranager
Ezcalation Usar &1admi message-
Authentication #pEE L Adml b el driven bean to
process
asynchronaous
APT calls

___c¢. Configure SCA bindings. Click the pull down icon (¥) to view the ‘SCA Bindings’ configuration
properties

» Accept the defaults for the ‘'SCA Bindings’ configuration

L 4 SCA Bindings

Host Context Relative Path Description
Foot

Business
Flow

http:ffhostiport| |[fBFMIF cus | fscadcom)ibrfbpedspifsca/BFMWS | Manager
Web Service
Endpoint
Hurman
Taszk

http:ffhostiport | [fHTMIF _cus| fscafcomfibrmfbpefspifsca/HTMWS | Manager
Wweb Service
Endpoint

___d. Configure Human Tasks Manager Mail session. Click the pull down icon (¥) to view the ‘Human
Tasks Manager Mail session’ configuration properties

e Clear the check box for ‘Enable e-mail server’ to defer the e-mail service configuration
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L Humian Task Manager Mail Session

T I_ Enable e-rmail service

Mail transport host
[ |

Mail transpaort user

|wp561.admin |

Mail tranzport password

Confirrn mail transport password
[ |

Business Process Chaoreographer Explorer URL

__e. Configure state observers. Click the pull down icon (¥) to view the ‘State Observers’
configuration properties. Accepts the defaults for the ‘State Observers’ configuration

L 4 State Dbservers

Lagging Business Flow Hurnan Task
Manager Manager
Audit Logging | N
Cormrion Event Infrastructure
Lagging I_ I_
14. Click Next

15. In the following ‘Step 5: Web Application Context Roots’ panel, review the web applications
selected for configuration, and the context roots the web applications will be using.

: Deployrnent Web Application Context Roots
Environmm k

Edit the context raots for the listed web applications.

Business Process Choreographer Explorer

Deployment Container Context Root
Target Deployment Target
[custnm.ﬁpplicatinn custorm Application |.-"I:||:n: I
ntainer )
: web Business Process Choreographer Dbserver

:.':":E:aﬁun SORESSE Deployment Target | Cantainer Context Root

Deployment Target

P Surmrmary

[custn:rrn.E'.'entSuppDr‘t custorm Application |.-"bpi:n:|bser'.'er I

Business Rules Manager

Ceployment Target Context Root
[custnmNDdeDS:suppnr‘t fbr I
Prewvious | MNext | Cancel |
16. Click Next
17. In the following ‘Step 2: Summary’ panel, review the custom deployment environment configuration
summary:
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Overview

Farameter Walue
Ceployment Enviranment Pattern fCustorn
Deployment enviranrment narme custoarnDE
Runtirne capability wWPS
Deployment Environment Status Incormplete

Deployment Targets

Cluster or Server MNode

custorn, Messaging e

custorn. application p—

custormn. EventSupport  EE—

support - = custornMode03

Drata Sources

Cormponent Database  Schema | Database Database Host
Instance Provider
WiRI_BPC WPRCEDE | WPRBEOOD | DBZ2_UNIVERSAL| dbserver austinibr.corm

Wil _BPCEventCollector WPRRCSDE | WPRBCOD | DBZ_UNIVERSAL| dbserver austiniibrn.com

WBI_BPC_ME WPRCSDE | WPRBMOO | DBZ_UNIVERSAL| dbserver austin.ibr.com
WwBI_CEI_EVEMT WRRCSDE DBZ_UNIWVERSAL| dbzerver, austin.ibr.com
wiRI CEI_EWEMTCATALOG | WPRCSDE DBEZ_UNIVERSAL| dbserver austin.ibrn.com
wBI_ZEI_ME WPRCSDE | WPRCMOO | DBZ2_UNIVERSAL| dbserver austiniibrn.com
WBI_SCA_APP_ME WPRCSDE | WPRSAODD | DB2_UNIVERSAL| dbserver austiniibrm.com
WBI_SCA_SYS_ME WPRCSDE | WPRSS00 | DB2_UNIVERSAL| dbserver austin.ibr.com
Security
Component Authentication User Name
WaI_BPC BPC_Auth_Alias wpstladrmin

WRI_CEI_EVEMT CommonEventInfrastructurelMSauthalias wpstladmin

Business Process Choreographer Container

Pararneter

custarn, Application

Uszer far Administrator role

wpsEladmin

Group for Adrministratar rale

Uszer far Manitar rale

wpsEladmin

Group for Monitor role

SCA Bindings for Business Flows

fBFMIF _custorn. Application

SCA Bindings for Hurman Tasks

SHTMIF _custom.dpplication

Create a mail seszion to send e-rmails falze

Mail seszion host

Business Process Choreographer Explarer URL

Audit lagging on for

Caommeon Event Infrastructure logging an far

Web Application Context Roots

web applicatian [custnm.ﬁpplication custom. EventSupport customMode03 i support

Business Process fbpc = ¢

Chareagrapher Explorer I

Business Process .f'bpcnb-gerl.ler &

Choreographer Chsarver

Business Rules Manager fbr
Previous | | Finish |[| Finish and Generate Environrment ﬂ | Cancel |
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18. Click Finish and Generate Environment. This action generates a custom deployment
environment, configures resources, creates tables, and configures applications and Web resources
on the designated deployment targets.

Configuration Status

fi} 2008-03-0% 01:40:5% Beginning configuration ...
[i} zoo2-02-02 01:40:58 CWLDB2015I: Deployment envirenment custornDE is being generated,
-03- 143 ¢ Configuring componen o xplorer_12 on deployrnent target custarm. Application.
2008-02-08 01:43:02 CWLDEI013I Canfi i t #WBI_BPCExpl iz depl tt t t Applicati
[i} 2008-02-0% 01:43:19 CWLDEB20131: Configuring component #WBI_RECOVERY_12 on deployrent target custorn, Application,
[ zo0g-03-08 01:i43:23 CWwLDBA013I: Configuringcomponent #WEI_BPCEventCollactar_13 ondeployment target custom. EvertSuppaort

E} 2008-03-08 01:43:45 CWLDEB20131: Configuring component #WBI_BPCObserver_ 13 on deployment target custorn EventSupport,
B 2002-03-02 01:44:14 CWILDB0131: Canfiguring component #WBI_BRM_14 on deplaoyrnent target suppart.

m 2008-02-08 01:44:16 CWLDEB20131: Configuring compenent #WEBI_RECOVERY_14 on deployment target support,

/[[} 2008-03-08 01:44:19 The configuration haz ended.

19. Save to the master configuration and synchronize changes with the nodes

20. Restart the node agents (System Administration - Node agents)

21. Restart all the clusters and managed servers

22. Ensure the new custom deployment environment is started.

___a. Inthe left navigation pane of the deployment manager, expand ‘Servers’ and then click the
‘Deployment Environments’ link

Deployment Environments NE
Deployment Environments

Star‘t| Stu:u|:|| New...| Fermaove | Import.. | Export... |

Select| Deployment Environment Mame Status 2 | Pattern o | Description

[I- custornDE = ] Custarm

Note: If the status of the environment is showing an ‘Unknown’ icon, you can not control the environment from
this panel. In this case ‘Start’ and ‘Stop’ the clusters individually from the ‘Clusters’ panel.

___b. If not started, select the check for the deployment environment and then click the ‘Start’ button.
This action controls all the deployment targets (clusters and servers) configured with this
deployment environment

Note: Amazing! You successful created all the resources and applications on the assigned deployment targets
at the click of a button. However, there might be situations where you have to configure components manually.
The following are some of the important component configurations:

Appendix 1: Configure Service Component Architecture support
Appendix 2: Configuring Common Event Infrastructure support
Appendix 3: Configure Business Process Choreographer container support
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Part 8. Review the resources and applications configured

In this part of the lab, you will review and ensure all the resources and applications are configured successfully
on the designated deployment targets, as a result of the custom deployment environment creation. The
following table depicts the important resources and application configurations for review:

Messaging Deployment Target (custom.Messaging)

Data sources

Business Process Choreographer ME data source

CEIl ME data source

SCA Application Bus ME data source

SCA System Bus ME data source

Message Engines

<DEPLOYMENT_TARGET_NAME>.BPC.<CELL_NAME>.Bus

<DEPLOYMENT_TARGET_NAME>.CommonEventinfrastructure_Bus

<DEPLOYMENT_TARGET_NAME>.SCA.APPLICATION.<CELL_NAME>.Bus

<DEPLOYMENT_TARGET_NAME>.SCA.SYSTEM.<CELL_NAME>.Bus

Common Event

Infrastructure support Deployment Target (custom.EventSupport)

Data sources

event

Business Process Choreographer Event Collector data source

Applications

Event Server

BPCECollector_ <DEPLOYMENT_TARGET_NAME>

BPCObserver_ <DEPLOYMENT_TARGET_NAME>

Queue Connection Factories

BPCCEIConsumerQueueConnectionFactory

CommonEventinfrastructure_QueueCF

Topic Connection Factories

CommonEventInfrastructure_AllEventsTopicCF

BPCCEIConsumerQueue_<DEPLOYMENT_TARGET_NAME>

Queues BPCTransformerQueue_<DEPLOYMENT_TARGET_NAME>
CommonEventinfrastructure_Queue
Topics CommonEventInfrastructure_AllEventsTopic

Activation Specifications

BPCCEIConsumerActivationSpec

BPCTransformerActivationSpec

CommonEventInfrastructure_ActivationSpec
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Business Process Choreographer Container support Deployment Target (custom.Application)

Data sources

Business Process Choreographer data source

Connection Factories

BFMJMSReplyCF

BPECF

BPECFC

HTMCF

Queues

BFMIMSAPIQueue_<DEPLOYMENT_TARGET_NAME>

BFMJMSCallbackQueue_<DEPLOYMENT_TARGET_NAME>

BFMJMSReplyQueue_<DEPLOYMENT_TARGET_NAME>

BPEHIdQueue_<DEPLOYMENT_TARGET NAME>

BPEIntQueue_<DEPLOYMENT_TARGET_NAME>

BPERetQueue_<DEPLOYMENT_TARGET_NAME>

HTMHIdQueue_<DEPLOYMENT_TARGET_NAME>

HTMIntQueue_<DEPLOYMENT_TARGET_NAME>

Activation Specifications

BFMJMSAS

BPEInternalActivationSpec

HTMinternalActivationSpec

BPCExplorer <DEPLOYMENT_TARGET_NAME>

BPEContainer_<DEPLOYMENT_TARGET_NAME>

Applications
TaskContainer_<DEPLOYMENT_TARGET_NAME>
Failed Event Manager (wpsFEMgr)
BFMIF_<DEPLOYMENT_TARGET_NAME>
SCA Modules
HTMIF_<DEPLOYMENT_TARGET_NAME>
Business Rules Manager Deployment Target (support server)
BusinessRulesManager_<DEPLOYMENT_TARGET_NAME>
Applications

Failed Event Manager (wpsFEMgr)

Reviewing the WebSphere variables configured:

1. To review the WebSphere variables configured on a deployment target, in the left navigation pane

of the administrative console, expand ‘Environment’ and then click on the ‘WebSphere Variables’

link

2. Inthe following panel, select the scope from the drop down list
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Reviewing the data sources configured:

1. To review the data sources configured on a deployment target, in the left navigation pane of the
administrative console, expand ‘Resources - JDBC’ and then click on the ‘Data sources’ link

2. Inthe following ‘Data sources’ panel, select the scope from the drop down list.
Reviewing the business integration data sources configured:
1. Toreview the data sources configured on a deployment target, in the left navigation pane of the
administrative console, expand ‘Resources - JDBC’ and then click on the ‘Business Integration
Data Sources’ link
Reviewing the authentication aliases configured:
1. To review the authentication aliases configured on a deployment target, in the left navigation pane

of the administrative console, expand ‘Security’ and then click on the ‘Secure administration,
applications and infrastructure’ link

2. Inthe following panel, expand ‘Java Authentication and Authorization service’ and then click the
‘J2C authentication data’

Reviewing the JMS resources configured:

1. Toreview the JMS resources configured on a deployment target, in the left navigation pane of the
administrative console, expand ‘Resources - JMS’ and then click on the resource link

2. The resources of interest to you are Connection Factories, Queue connection factories, Topic
connection factories, Queues, Topic and Activation specifications

Reviewing the components and functions configured on the messaging cluster:
In this lab, the SCA support and messaging engines are configured on the ‘custom.Messaging’ cluster

1. Inthe left navigation pane of the deployment manager, expand ‘Servers’ and then click the
‘Clusters’ link

2. Inthe following ‘Clusters’ panel, click the ‘custom.Messaging’ link

3. Inthe following ‘Server clusters - custom.Messaging’ panel, ensure the ‘Configuration’ tab is
selected and then click the ‘Messaging Engines’ link under the ‘Cluster Messaging’ section

Server clusters FE

Server clusters = custom.Messaging > Service Component Architecture =
Messaging engines

Start Stop mode: IImmediate vI Stop

L
ot

&

Select| Mame Cescription 2= Status

et

L
L

I— custom. Messaging. 000- =f}
BPC. custornCell0l, Bus

custom. Messaging. 000-
CormrmonEventInfrastrocture Bus

SCAAPPLICATION, custornCell0l. Bus

¥ F| +

custom. Messaging. 000-
SCASYSTEM. custornCell0l. Bus

I_
custom. Messaging. 000-

I_

I_
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4. Inthe ‘Server clusters - custom.Messaging’ panel, ensure the ‘Configuration’ tab is selected
and then click the ‘Service Component Architecture’ link under the ‘Business Integration’
section

___a. The following ‘Service Component Architecture’ panel should indicate that ‘Service
Component Architecture’ has been configured.

___b. Ensure the check box for ‘Support the Service Component Architecture components’ is
disabled indicating that SCA support has been configured on this deployment target

___¢. You can see the radio button for ‘Local’ is selected and disabled, indicating that the message
engines are located local to this deployment target.

___d. However you can edit the data source configuration information

General Properties

[’F Suppott the Service Component Architecture compnnents]

Bus Member Location

o

I'-."'."ei_'-SDhera:ci-.-s:-’:r=-:us‘-:arr..qusagur.; -I Mew

System Bus Member

Systermn bus destinations support the asynchronous communication of Service Oriantad Architecture applications
and their Service Component Architecture components with each other,

Edit ... I Test Cannectian |

Database R Creste |
Instance Tables

Uzer name Paszword Server Pravider

[|wpﬁcsp_a WPRS500 7 [dbzadmin || [eesssseesss || [dbserversustinibrm | [DB2 Universal _vJ]

Application Bus Member
Application bus destinations support the asynchronous communication of WebSphere Business Integration Adapters
and othar Systarn Cormponent Architecturs componants,

i J
Edit ... I Test Connection |

[Database EE Create |
Inztance Tables

Usar narme Password Server Provider

[-WPRCSDB [wersaon || W [dbZadmin || [seesssesess || |dbzerveraustinibmi| [DB2 Universal =

Reviewing the components and functions configured on the CEI cluster:

In this lab, the Common Event Infrastructure server support, BPC Event Collector and BPC Observer are
configured on the ‘custom.EventSupport’ cluster

1. Inthe left navigation pane of the deployment manager, expand ‘Servers’ and then click the
‘Clusters’ link

2. Inthe following ‘Clusters’ panel, click the ‘custom.EventSupport’ link

3. In the following ‘Server clusters - custom.EventSupport’ panel, ensure the ‘Configuration’ tab
is selected, expand ‘Common Event Infrastructure’ and then click the ‘Common Event
Infrastructure Server’ link under the ‘Business Integration’ section
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___a. The following ‘Common Event Infrastructure’ panel should indicate that ‘Common Event
Infrastructure’ server has already been configured

___b. Ensure the ‘Common Event Infrastructure Bus member location’ is configured for remote
messaging

General Properties

e o P S e

Common Event Infrastructure Event Database

The Common Event infrastructure event database stores Common Base Events for historic data processing,

Edit ... I Test Connaction |
St Scherma Erake User name Password: Saruer Provider
Imstance | |Tablas | | | |
[lWPRCSDB | i | db2adrnin |ftuuuuo [ ;!bserl.ler.austin.ibrni: IDBZ Univerzal _vJ-[
Common Event Infrastructure Bus Member Location
© Local
[ Rearmote

It:!ustar=:u*-'

stom. Messading "I e,

Common Event Infrastructure Bus Member

Cornrnon Event Infrastructure bus destination suppert the asynchronous transmission and distribution of
Cormrmon Base Events,

Edit ... | Test Connection |
Baars = Scherna e User name Password Sarvar Frowidar
Instance Tablas |
[lWPRCSDB |WF‘R'§MDD ~ |n_:||:-2admin |----------- |l:||:|ser-.'er.Ell.lstil'!.il:!_rE IDBZ Universal ;I]
4,

General

In the ‘Server clusters - custom.EventSupport’ panel, ensure the ‘Configuration’ tab is

selected, expand ‘Business Process Choreographer’ and then click the ‘Business Process
Choreographer Event Collector’ link under the ‘Business Integration’ section

___a. Ensure the ‘Business Process Choreographer Event Collector’ panel should indicate the
BPC Event Collector has already been configured

Properbes

Data Source

Edit... I

Test Conneckion.., |

Database Instance | Schema

Create | User Mame Password [Server Frovider
Mame Tahles

[wPRCSDE

Observation Target

o Managed business process choreographer container

[wPRBCOD v [dbzadrmin

||-|-1-|-|-|-I- | dbzarver, ; IDBE Llnil.lersal;l

= Existing event group name

« Event group name

Apply ﬂ Feset
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5. Inthe ‘Server clusters - custom.EventSupport’ panel, ensure the ‘Configuration’ tab is
selected, expand ‘Business Process Choreographer’ and then click the ‘Business Process
Choreographer Observer’ link under the ‘Business Integration’ section

Add

Select Observer o Context Root| Business Process Choreographer Event
& Collector <

O [-E-F‘CObserl.ler cugtnm.EuentSuppnr‘t-l fbpcobserver | Cluster=custorn.EventSupport

Reviewing the components and functions configured on the application target cluster:

In this lab, the Business Process Choreographer container support, SCA support and BPC Explorer are
configured on the ‘custom.Application’ cluster

1. Inthe left navigation pane of the deployment manager, expand ‘Servers’ and then click the
‘Clusters’ link

2. Inthe following ‘Clusters’ panel, click the ‘custom.Application’ link

3. Inthe ‘Server clusters - custom.Application’ panel, ensure the ‘Configuration’ tab is selected
and then click the ‘Service Component Architecture’ link under the ‘Business Integration’

section

___a. The following ‘Service Component Architecture’ panel should indicate that ‘Service
Component Architecture’ has already been configured.

___b. Ensure the check box for ‘Support the Service Component Architecture components’ is
disabled indicating that SCA support has been configured on this deployment target

___c. Ensure the member bus location is configured to use ‘Remote’ messaging
___d. However you can edit the data source configuration information

2. Inthe ‘Server clusters - custom.Application’ panel, ensure the ‘Configuration’ tab is selected,
expand ‘Business Process Choreographer Container Settings’ and then click the ‘Business
Process Choreographer Containers’ link under the ‘Container Settings’ section

___a. Inthe following ‘Business Process Choreographer Containers’ panel should indicate that
‘Business Process manager’ and ‘Human tasks Manager’ are currently installed

___b. Review the data source and security configuration parameters
___c. Ensure the BPC bus is configured for ‘Remote’ messaging

3. Inthe ‘Server clusters - custom.Application’ panel, ensure the ‘Configuration’ tab is selected,
expand ‘Business Process Choreographer’ and then click the ‘Business Process
Choreographer Explorer’ link under the ‘Business Integration’ section

Select | Explarer o Context Root o | Managed Container
O [BPCEprDrer custnm.ﬂpplicatinn] fbpe Cluster=custorn, Application
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Appendix 1: Configure Service Component Architecture support

In this part of the lab, you will configure Service Component Architecture (SCA) support for a cluster. By
default, new clusters in a network deployment or managed node environment are not configured to host SCA
applications and their destinations. You will choose a cluster and enable it to host service applications, configure

required messaging engines and destinations. To achieve this, you should select an option such that the
messaging engines are configured using the local bus members as SCA function needs messaging support.

The SCA System and Application bus members are configured locally if the corresponding messaging
configuration is local, otherwise you must select an existing remote destination location. In this lab, you will use
the local option.

Make a decision:
The following are the decisions made to configure SCA support:
e Choose a cluster, for SCA support, Ex: custom.Messaging

 Local Bus Member configuration: On choosing this configuration, you plan to host SCA applications,
destinations, and messaging engines on this cluster

Pre-requisites:
»  Ensure the DB2 server is running
Complete the following steps to configure SCA support for a cluster:

1. Inthe left navigation pane of the deployment manager administrative console, expand ‘Servers’ and
then click the ‘Clusters’ link

2. Inthe following ‘Server clusters’ panel, click the ‘custom.Messaging’ link

3. Inthe following ‘Server clusters > custom.Messaging’ panel, ensure the ‘Configuration’ tab is
selected and then click the ‘Service Component Architecture’ link under the ‘Business
Integration’ section
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Server clusters

Server clusters = custom.Messaging

=

Uze this page to change the configuration settings for a cluster, A server cluster conzists
of a group of application servers, If one of the rmermber zervers fails, requests will be

routed to other rembers of the custer,

Runtirne Configuration Local Tepalagy

General Properties

* Cluster name
|cu5tc\m.Messaging |

Bounding node group narme
IDeFauIthdeGrnup;I

IF Prefer lacal

[T Enable failover of transaction log
recovery

Apply ﬂ Feset

Cancel

Container Settings

Business Process
Choreographer Container
Settings=

Cluster messaging

Messaging engines

Business Integratiun

Business Integration
Configuration

Service Component
Architecture

Cormrmon Event Infrastructure

Busziness Process
Chaoreagrapher

Business Rules

Additional Properties

Cluster rmermbers

Backup cluster

Endpoint Listenars

4. Inthe following ‘Service Component Architecture’ panel, select the check box for ‘Support the
Service Component Architecture components’. This action enables all the available configuration

options
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General Properties

|r- Support the Service Component ArcHure cnmpnentsl

Bus Member Location

=

o

gl

Systom Bus Member

Sustern bus destinations support the asvnchronous communication of Service Orientad Architecture applications
and their Service Component Architecture components with sach other.

E aiaheee Schema e Usar name  Password Server Provider
Inztance Tables
WPRRCSDE PRSSO0 F b2 admnir [ressssesnes dbsereer austinibmm [: 82 Universal _:J

Application Bus Member
Application bus destinations support the asyrchronous communication of WebSphare Business Integration Adapters
and other Systerm Component Architecturs cormmpanents,

¥
Database Schema Create | |\ arname  Password Server Provider
Instanca Tablas
WRRCSDE PRSADD r db 2 admin [#2sesnssans dbserver. austinibm k:": -"'*'-"'.L‘

5. Inthe current ‘Service Component Architecture’ panel, enter the following parameters:
___a. Bus Member Location:
» Select the radio button for ‘Local’
___b. System Bus Member (system bus data source configuration):

» Database Instance : WPRCSDB

e Schema . <Accept the default> (Ex: WPRSS00)
+ Create tables : Select the check box

* User name : db2admin

e Password : passwOrd

* Server : dbserver.austin.ibm.com

* Provider : DB2 Universal

___c. Application Bus Member (application bus data source configuration):
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» Select the check box for ‘Enable the WebSphere Business Integration Adapter
components’

» Database Instance : WPRCSDB

e Schema . <Accept the default> (Ex: WPRSS00)
* Create tables : Select the check box

* User name : db2admin

e Password : passwOrd

* Server : dbserver.austin.ibm.com

* Provider : DB2 Universal

Note: Verify any default values in the Database Instance, Schema, Create Tables, User name Password,
Server, and Provider fields. If no default values exist in these fields, or if the default values are incorrect, enter the
appropriate values for the system bus data source.

General Properties

Bus Member Location

e Rermote

= =

System Bus Member

Swstern bus destinations support the asynchronous comrmunication of Service Oriented Architecture applications
and their Service Component Architecture commponents with each other,

Edit ... I Test Connection |

Databaze Scherma Create
Instance Tables

Usar name Password Server Pravidar

[WPRCSDB |wPRS500 2 |[dbzadmin || [esssssssses || |dbserver.austinibm | |DBEZ Universal ;ﬂ

Application Bus Member
Application bus destinations support the asynchronous cormmunication of WebSphare Business Integration Adapters
and other Systern Component Architecture components,

[-p Enable the WwebSphere Busziness Integration Adapter cnmpnnents]

Edit ... I Test Connection |

Database Scherna Create User narme | Password Server Provider

Instance Tables

[lWPRCSDB |WF‘RSSDD + |db2admin |........... |dbseruer.austin.ibm IDBZ Universal 4
6. Click OK

7. Save to the master configuration and synchronize the changes with the nodes

2008 April, 09 IBM WebSphere Process Server 6.1 — Lab exercise Page 65 of 88

WebSphere Process Server V6.1: Custom deployment environment



© Copyright IBM Corporation 2008. All rights reserved

IBM WEBSPHERE PROCESS SERVER 6.1 — LAB EXERCISE
8. Review and test data sources created during the SCA configuration

___a. Inthe left navigation pane of the administrative console, expand ‘Resources’ and then click the
‘Data sources’ link. Select ‘custom.Messaging’ as scope

___b. The following two database sources created are created as the part of the SCA configuration at
the ‘custom.Messaging’ cluster scope:

* SCA Application Bus ME data source
e SCA System Bus ME data source

Data sources -

Data sources
B Scope: Cell=dmgrdlCellol, Cluster=custom.Messaging

[ICluster=custnm.Messaging ;I‘l

Preferences

New| Delate |[- Test connection |] Manage state...

Selact Mame 5 IMDT name O Scope Provider > | Description I
r SCA jdbcfcom.ibrn,ws, sibfcustom, Meszaging- fCluster=custorn. Messaging) DB2 SCA
Application Bus | SCAAPPLICATION. drngr0lCell0l. Bus Univerzal Application
ME data source JDBC Bus
Crriver Meszzaging
Provider Engine data
[Ha) source
r SCA Sustern jdbefcom.ibrm.ws,. sibfcustorn. Messaging- | Cluster=custorn.Messaging) DBEZ2 SCA Systerm
Buz ME data SCASYSTEM. drngrolCell0l. Bus Univerzal Bus
SOUFCE JDBC Meszzaging
Criver Engine data
Provider source
[HA)
Total 2

___c. Select the check box for the data sources and then click the ‘Test Connection’ button. Ensure the
database connection is successful

Troubleshooting: If the test connection is failed and is reporting the following message:

¥ The test connection operation failed for data source SCA Application Bus ME data source on
zerver nodeagent at node custormMode0l with the following excaption: java, =gl SO LException:
[ibm][dbz][cc][t41[10205][11234] Mull userid iz not supported, DSRADDL0E: SCQL State = null,
Ertor Code = -99,999, View WM logs for further details,

Restart the node agent of the corresponding node name reported in the failure message and then continue
testing the data sources.

9. Review the Messaging Engines configured and ensure they are in ‘started’ status

___a. Inthe left navigation pane of the administrative console, expand ‘Servers’ and then click the
‘Clusters’ link.

___b. In the following ‘Clusters’ panel, click the ‘custom.Messaging’ link
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__ . Inthe following ‘Clusters - custom.Messaging’ panel, click the ‘Messaging engines’ link
under the ‘Cluster Messaging’ section

Cluster messaging

Messaging engines

___d. Ensure the following ‘Messaging engines’ panel, lists two messaging engines named as:
* <CLUSTER_NAME>.SCA.APPLICATION.<DMGER_CELL_NAME>.Bus

* <CLUSTER_NAME>.SCA.SYSTEM.<DMGER_CELL_NAME>.Bus

Server clusters T=

Server clusters = customi.Messaging > Messaging engines

Preferences

Start Stop rnode: IImmediate vI Stop

Eali

Select| Mame Description Status O &

I— custom. Messaging. 000- =}
SCAAPPLICATION. drngr0lCelldl Bus

I— custom. Messaging. 000- =}
SCASYSTEM.drngril1Cell0l. Bus

Total 2

Troubleshooting: If the messaging engines show an ‘unavailable’ status and report the following message
when attempted to start them:

O The meszaging engine custorn, Messaging, 000-5CA, SYSTEM. drngr01Cell0l Bus cannot
be started as there is no runtirne initialized for it yet, retry the operation once it has

imitialized, If dynarmic configuration reload iz not enabled for this bus then the zerver will
need to be restartad,

Restart the member servers of the corresponding cluster where these messaging engines exist. Alternatively
restart the cluster itself which restarts the member servers.
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Appendix 2: Configure Common Event Infrastructure server support
In this part of the lab, you will configure a cluster to support the Common Event Infrastructure (CEIl) function.

Complete the following steps to configure the CEI support for a cluster:

1. Inthe left navigation pane of the deployment manager administrative console, expand ‘Servers’ and
then click the ‘Clusters’ link

2. Inthe following ‘Server clusters’ panel, click the ‘custom.EventSupport’ link

3. Inthe following ‘Server clusters = custom.EventSupport’ panel, ensure the ‘Configuration’ tab
is selected, expand ‘Common Event Infrastructure’ and then click the ‘Common Event
Infrastructure Server’ link under the ‘Business Integration’ section

Business Integration

Business Integration
Configuration

Service Caomponent
Architecture

ﬂ‘ﬂ Carmmon Event Infrastructure

Cormron Event
Infrastructure
Crestination

ormrmon Event
Infrastructure Server

4. Inthe following ‘Common Event Infrastructure Server’ panel, select the check box for ‘Enable the
event infrastructure server’. This action enables all the available configuration options
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General Properties

[I_ Enable the event infrastructure serl.ler]

Common Event Infrastructure Event Datab

The Comrmon Event infrastructure event database stores Common Base Events for historic data proceszing,

Edit ... | | Test Connection
Databuss Scherna Creats User mame Paszword Server Provider
Instance Tables
|WF‘RCSDB | | | W |db2admin| |-""uuu| |dbseruer.austin.ibr| IDB2 Llnil.lersal;l

Common Event Infrastructure Bus Member Location

& Local

T F.ermote

15 i

Common Event Infrastructure Bus Member
Cormmon Event Infrastructure bus destination support the asynchronous transmizssion and distribution of
Cormrmion Base Events,

| Edit ... | | Test Connection |
Database Scherma Craais User narme Password Server Provider
Instance Tables
|'I.I'I.I'F'RCSDE- | |'I.I'I.I'F‘RCMEIEI | |7 |db2.admin| |-uuuuu| | dbseruer.austin.ibl‘l IDBZ Universal ;I

5. Inthe current ‘Enable the event infrastructure server’ panel, enter the following parameters:
___a. Common Event Infrastructure event database:

* Database Instance : WPRCSDB

¢ Schema . <Accept the default>

e Create tables : Select the check box

e User name :db2admin

e Password : passwOrd

e Server : dbserver.austin.ibm.com
e Provider : DB2 Universal

___b. Common Event Infrastructure Bus Member Location:
¢ Select the radio button for ‘Remote’
¢ Click the ‘New’ button to select the an existing remote messaging cluster

¢ Inthe following ‘Browse Deployment target’ panel select ‘custom.Messaging’
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Server clusters = custom.EventSupport = Comnmon Event Infrastructure Server = Browse deployment target

Preferences

Selectl Cancel

Select| Deployment Target &

e Cluster=custom. Application

Fi‘s Cluster=custom. Meszaging s—

* Click the ‘Select’ button
___c¢. Common Event Infrastructure Bus Member (CEI bus data source configuration):

» Database Instance : WPRCSDB

* Schema : <Accept the default> (Ex: WPRCMOO0)
* Create tables : Select the check box

* User name : db2admin

e Password : passwOrd

+ Server : dbserver.austin.ibm.com

* Provider : DB2 Universal

Note: Verify any default values in the Database Instance, Schema, Create Tables, User name Password,
Server, and Provider fields. If no default values exist in these fields, or if the default values are incorrect, enter the
appropriate values if required.
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General Properties

Common Event Infrastructure Event Database
The Common Event infrastructure event database stores Common Base Events for historic data processing,

Edit ... I Test Connection |

Defoase Schema Cpa Uzer nare Passward Serder Provider
Instance Tablesz
ﬂWPRCSDB | v |db2admin |o-l--l-u-l--l-o-l-ﬂ |dbser-.'er.austin.ibm DE2 Universal ;I]

Common Event Infrastructure Bus Member Location
7 Local

(o Rermote

I Cluster=custom.Meszaging ;I New

Common Event Infrastructure Bus Member
Cornrmon Event Infrastructure bus destination support the asynchronous transmizsion and distribution of

Cornmon Base Events,

Edit ... | Test Conneckion |
Defielbase Schema Ciragi= User narme Passward Server Provider
Insztance Tables
[-WF‘RCSDB |WF‘RCMDD v |db2admin L I T L] |dbserver.austin.ibr IDBZ Universzal ;I]
6. Click OK

7. Save to the master configuration and synchronize with the nodes

8. Review and test data sources created during the CEI server configuration. You should see three
data sources, two at the ‘custom.EventSupport’ cluster scope and one at the ‘custom.Messaging

cluster scope created

___a. Inthe left navigation pane of the administrative console, expand ‘Resources’ and then click the

‘Data sources’ link. Select ‘custom.EventSupport’ as scope

___b. The following two database sources created are created as the part of the SCA configuration at

the ‘custom.EventSupport’ cluster scope:
e event

e event_catalog
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B Scope: Cell=dmgrdlCelldl, Clustar=custom.EventSupport

[ICluster=custnm.EuentSuppDr‘t ;I |

Mew Delete |[ Test connection |] Manage state...

Select| Mame 2 IMDT narme Scope O Provider I Description

r svent jdbefcei Cluster=custorn.EventSupport | DB2 Event server
Universal data source
JDBC Driver
Provider [XA]

r event catalog jdbefeventcatalog | Cluster=custormn.EventSupport | DRB2 Event catalog
Universal data source
JDBC Driver

Provider [HA)

___c. Select the check box for the data sources and then click the ‘Test Connection’ button. Ensure the
database connection is successful

Troubleshooting: If the test connection is failed and is reporting the following message:

¥ The test connection operation failed for data source event on server nodeagent at
node custornMode0? with the following exception: java.zql. SOLException: [ibm][db2]
[ec][t4][10205][11234] Mull userid iz not supported, DSRAQOLOE: SQL State = null,
Ertor Code = -99,299, View WM logs for further details.

Restart the node agent of the corresponding node name reported in the failure message and then continue
testing the data sources.

___d. Now select the scope to ‘custom.Messaging’ cluster. You should see a new data source
created exclusively for the CEl member bus as shown below:

« CEIl_ME_data_source

B Scope: Cell=dmgrolCellol, Cluster=custom.Messaging

[ICluster=custnm.Messaging ;I
Newl Delete | [ Test conneckion ” Manage state..,
Select| Mame 2 IMDT name I: Scope o Prowider = | Description I:
r CEI ME data jdbofcom.ibrm ws. sibfcustorn. Messaging- | Cluster=custorn.Messaging | DBE2 CEI
SOurce CormrmonEventInfrastructure_Bus Universal Mes=zaging
JDBC Engine data
Driver saurce
Provider
[#A)
r SCh jdbofcarm.ibrn ws, sibf custorm, Meszaging- | Cluster=custom.Meszaging | DBZ2 SCA
Application Bus | SCAAPPLICATION. drngr0lCell0l. Bus Universal Application
ME data source JDBC Bus
Driver Mes=zaging
Provider Engine data
(=) source
r SCA Systern jdbofcarm.ibrn ws, sibf custorm, Meszaging- | Cluster=custom.Meszaging | DBZ2 SCA Sustern
Bus ME data SCASYSTEM. drngrolCell0l, Bus Universal Bus
SOurce JoBC Mes=zaging
Driver Engine data
Pravider source
[#A)
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___e. Select the check box for the data source and then click the ‘Test Connection’ button. Ensure the
database connection is successful

9. Review Messaging Engine is created and ensure they are in ‘started’ status

a. In the left navigation pane of the administrative console, expand ‘Servers’ and then click the
‘Clusters’ link

b. In the following ‘Clusters’ panel, click the ‘custom.Messaging’ link

c. In the following ‘Clusters - custom.Messaging’ panel, click the ‘Messaging engines’ link
under the ‘Cluster Messaging’ section

Cluster messaging

Messaging engines

d. Ensure the following ‘Messaging engines’ panel, lists a new CEl messaging engines nhamed as:
e <CUSTER_NAME>.CommonEventinfrastructure_Bus

Server clusters = custom.Messaqging > Messaging engines

Start Stop rmode: IImmediate vI Stop

Eali

Select| Mame 2 Description Status 5 (D

[i— custorn. Messaging. 000~ =
CormrnonEventinfrastructre By

I— custorn. Messaging. 000~ =

SCAAPPLICATION dongr0lCelldl, Bus

I— custorn. Messaging. 000~ =
SCA SYSTEM. drngr0d1Cell0l. Bus

Troubleshooting: If the messaging engines show an ‘unavailable’ status and report the following message
when attempted to start them:

O The messaging engine custorn.Messaging. 000-CarmmonEventInfrastructure_Bus cannot
be started as there iz no runtime initialized far it vet, retry the operation once it has
initialized. If dynamic configuration reload is not enabled for this bus then the server will
need to be restarted,

Restart the member servers of the corresponding cluster where these messaging engines exist. Alternatively
restart the cluster itself which restarts the member servers.
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Appendix 3: Configure business process choreographer container
support

In this part of the lab, you will configure business process choreographer (BPC) container for a cluster followed
by the Service Component Architecture support. Note that the BPC container is not available unless the SCA
support is made available on the deployment target.

Complete the following steps to configure the Service Component Architecture support for this cluster:

1. Inthe left navigation pane of the deployment manager administrative console, expand ‘Servers’ and
then click the ‘Clusters’ link

2. Inthe following ‘Server clusters’ panel, click the ‘custom.Application’ link

3. Inthe following ‘Server clusters > custom.Application’ panel, ensure the ‘Configuration’ tab is
selected and then click the ‘Service Component Architecture’ link under the ‘Business
Integration’ section

Server clusters == custom. Application

Runtirme Caonfiguration Local Topalogy

General Properties

Container Setl:inEE

* Cluster narme

| Buziness Process

|custnm.App|icatiDn . )
Choreographer Container Settings

Bounding node group name
IDeFauIthdeGrnup;I

Cluster messaging

Messaging engines

|7 Prafer local
- Business Integration

[T Enable failover of transaction log
recovery

Busineszs Integration
Confiquration

[Serl.lice Component ﬂrchitecture]

Apply | OK| | Reset Cancel

Cormrmon Event Infrastructure

Business Process
Choreagrapher

Businezz Rules
Additional Properties

Cluster members

Backup cluster

Endpoint Listeners

4. Inthe following ‘Service Component Architecture’ panel, select the check box for ‘Support the
Service Component Architecture components’. This action enables all the available configuration
options
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General Properties

[l_ Suppott the Service Component Architecture cnmpnnents]

Bus Member Location

p
Ie

I webSphere:custer=custorn. Massaging ;I Mew

System Bus Member

Systern bus destinations support the asynchronous commmunication of Service Oriented Architecture applications
and their Service Component Architecture commponents with each other,

Edit ... Test Connecdktion |
Cetizibass Scherma Craate User name | Password Servar Provider
Instance Tables
W PR CSDE W PRES00 W dbZadmin Lttt dbzerver austin.ibr IDE-2 Universal ;I

Application Bus Member

Application bus destinations support the asynchronous cormmunication of WebSphere Business Integration Adapters and
other Systern Component Architecture components,

W
Edit ... | Test Connection |
Database Scherna Slrasiss User name Password Servar Provider
Instance Tables
WPRCSDE WRRSADD ™ dbZadmin FEEEEEREEES dbzarver austin. ibrm IDE-2 Universal ;I

5. Inthe current ‘Service Component Architecture’ panel, enter the following parameters:
___a. Bus Member Location:
» Select the radio button for ‘Remote’

» Select ‘custom.Messaging’ cluster from the drop down list or click the ‘New’
button to select another cluster which is configured for messaging support

« Rermote

I webSphere:cluster=custorn.Messaging ;I Newl

___b. System Bus Member (system bus data source configuration):

» Database Instance : WPRCSDB

e Schema . <Accept the default> (Ex: WPRSS00)
» Create tables : Select the check box
» User name : db2admin
e Password : passwOrd
» Server : dbserver.austin.ibm.com
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* Provider : DB2 Universal
___c. Application Bus Member (application bus data source configuration):

» Select the check box for ‘Enable the WebSphere Business Integration Adapter
components’

» Database Instance : WPRCSDB

e Schema . <Accept the default> (Ex: WPRSS00)
* Create tables : Select the check box

* User name : db2admin

e Password : passwOrd

* Server : dbserver.austin.ibm.com

* Provider : DB2 Universal

Note: Verify any default values in the Database Instance, Schema, Create Tables, User name Password,
Server, and Provider fields. If no default values exist in these fields, or if the default values are incorrect, enter the
appropriate values for the system bus data source.

General Properties

p. Support the Service Component Architecture components ]

Bus Member Location

% Local

(O Rermote

I webSphere:cluster=custorn.Meszzaging ;I Newl

System Bus Member

Swstern bus destinations support the asynchronous comrmunication of Service Oriented Architecture applications
and their Service Component Architecture commponents with each other,

Edit ... I Test Connection |

Database Scherna Create User narme | Password Server Provider
Instance Tables
[-lwaCSDB |WF‘RSSDD ™ |db2admin |uuuu-u |dbseruer.austin.ibm IDBZ Universal ;I]

Application Bus Member

Application bus destinations support the asynchronous communication of WebSphere Business Integration Adapters
and other Systern Component Architecture components,

[-p Enable the WwebSphere Busziness Integration Adapter cnmpnnents]

Edit ... I Test Connection |

Dizbaze Schema treate Usar name Password Server Pravidar
Instance Tables
[lWPRCSDB |wPRSS00 2 [dbzadmin || [ssssssssees | | |dbserver.austinibr [DBZ Universal |
6. Click OK
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7. Save to the master configuration and synchronize the changes to the nodes

Complete the following steps to confiqure the BPC container for a cluster:

8. Inthe left navigation pane of the deployment manager administrative console, expand ‘Servers’ and
then click the ‘Clusters’ link

9. Inthe following ‘Server clusters’ panel, click the ‘custom.Application’ link

10. In the following ‘Server clusters - custom.Application’ panel, ensure the ‘Configuration’ tab is
selected, expand ‘Business Process Choreographer Container Settings’ and then click the
‘Business Process Choreographer Containers’ link under the ‘Container Settings’ section

Note: A message indicates whether the BPC container is configured on the top of the Business Process
Choreographer Containers panel. Also mentions that the Service Component Architecture support should be
configured on this cluster before configuring the BPC container.

B Mezzages
G} The Business Process Chorecgrapher containers are not installed. Install and configure thern uszing this panel.

G} The service Camponent Architecture has not been configurad yet,
wou must configure the Service Component Architecture befare configuring the Business Process Choreographer containers,

If the Service Component Architecture support is already configured for this cluster, you see the following
message:

EH Meszages

[} The Business Process Choreographer containers are not installed, Install and configure therm using this panel.

11. In the following ‘Business Process Choreographer Containers’ panel, complete the following
configuration steps:

___a. Configure the data source and create BPC tables. Click the pull down icon (¥F) to view the ‘Data
source’ configuration properties

___b. Inthe ‘Data Source’ configuration panel, enter the following parameters:
» Database Instance : WPRCSDB

e SchemaName :<Accept the default> Ex: WPRBEOO

e Create tables : Select the check box
* User Name : db2admin
e Password : passwOrd
e Server : dbserver.austin.ibm.com
e Provider : DB2 Universal
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Note: Verify any default values in the Database Instance, Schema, Create Tables, User name Password,
Server, and Provider fields. If no default values exist in these fields, or if the default values are incorrect, enter the
appropriate values if necessary.

v Data Source -_—

T Edit... | Test Connection.., |
Catabase Instance | Schema Create | Lser Mame | Password | Server Provider
MNarme Tahbles
[lWPRCSDB |WF‘RBEEIEI ™ |db2admin |--"-u- | dbzerver.: IDBE Universal vll

___c¢. Configure Human Tasks Manager Mail session. Click the pull down icon (¥F) to view the ‘Human
Tasks Manager Mail session’ configuration properties

» Clear the check box for ‘Enable e-mail server’

L J Humian Task Manager Mail Session

iEnable e-rmail seruicq
H

Mail transport host
Mail transport user
|wp561admin

Mail tranzpart password
Coanfirrn mail transport password

Business Process Choreographer Explarer URL

___d. Configure security. Click the pull down icon () to view the ‘Security’ configuration properties
___e. Inthe ‘Security’ configuration panel, enter the following parameters:

e Enter user or group values for the ‘Administrator’ and ‘Monitor’ roles

» Enter user name and password for the authentication aliases

L J Security

Raole User Group Description

User narmels) and/ar graup namels) for the business flow and human task administrator rale.

He s 5e o7 |wpsﬁ-ladm| | Users assigned to thiz rale have all privileges.

User narmel(s) and/or graup namel(s) for the business flow and human task monitor rale, Users

flanitey |wpsEuladrn| | assigned to this role can view the properties of all of the buszinesz process and task objects.
authentication User Pas=waord Confirm Description
Password

IMS Authentication |wpsﬁladmi |"“"“" |"“"“" ﬁ\uthentl.catlu:un L.ISEEI ta authorize cn!'nrnumc.atlon betweasan
rmessaging engines on the system integration bus

IMS APT Authentication |wp561admi |""""" |""""" Authentication for buziness flow manager message-driven bean to
process asynchronous API calls

Ezcalation User | ] Authentication for hurman tazk manager message-driven bean to

e wpsEladmi ||uuooooooo |oovuoooooo|
uthentication process asynchronous API calls
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___f. Configure state observers. Click the pull down icon () to view the ‘State Observers’
configuration properties

___g. Accepts the defaults for the ‘State Observers’ configuration

v State Observers

T Lagaging Business Flow Manager | Human Task Manager
Audit Lagging O N
Cornmon Event Infrastructure Logging I_ I_

___h. Configure SCA bindings. Click the pull down icon (¥F) to view the ‘SCA Bindings’ configuration
properties

___i. Accept the defaults for the ‘SCA Bindings’ configuration

v SCA Bindings

Host Context Root | Relative Path Description

http:iffhostiport|  [FBFMIF_cus fecafcomfibrnfbpelspifsca/BFMWS | Business Flow Manager Web Service Endpoint

http:iffhostiport|  [FHTMIF _cu: fezcafcomfibrnfbpelspifsca/HTMWS | Hurnan Task Manager Web Service Endpoint

__j- Configure the BPC Bus (Message Engine). Click the pull down icon (¥) to view the ‘Bus’
configuration properties

___ k. By default the ‘Bus’ configuration uses the default configuration as shown below:

L J Bus
e_____,_....--- Unselect
—== [¥ Use the default configuration

___|. Clear the check box for ‘Use the default configuration’. This action displays the BPC bus
configuration properties. Complete the following steps to configure the BPC bus:

1) Bus Member Location:
=  Select the radio button for ‘Remote’

= Select ‘custom.Messaging’ cluster from the drop down list or click the ‘New’ button to
select another cluster which is configured for messaging support

« Rermote

I webSphere:cluster=custorn.Messaging ;I Newl

2) Configure data source and create tables (BPC bus data source configuration):

» Database Instance : WPRCSDB
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e Schema . <Accept the default> (Ex: WPRBMOO0)
+ Create tables : Select the check box

+ User name :db2admin

e Password : passwOrd

* Server : dbserver.austin.ibm.com

* Provider : DB2 Universal

L J Bus
[T Use the default configuration
Jf: Bus Member Location

" Local
[ Fermote
IWebSphere:cluster=custnm.Messaging;I Mew...
Edit... | Test Connection... |
Database Instance | Schema Create | User Mame | Password | Server Frovider
Mame Tables
]
[WF‘RCSDB |'I.I'I.I'F‘RE-MIIIEI v |db2.adrnin |u-uu- | dbzerver.: IDBZ Llnil.lersal;ll

___m. Click OK. Review the ‘Configuration status’ carefully

Configuration Status

G 2008-032-05 15:24:05 Beginning configuratian ...

Gl Z005-03-05 15:24:44 ADMASOLEI: Installation of BPEContainer_custornApplication started,

Z005-03-05 15:24:596 ADMASO11I: The deanup of the temp directary for application BPEContainer_custorm.Application is complete,

0
Gl 2002-03-05 15:24:56 ADMASOL13I: Application BPEContainer_custormn.Application installed succez=fully,
Gl Z005-03-05 15:25:08  ADMASO1EI: Installation of TaskContainer_custom.Application started,

2008-03-05 15:25:13  ADMASO016I: Installation of SchedulerCalandars started,

ZO08-03-05 15:25:13  ADMASOL3I: Application SchedulerCalendars installed succesz=fully,

! 2008-03-05 15:25:13  ADMASO011I: The cleanup of the ternp directory for application SchedulerCalendars is cornplete,

Gl
2008-03-05 15:25:15 The configuration has ended.

Gl

___n. Click the ‘Save Changes’ button

___ 0. Save to the master configuration and synchronize changes with the nodes
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12. Configure ‘Common Event Infrastructure Destination’. This service enables WebSphere®
Process Server applications and clients to create and manage events. The Common Event

Infrastructure serves as an integration point for consolidation and persistence of business events
from multiple, heterogeneous sources, and distribution of those events to event consumers

___a. Inthe left navigation pane of the deployment manager administrative console, expand ‘Servers’
and then click the ‘Clusters’ link

___b. Inthe following ‘Server clusters’ panel, click the ‘custom.Application’ link
__c. Inthe following ‘Server clusters - custom.Application’ panel, ensure the ‘Configuration’ tab
is selected, expand ‘Common Event Infrastructure’ and then click the ‘Common Event

Infrastructure Destination’ link under the ‘Business Integration’ section

Business Integration E—

Business Integration
Configuration

Service Component
Architecture

= Cornmon Event Infrastructure

Cornrnon Event

Infrastructure
De=tination

Corrnon Event
Infrastructure Server

___d. In the following panel, ensure the following parameters are selected:
» Select the check box for ‘Enable Service at server startup’

» Select the appropriate ‘Event Infrastructure emitter factory JNDI name’. In this scenario
you use the remote CEI server.

General Properties

[-p Enable service at server star‘tup]

Event Infrastructure emitter factory IJNDI name.

[F I cellfclustersf custormn, EventSupporty com/fibmf events/ configuration/ emitter/ Default - Il

i cormndibmy eventsy canfiguration/ ernitter/Default

Apply ﬂ Reset | Cancel |

___e. Click OK. Save to the master configuration and synchronize changes with the nodes

10. Review and test data sources created during the BPC container configuration. You should see one
data source created at the ‘custom.Application’ cluster scope and the other in the
‘custom.Messaging’ cluster scope

___a. Inthe left navigation pane of the administrative console, expand ‘Resources’ and then click the
‘Data sources’ link. Select ‘custom.Application’ as scope

___b. The following database source is created as the part of the BPC container configuration at the
‘custom.Application’ cluster scope:
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 Business Process Choreographer data source

B Scope: Cell=dmgroicellol, Cluster=custom.Application

ICluster=cu5t|:|m.ﬁpplicatinn ;I
Preterences

New| Delate | f Test conneckion || Manage state...
h Y

EllelEal

Select| Mame & IMDT narme Scope O Provider J; | Description
Business jdbefBPEDE Cluster=custorn. Application | DB2 Business
Process Univerzal Process
Choreagrapher IDBC Chareographer
data source Crriver data source

Provider
[HA)

___c. Select the check box for the data source and then click the ‘Test Connection’ button. Ensure the
database connection is successful

Troubleshooting: If the test connection is failed and is reporting the following message:

¥ The test connection operation failed for data source Business Process
Chareographer data zource on zerver nodeagent at node CustormMode0Z2 with the
following exception: java.sql.5QLException: [ibr][db2][jcc][t4][10205][112354]
Mull userid iz not supported. DSRADDLOE: SQL State = null, Error Code = -99,999,
Wiew WM logs for further details.

Restart the node agent of the corresponding node name reported in the failure message and then continue
testing the data sources.

___d. Now select the scope to ‘custom.Messaging’ cluster. You should see a new data source
created exclusively for the BPC member bus as shown below:

» Business Process Choreographer ME data source
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B Scope: Cell=dmgrolCellol, Cluster=custom.Messaging

ﬂCluster=custnm.Messaging ;Il

Newl Delete |[ Test connection |] Manage state,..

Selact| Mame & IHNDT name 2 Scope O Provider ;| Description
| w] jdbefcarn.ibrn, ws. sibf custorn.Messaging- | Cluster=custarn.Messaging | DB2 Business
Chorecgrapher ME| | BPC.drigrolCelldl,.Bus Universal Process
data source JDBC Chareographer
Crriver Messaging
Provider Engine data
(XA source
| CEI ME data source | jdbefcomn.ibrn.ws. sibfcustorn. Meszaging- | Cluster=custorn. Messaging | DB2 CEI Mezzaging
CormmonEventInfrastructure_Bus Univerzal Engine data
JDBC source
Crriver
Provider
[HA)
O SCA Application jdbefcam.ibm,ws. sibfcustorn.Messaging- | Cluster=custorn.Messaging | DB2 SCA
Busz ME data SCAAPPLICATION. drngrolcell0l.Bus Univerzal Application
SOuUrce JDBC Bus Meszaging
Dtiver Engine data
Provider source
[HA)
| SCA Systern Bus jdbofcarm.ibrn,ws, sibfcustormn, Meszaging- | Cluster=custorn. Messaging | DB2 SCA Systermn
ME dats source SCASYSTEM,. drngrolCellnl, Bus Universal Bus Messaging
JDBC Engine data
Crriver source
Provider
[HAa)

___e. Select the check box for the data source and then click the ‘Test Connection’ button. Ensure the
database connection is successful

11. Review Messaging Engine is created and ensure it is in ‘started’ status

a. In the left navigation pane of the administrative console, expand ‘Servers’ and then click the
‘Clusters’ link

b. In the following ‘Clusters’ panel, click the ‘custom.Messaging’ link

c. In the following ‘Clusters - custom.Messaging’ panel, click the ‘Messaging engines’ link
under the ‘Cluster Messaging’ section

Cluster messaging

Messaging engines

d. Ensure the following ‘Messaging engines’ panel, lists a new CEl messaging engines named as:

. <CUSTER_NAME>BPC.<DMGR_CELL_NAME>.Bus
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Server clusters = custom.Messaging > Messaging engines

Start Stop rmode: IImmediate vI Stap

il

.S

Select| Mame & Cescription Status ; ti':l
|—' custorn. Messaqing. 000~ &
BPC. drogrolicellll. Bus

|—' custorn. Messaqing. 000~ &
ComrnonEventInfrastructure Bus

|—' custorn. Messaqing. 000~ &
SCAAPPLICATION. drngr0lcell0l, Bus

|—' custorn. Messaqing. 000~ &
SCASYETEM drngr01Cell0l. Bus

Troubleshooting: If the messaging engines show an ‘unavailable’ status and report the following message
when attempted to start them:

O The messaging engine custorn.Messaging. 000-BPC.drigr0lCell0l,. Bus cannot be started as
there iz no runtimne initialized for it vet, retry the operation once it has initialized, If dynaric
configuration reload is not enabled for this bus then the server will need to be restarted.

Restart the member servers of the corresponding cluster where these messaging engines exist. Alternatively
restart the cluster itself which restarts the member servers.

12. Ensure the Business Process Engine container application and Task container application are
successfully running

___a. Inthe left navigation pane of the administrative console, expand ‘Applications’ and then click
the ‘Enterprise Applications’ link.

Enterprise Applicatons

Start | Stnp| Install | Uninstall | Llpdate| Rollout Llpdate| Remove Fi|e| Expc\r‘t| Export DDL| Export File
Select| Mame & Application Status Q
r AppScheduler =3
|— [BF‘ECDntainer custorm Application =3 ]
r Fernotesl =3
r [faskcontainer custnm.ﬁgplicatinn = ]
r persistentLkMagr &
r zra,sib.rmediation =3
r wpsFEMar &.1.0 =3
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Appendix 4: Installing the Update Installer for WebSphere software

The Update Installer for WebSphere Software has a new installation program for Version 6.1, Installation Wizard for
the Update Installer. The Update Installer now uses the Common Install Engine for WebSphere Software.

Obtain the update installer archive; download.updii.61013.windows.ia32.zip and extract it to a temporary location.

1. Toinstall the Update Installer, navigate to the directory Updatelnstaller directory and double click

install.exe to launch the installer

= |0 =

Address

_hin

[ framewark

1 lafiles

alib

[ Ipanels

[ Jupdi.primary . pak.

1 C:h download, updil, 61013, windows. a3 23 Jpdatelnstaller j G0

M sebup.jar
updi.updi, pak.
E] version, bxk

2. Read the instruction on the Welcome screen

i Installation Wizard for the Update Installer 6.1.0.13

Installation Wizard for the Update Installer

Welcome to the Installation Wizard far the [EM Update Installer far
WebSphere Software. Additional information can be found at the [nformation
Centers and Suppor sites for WebSphere and related products home page.

Click Hext to continue.

= Back

Cancel

3. Click Next

the IBM and non-IBM terms and click Next

4. Inthe following panel, read the license agreement and select the radio button next to | accept both

5. The installation wizard runs the system prerequisite check

6. Click Next

7. Click the Browse button to set the installation path to C:\IBM\WebSphere\Updatalnstaller
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ti Installation Wizard for the Update Installer 6.1.0.13

Installation Directory

IBM Update Installer far Wehsphere Software, Version 6.1.0.13 will be
installed to the specified directany.

You can specify a different directary ar click Browse to select a directary.
Directory path:

CABMWehSphere\Updatelinstaller

Browse... |

Zancel

InstallShield

= Back

8. Click Next. In the following panel, review the installation summary

9. Click Next to continue with the installation

10. Once the installation is complete, ensure the check box next to ‘Launch IBM Update Installer for
WebSphere Software on exit’

Installation Complete
Success: The following product was successiully installed:

# [BM Update Installer for WehSphere Software
Fath: CAuainebSphersiUindatalnatalliar

¥ Launch IBM Update Installer for YWebSphere Software on exit.

You can also launch the Update nstaller by running the update command in
the installation directony.

Click Finish to exit the wizard.

[nstall=Zhield

= Back Mext =

11. Click Finish. The IBM Update Installer is launched
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->Updating the WebSphere Process Server V6.1

Update the WebSphere Process Server with the patches. It is a best practice to update the WebSphere
Process Server installation with the patches before creating any profiles. This is done using the Updatelnstaller
tool.

1. Obtain and copy the WebSphere Process Server V6.1 patches to the maintenance directory
located at C:\IBM\WebSphere\Updatelnstaller, that is the Update Installer installation location

2. Launch the WebSphere Application Server update installer from the start menu

3. Read the instructions carefully on the Welcome page

4. Inthe following panel, ensure the WebSphere Process Server V6.1 installation root is correct
5. Click Next

6. Inthe following panel, click the Browse button to specify the ‘Directory Path’ of the WebSphere
Process Server installation

7.  Click Next
8. Inthe following panel, select the radio button for ‘Install maintenance package’
9. Click Next

10. In the following panel, click the Browse button to select the maintenance packages directory

i IEM Update Installer for WebSphere Software 6.1.0.13 [_ |O0

Maintenance Package Directory Selection

Enter directory ta list maintenance packages available for installation. You can
specify 3 directory or click Browse to select a path to maintenance packade.

Directory path:
COIBMWehSpherel\Updatelinstallefimaintenanceld. 1-WWS-WE 5-CritFixes

[netallEhield

= Back Mex = Cancel

11. Click Next

12. In the following panel, select the check boxes for all the fixes listed
13. Click Next

14. In the following panel, review the installation summary

15. Click Finish when the installation is complete
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What you did in this exercise

You installed the WebSphere Process Server core files on all the host machines

You created a deployment manager profile on the deployment manager host machine using the Profile
Management Tool (PMT)

You manually created the WebSphere Process Server Common database scripts using the database
scripts which were generated during the deployment manager profile creation

You created three custom profiles on the designated host machines and federated them to the
deployment manager cell using the Profile Management Tool (PMT)

You identified a custom deployment pattern and assigned functions and components to the
deployment targets (clusters and servers)

You created three clusters, their member servers and a managed server scaled across the three
federated custom nodes

You created and generated the custom deployment environment, in which the required resources and
applications were configured across the designated deployment targets assigned.
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