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IBM Batch scheduler: The Big Picture

= |BM Tivoli Workload Scheduler
e Distributed Scheduler (Maestro technology)

_ e Dynamic Workload Console with distributed

Connectors
e Fault Tolerant Agent (Maestro technology)

e zCentric static and dynamic Agents (new
technology)

= |BM Tivoli Workload Scheduler for z/0OS
e 2/0S Scheduler (OPC technology)

e Dynamic Workload Console with the z/OS
Connector

e d-Driven z/0S Agent (new technology)

= |BM Tivoli Workload Scheduler for Applications
e Application integration with SAP R/3

ORACLE" PeopleSO{L * Application integration with Oracle e-

i Business Suite
-business o . _
* Application integration with People Soft

e Application integration for emerging
workloads
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TWS z/0S Configuration

~ Scheduling
DataBase

. Scheduling
- Plan
IMI z/OS Domain

TWS for z/OS
Engine

[
TWS for z/OS|
Hot standby Engine

TWS for z/OS
Agents

Websphere
licatio

Tivoli é
Workload
Console

Centralized Modeling and Control for z/OS only scheduling
TWS for z/0S Engine
— Owns the scheduling database, drives all the scheduling activities, and implements all Scheduling control logic
TWS for z/0OS Server
— Manages communication with TWS components located outside the Controller Addtess Space
TWS for z/0S Agents
— Receives jobs to be executed by Engine, interface JES and SMF, sends back events to the Engine.
— Connected to Engine via XCF, Shared DASD, TCPIP or SNA.
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TWS Distributed Configuration

Distributed Domain

TWS Distr@ilim
Engine u DataBase
v

Websphere

Tivoli Sl
Workload Applicatio
Console
TWS Distributed —
Domain Manager on zBX TWS Distributed
ORACLE' \ Domain Manager

-business ﬂ I I \\
2 g
PopkeSe ' TWS Distributed Agents

= Centralized Modeling and Control for Distributed only scheduling
= TWS Distributed Engine

— Owns the scheduling database, collects events from the underlying Agents and resolves cross-domain
dependencies

= TWS Distributed Agents
— Intelligent agents capabale to work autonomously

— Connectivity to ERP applications
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TWS Plan Based End-to-End Configuration

TWS z/0S
i Engine

Z/OS Domain
e
TWS z/0OS
Agents
\/\V
TWS Distributed ' TWS Distributed
Domain Manager on zBX & | DOmain Manager

e
¢ e T\ _

TWS Distributed eopleSoft.
Agents

Centralized Modeling and Control from z/OS environment for all Enterprise scheduling (z/OS and
Distributed)
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TWS zCentric End-to-End Configuration

TWS z/0OS

Websphere ,

Z/OS Domain

Tivoli
Workload
Console

TWS z/0OS
Agents

TWS Distributed
zCentric Agents

SAPZS
E-businesssuite
PeopleSoft.

Centralized Modeling and Control from z/OS environment simple http protocol
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TWS d-Driven End-to-End Configuration

Distributed Domain

Schedullng
gDataBase

TWS Distribt

Websphere

Tivoli SR Scheduling
Workload Applicatio Plan
Console

S —
TWS Distributed \mumm
\ Domain Managers

ORACLE’ a / 3

z/OS with
d-driven agents

» Manage small z/OS batch environments through a Distributed Master Domain Manager
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End to End
Evolution
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How Version 8.6 contributes to the end-to-end evolution
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How Version 8.6 contributes to the end-to-end evolutio

e & @ o

Plan-based WebUI a|1d zCentric end-to-end
end-to-end Multimaster
and MVS XA

*Distributed-driven end-
to-end
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How Version 8.6 contributes to the end-to-end evolutiq
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*Distributed-driven end-
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* Dynamic zCentric end-
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How Version 8.6 contributes to the end-to-end evolution

Plan-based WebUI arld
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*Distributed-driven end-
to-end

*Dynamic zCentric end-
to-end and iSeries support

*Cross-dependencies
and multi-engines
monitoring view

Dynamic Pool
DM _
r Dynamic
-y Ny Pool
- o Broker
FTA and SA XA zCentric
Wl — SAP
- T Scrpt | ERP Oracle
Script 7
: | §Mgript | T eoplSoft |
Optimizing the 12

World's Infrastructure



Best fit End to End on zEnterprise

IBM

z/OS zLinux . Intel ZBX.,,

—

E

\

\
- - TWS Console

Private Data Network
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Batch
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How Version 8.6 contributes to the Batch Modernization

Examples of batch modernization

>

Transform: batch Re-use: existing
applications using applications with
modern languages (ex. business oriented Web

COBOL to Java) Services

TWA V8.6 helps supporting transformation and re-using
projects

*Reduce
costs offloading
MIPS to zAAP

» Invoke scheduling services as Java API

e Through zConnector, now running also on z/OS
*Enable easy
remote access
to scheduling

« Enable wrapping existing scheduling services with web services services

* Edit and submit jobstreams with variable substitution

*Re-use of
existing processes
running rather than
encouraging a re-
write

PCTY201 2?*:: World’slﬁltir?siirizgtahrg s

« Embrace scheduling of Java and Web Services



How Version 8.6 contributes to the Batch Modernization

Examples of batch modernization

Integrate: legacy
applications with new

applications

TWA V8.6 helps supporting integration projects

« Application plug-ins © Q@¥osphere

File esr’
{o exten_d the Web Transfer g ﬁa," :
automation to Service
potentially any new job
types

gt _
.s**" Java
Database ,sa%**
.

y 1) vmware

‘e e Lol
GO Wl
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Application Plug-ins

What we offer to 3° parties (Clients, BP, System Integrators) for new Application
Plug-ins implementation

» Tivoli Workload Scheduler Integration Workbench

 Takes you through the creation of your plug-ins

_ ™
e Two main phases:
. . Application
» Panels creation (AUIML file) | Plug-in
« Execution method creation (JSDL) (jar file)
B =] B3 D
LIRI
[
— HTTP method
= GET
 POST « After deployment of new Application Plug-in,
= PUT

you will be able to manage the new job type in
the same fashion as all other TWA job typesd
creation (JSDL)

— HTTF reguest paramekers

Paramekters I
Bodsy ‘

Optimizing the
World's Infrastructure
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Batch Cloud
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Cloud and workload automation

Cloud accelerates the need for workload automation

Value proposition

* TWS has moved to the center between the request for business services and the demand \
for Cloud infrastructure and resources: it allows to manage mission-critical, end-to-end
workloads through fluid and elastic cloud resources

Eapaglll!les
Tivoli

Workload = TWS v8.6 provides TSAM integration for

Automation

» |mmediate provisioning of workload
automation ready environment, for
temporary demand

= Elastic provisioning of workload automation
resource for intermittent demand

A
Cloud % q
—5 usiness Value

* Reduce resource, installation and customization costs and increase productivity

s

éther requests

* Adapt quickly in the context of limited resources

PCTY20127% %"
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Cloud workload automation benefits

» Elastic scaling

= Automatic provisioning of additional TWS agents in case of delay in processing TWS workflows.
Delay triggers TSAM request for new agent provisioning.

» Provisioning of a batch-ready environment

» Request through TSAM a batch-ready execution environment. The owner will be able to use
that environment and schedule jobs.

= WEE failover

= Automatic provisioning of a server capable to satisfy job resource requirements, to recover the a
job in error. TSAM is invoked as a recovery action and it provides the needed server.

Optimizing the
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New ISPF panels

Scenarios

» Customers require to rapidly navigate across ISPF TWS Dialogs, to accelerate operations, increase
speed-up and more confidence with the product interface.
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Tivoli Dynamic Workload Console

2 | Tivoll Integrated Portal - Microsoft Internet Explorer

fe Ede Vew Favortes Took Help

i Back - ] & 7 Search Favortes 0 v . /! B %

- D'}:;_j

-

5 = Hanage Sattings

= Manage Settings

* Uners and Groups

IEM

* Settings |

+ Tiwoli Dynamic Workload Broker

From this panel you can manage your configured tasks and engine connections
= Tiwoli Worklond Scheduler

v import settings

] Mempss/fnc 1 24034 romeab L iem. coen: 2944 3 fibmyConsole/ navigation.do T pagel D =com. bm. tws. WebUL Preferencesimpot. navig B Internet

= XML support

= Easy to unload
definitions
(engines, tasks)

= Easy to import
unloaded
information
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Operating on demand

Optimizing the
World's Infrastructure



Thank you

E
R E
e wn
2 -= enhosi =
'F:ujé S krap ®  |eibh i-f'::e; uEI.E ‘E’f‘ W
cém mlmtﬂﬁ deu  beacdp 3 =5 UZIGhUlG pgerpediremM@L5 o G fe ,
aska  _5maita nanni .29 nearg shukiya @ g Ekya @ ) grazi
formal memegmﬂr‘ﬁ.l th km 12 @ p ¢ @ =SV :D-'! E £ U bavyarlalaa
‘ilﬂgﬂiﬂl‘danhunﬁkﬂﬂ hedankt mHF‘-HFr' le aE mﬂmnun-ﬁ gt e 4 s
sah faleminderit 2 E oD blagodaram 3-8
agimus dhanyavad: tEI‘lma o €_ dhanyavaad %ﬁ

aﬂb ar mUEhr?:miﬁ'th @ mdhan}ahaad

« respectful

Clg racies;:

danhre
danke

maur‘ullr‘l.l dakujem @ EEII"IEI
grandmerce
diolch w e ﬁqﬂ
ng "r'EbDﬂqE . dziakuju dhanyavadalu

diky = dankewol e l
blagodari
irah ma ni*tapadh?S salamat e
muchas kﬂSlh acid misaotra lHt'h-;'lItrEI.lll : ju 39“}’.19 ur‘a mahalu
I nizzik ratzias @ familiar aahe

g
"3“53:1” GULkﬂuinknbyrl ta kko b

da .‘:l';
%raith GANLEE = chokrane mbar,‘;{‘“ eskerrik i

rigada &

Barak maith
dhanyavadagalu

kam

pa
muuumesc

k@
orthel mutashahkﬁ ram=y
&

lava diet TdEi\LI]I: [
o .E cops
E g dﬁErE g 0
- 1",
-

Optimizing the
World's Infrastructure o5




