.||I|

IBM Advanced Technical
Sales Proof of Concept:

Power 7 Servers Live Partition
Mobility Using FlashSystems Storage

IBM Power Advanced Technical Sales
IBM FlashSystems Center of Competency



Table of Contents

L EXeCUtive SUMMATY ...cccciiiiiiiiiiiiiiiiiiiiiiiiiiitiiiieieieeieeeeeeeeeeemeeeeeteeemeeeee 2
Highlights
Objectives
Mission Statement

Keys to Success

II.  Description of Proof of Concept ....cccevviiiiiiiiiiiiiiiiiiiiiiiiiiiiiin. 3
Architecture

II.  Proof of Concept Implementation ........ccouvvvvvummerieeiiiiiiiiiiinneneeeeeiinnnnnneeeeeeee. 5

Execution

Confirm Attached Disks on Virtual Server are IBM
FlashSystem Disks

Confirm AIX & VIOS Levels
Confirm DB2 is UP and Running with an Active Database
Confirm IBM ISD is Up and Running

Starting ISD Health Monitor Dashboard to Monitor CPU &
Adapter Speeds

Confirm Source Virtual Server Serial Number Prior to
Migration

Start Active Migration of Virtual Server "mlaix3" from Power
7 Server "m1p740" to "m2p740" (GUI or CLI)

During Active Migration, Execute Inventory Collection on
ISD to Drive up Workload

View Status of Inventory Collection as Migration Runs
Connect to "DIRDBO01" as Migration Runs

Confirm Serial Number Changes Following Successful
Migration

Confirm IBM ISD & DB2 Access (GUI & CLI) Following
Successful Active Migration

Reboot Virtual Server "m1laix3" on Target System "m2p740"

Confirm Both IBM ISD & DB2 Started Correctly Following
Virtual Server Reboot

Conclusion
IV, APPENdiX.uuiiiiiiiiiiiiiiiiiiieeeeiiiiiiitiiieeeeeeesnnateeeeeeeeessssssasssseeeessssssssssssssasesssesns 22
Acknowledgements

Trademarks

POC Reference Material



Executive Summary

The purpose of this proof of concept (PoC) is to demonstrate the ability of Power 7 servers to perform active Live Partition Mobility (ILPM) operations while utilizing IBM
FlashSystems storage. This PoC is designed to highlight the interoperability between Power 7 servers and IBM FlashSystems storage for those clients considering integrating this
next generation storage into their Power 7 environments. This PoC was executed on October 10, 2013 at the IBM FlashSystems Center of Competency in Coppell, TX. Below

you will find the details of the activities performed that day.

Highlights

Successful execution of one or more Live Partition Mobility (LPM) operations between two Power 7 servers using IBM FlashSystems storage.
Migration of active virtual server running IBM Systems Director & DB2 database software executing workload.

Migration of virtual server took under 5 minutes.

ol

IBM® Systems
Director

IBM® System
Director

IBM® Systems
Director

| IEM | DB2,
-~ -
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Objectives

Demonstrate the active migration of a Power 7 virtual server using IBM FlashSystems
Demonstrate the active migration of an AIX LPAR while actively processing IBM Systems Director & DB2 workloads.

Demonstrate virtual server stability after LPM by rebooting the virtual server and confirming virtual server & applications start back up.

Mission Statement

Highlight interoperability and synergy between IBM Power and IBM FlashSystems by performing an active migration of a virtual machine using FlashSystems storage.

Keys to Success

Successful active LPM of a running virtual server using IBM FlashSystems storage

Ability for enterprise-class applications IBM Systems Director and IBM DB2 to remaining running and processing workload during the migration

Virtual server reboot and application start-up success
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Description of Proof of Concept

The Proof of Concept (POC) will demonstrate the ability to actively migrate a virtual server running enterprise-class software between a pair of Power 7 servers while actively

processing workload.

Architecture

The environment used for this PoC is illustrated below in Figure 1:
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Figure 1. Hardware and Software Used for ALX on FlashSystems LPM
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Implementation of Proof of Concept

Execution

The LPM PoC will execute the following procedures:

Confirm attached disks on the virtual server are FlashSystem disks

Confirm AIX and VIOS operating system levels

Confirm IBM DB2 is up and running with an active database

Confirm IBM ISD is up and running and connected to it’s DB2 hosted datbase

Start Health Summary Dashboard in ISD to monitor CPU % and Network Recv/Send

Confirm source virtual server serial number prior to migration

Start active migration of virtual server ‘m1aix3’ from Power 7 server ‘m1p740’ to ‘m2p740” (HMC GUI or CLI)

During migration, execute inventory collection on ISD to drive up workload

e e A S o e

View status of inventory collection as migration runs

_\
e

Connect to DIRBDO01 DB as migration runs

—_
—_

. After migration completes, confirm serial number has changed
Confirm ISD and DB2 could still be accessed (GUI & CLI)

. Reboot virtual server and confirm it comes back up successfully
Check status of IBM ISD & DB2

—_ = e
Bl N

Confirm Attached Disks on Virtual Server are Flash Systems Disks

o For AIX é1 TL8 SP3 and AIX 71 TL2 SP3, or newer release, you don't need fo do any additional config for FlashSystem, the new logical unit (LUN) can be
recognized by MPIO without any problem.

For AIX 61 TL8 SP2 and AIX 71 TL2 SP2, you will need an APAR to properly set the device type and queue depth. The APAR description and fix locations are:

FC attached IBM FlashSystem Storage is recognized by AlX as "Other FC Disk Drive" and the disk is configured as non-MPIO and has a queue_depth of "I".

APAR for AIX é1 TL8 SP2: http://www-01.ibm.com/support/docview.wsseguid=isg11V38191

APAR for AIX 71 TL2 SP2: http://www-01.ibm.com/support/docview.wss2uid=isg11V38226
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We confirmed that FlashSystems disks were being used by running the Isdev command as shown in Figure 2:

@ m1laix3.dfw.ibm.com - PuTTY

Figure 2. Confirming FlashStorage disks are connected
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Confirm AIX and VIOS Levels

Figure 3 below shows the “oslevel” command being run on the target AIX virtual server “m1laix3”:

@mlalx&dfw,ubm.com-;’uﬁY - . AR e = | (2] |-

Figure 3. AIX Operating Systen: Level Confirmation

Figure 4 below shows the “ioslevel” command being run against the source VIOS virtual server ‘m1demo9’
£® mldemol.dfw.ibm.com - PuTTY E=RICIE X |

-

Figure 4. V1OS Operating System Level Confirmation

IBM ADVANCED TECHNICAL SALES PROOF OF CONCEPT: - OCTOBER 2013



Confirm IBM DB2 is Up and Running with an Active Database

Log on as DB2 instance owner on LPM source virtual server “m1laix3” and run the following commands to confirm that DB2 is up and running with an active database and

applications connected to it as shown in Figure 5 below:

£P mlaix3.dfw.ibm.com - PuTTY =5 .

Figure 5. Confirming Database Active & Accepting Connections
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Confirm IBM ISD is Up and Running

As root user, run the “smstatus” command as shown in Figure 6. below to confirm the level & state of the ISD server:

el 5 S

Figure 6. Confirming ISD 1evel & Status

Starting Health Monitor Dashboard to Monitor CPU & Adapter Speeds

Logged into the IBM ISD web interface and configured monitors for the ‘m1aix3” endpoint to allow ISD to monitor its operating system CPU utilization %, network adapter

throughput, and Memory usage:

milaix3 CPU Ut % milaix3 end Recv KBps milaix3 end Send KBps mlaix3 Memory Usage
100 10 10 5,460
.
-, ®
0 e 0 Ljorees p 0 0

View Monitors

Figure 7. Starting ISD Health Monitor Dashboard

The above will be keep running during the active migration to demonstrate IBM ISD can continue to function and monitor metrics while it’s underlying virtual server is being

migrated from m1p740 to m2p740.
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Confirm Source Virtual Server Serial Number Prior to Migration

Before we begin the active migration we need to confirm the serial number on the source virtual server so that we may confirm if the machine serial number has in fact changed
after the migration completes. This will allow us to confirm that the virtual server was in fact successfully migrated from system “m1p740” to “m2p740” as noted in Figure 8:
£ m1aix3.dfw.ibm.com - PuTTY E=NEY X

Fagure 8. Confirming Serial Number Change Prior to Migration

Start Active Migration of Virtual Server “mlaix3” from Power 7 Server “m1p740” to “m2p740” (GUI or CLI)

The migration was executed both through the HMC GUI and CLI The CLI does provide a bit more flexibility in controlling elements of LPM operations as well as lends itself

nicely to scripting. Below we show you both methods of execution starting with the GUI method in Figure 9:

Hardware Management Console

- ‘ﬁ' Systems Management > Servers > m1p740
B Welcome g w2l | F @ i iF (| Filter Tasks» || Vie
II Systems Management Select |Name ~ |ID & | Status “ | Processing Un
a SEBWBFS ™ [B1 740 top_vios 1 Running
1p740 B -
Ly V |El miaxa®l|  Properties 13 Running
E pBforSandbox = ch Default Profil
Custom Groups C Bimiaa - ange Lefaul Frofile R14t . Runnina
= peratio esial

_ Bl mians -

ED System Plans Configuration » Shut Down octed 1

g Hardware Information » Deactivate Attention LED e
#8 HMC Management Dynamic Logical Partitioning » Schedule Operations Migrate

% service Management Console Window [l Mobility P Validate

) Serviceability b Suspend Operations » Recover

1 lindatae -

Figure 9. Executing .PM via HMC GUI
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Figure 10. below shows the screen populated with the remote HMC, destination system, MSP pairing, and the virtual slot that will be assigned on the destination VIOS

=R

2 mldema9: Validate - Mozilla Firefox: IBM Edition —— u

| & https;//mldemo9/hmc/content?taskld=525&refresh=1414

=

Partition Migration Validation - m1p740 - m1aix3

Fill in the following information to set up a migration of the partition to a different managed

system. Click Validate to ensure that all requirements are met for this migration. You cannot
migrate until the migration set up has been verified.

Source system : m1ip740

Migrating partition: m1laix3

Remote HMC: Hmzdemog ‘

Remote User: ‘hscroot ‘

Destination system: m2p740 j _ Refresh Destination System

Destination profile name: ‘miaix3_npiv ‘

Destination shared processor pool: DefaultPool (0) j

740_Top_VIOS

Destination mover service partition: 740_Bottom_VIOS
Wait time (in min): 5 ‘

Source mover service partition: | MSP Pairing...

Override virtual network errors when possible: []

Override virtual storage errors when possible: []
Virtual Storage assignments :

Source
Select| 510t ID

vV 23

Destination
VIOS

740_Bottom_VIOS

Slot Type

Fibre

View VLAN Settings... || Validate || Migrate || Cancel || Help |

Figure 10. LPN V alidation Screen
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We are now ready to execute the migration by clicking on the migrate button listed in Figure 10. above. We are then presented the Partition Migration Status window as noted in
Figure 11. below:

@ m1demo9: Validate - Mozilla Firefox: IBM Edition =8 X |

‘ & https;//mldemo9/hmc/content?taskld=525&refresh=1416 “|

Partition Migration Status : m1aix3
Migration status :

Action Status |
Migration Migration In Progress

Progress (%): 10

Figure 11. Migration Status

As the migration progresses, we can view the ISD Health Summary Dashboard to confirm ISD is still working correctly and continues to monitor key performance metrics
associated with the m1p740 frame and VIOS virtual:

Dashboard

mlax3 CPU Util % mlax3 en( Recv KBps mlaix3 end Send KBps mlaix3d Memory Usage
100 10 10 5400 —gaasaae
0 FH o R e 0 -HHHHHHH

ot & & a
Figure 12. ISD Health Summary Dashboard
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We continue to monitor the migration progress a few minutes later as noted below:

& https://mldemo9/hmc/content?taskid=5258&refresh=14

Migration status :
Action Status

Migration Migration In Progress

Stop...
Progress (%): 75

Figure 13. LPM Status Window

HMC CLI Active Migration Method
The above migration task was also performed via the HMC CLI by issuing the commands listed below to start the migration in the background and check on the status:

& m1demo9.dfw.ibm.com - PuTTY E=pr=y X

Figure 14. HMC CLI I.LPM & Status Check Commands
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During Migration, Execute Inventory Collection on ISD to Drive Up Workload

We had a previsouly run inventory collection of all endpoints and simply restarted that job to drive up workload on the ISD server as the migration continues to further test

application functionality while migration continues to run:

Active and Scheduled Jobs

Active and Scheduled Jobs

‘ Create Like... ‘ Edit... | Delete ‘ | | Actions v‘ | Search the table... Search

Select ‘ Name 4 | Status ] ‘ Progress % ‘ Last Run St... $ | Description & | Next Run $ | LastRun $ | Task ¢ Created By
Service and Support Manager Su... | Active E Complete (view |... Repeat job Ever... 10/4/13 at 10:0... 10/3/13 at 10:0... Allocate space f... System
Send System Service Information...| Active [I Complete (view |... Repeat job Ever... 11/3/13 at 10:0... 10/3/13 at 10:0... Send System Se... System
Collect Performance Data Active E Complete (view I... Repeat job Ever... 10/4/13 at 10:0... 10/3/12 at 10:0... Collect Performa... System
Update Compliance - October 3, ... | Complete E Complete (view |... Run once on 10/... 10/3/13 at 9:53... Update Complian... System

Update Compliance - Octobe Edit... | 100% Cnmplate (view |... Run once on 10/2/13 at 5:39... Update Complian... System

Collect Inventory ALL TEST Delete | 100%  Complete (view I... Run once on 10/... 10/2/13 at 5:37... Callect Inventory  root

Update Compliance - Octobe 100% Complete (view |... Run once on 10/... 10/2/13 at 5:17... Update Complian... System

Cancel Running Job Instance L

System Discovery - m1aix3 - P 100% Complete (view |... Run once on 10/... 10/2/13 at 5:13... System Discovery root

Update Compliance - Octobe Suspend 100% Complete (view l... Run once on 10/... 10/2/13 at 5:12... Update Complian... System
Update Compliance - Octobe Display Job Log | 100% Complete (view l... Run once on 10/... 10/2/13 at 5:10... Update Complian... System
System Discovery - mlaix3 - Properties 100% Complete (view |... Run once on 10/... 10/2/13 at 3:41... System Discovery root
= Pl Ambn Ml n PRI T TR T YT S S S Prim mmmm AR Y N e Pl dnbn mmmn b [

Figure 15. Excecuting 1SD Inventory Collection to Drive Ioad

View Status of Inventory Collection as Migration Runs

and Scheduled J

Active and Scheduled Jobs

‘ Create Like... ‘ Edit... ‘ Delete | | | fers v| | search the tabi search
Select  Mame & | Status % | Progress % | LastRunSt.. £ Description % | NextRun £ LastRun & Task & Created B

Figure 16. ISD Inventory Collection Job Status

Active and Scheduled Jobs

Edit... | ‘ Search the table... Search

Select Name 4 | Status $ | Progress $  LastRun St... $ | Description & | Next Run & | Last Run & | Task $ | Created B

) colectinentory LOADTEST  Actve [ % mmnng  Rmonceon10/..  10/y13at1021AM  Colectinventory root

Figure 17. 1SD Inventory Collection Job Status
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Based on the below snippets from the log, we can see that the job took just under 2 minutes to run and completed without errors:

October 3, 2013 10:21:24 AM CDT-Level:1-MEID:0--MSG: Job "Collect Inventory LOAD TEST" activated.
October 3, 2013 10:23:14 AM CDT-Level:1-MEID:0--MSG: Job activation status changed to "Complete".

Connect to DIRBD01 DB as Migration Runs

We first confirmed that IBM DB2 is still active with ISD applications attached to it’s DB as shown in Figure 18. below:

&P mlaix3.dfw.ibm.com - PuTTY E=ET

Figure 18. Confirm IBM DB2 DB “DIRDB” is Active
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We then confirmed we could still directly connect to the ISD database hosted by DB2 as shown below:

g? mlaix3.dfw.ibm.com - PuTTY

currently

Figure 19. Connecting to DIRDB DB2 Database
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Confirm Serial Number Change Following Successful Active Migration

Once the migration completed we confirmed the system serial number has changed on virtual server:

£2 m1aix3.dfw.ibm.com - PUTTY e (]

"Machine
CP

Figure 20. Post 1.PNM Serial Nunber Change
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Confirm ISD and DB2 Access (GUI & CLI) Following Sucessful Active Migration

We also confirm that IBM DB2 is still active with ISD applications connected to it:

= ol

@ mlaix3.dfw.ibm.com - PuTTY ks —=n X

Figure 21. Confirming DB2 Active Post I.PM

We also confirm that IBM ISD is still active and thereby connected to it’s IBM DB2 DB:

Figure 22. Confirming 1SD Active Post PN
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We can see that ISD continues to collect dashboard data in the GUI and monitor m1p740 utilization. Note, that m1aix3 is no longer listed under m1p740 in ISD due to it being
migrated to m2p740 which is not monitored by ISD:

Qashboard

mip740: Frame CPU Ut 56 m1p740 OPU Units VIOS CFPU Uts % VIOS CPU Ut Ursts
10 10 10 10
[ —— 0 ee-a-s L 0 eeoo-e

HAC and Managed Powaer Systams Servers [View Mambers )

| Mctcns w | Saarch the tabk... owcn
Select  Namw $ Stae O Access 3 mu-u S O Utkzaton % ; Processon ‘,_: O Utikration Uests S Emmied Mocessog Units
@ rr0enn Stated B

—-——__r:-———

B MO_Tap VICS Stacted .I-

r [ LT Startsd B o= .ox I]’" 'o». 1] 0,004
r B ntsas Started 8- B ] 2 17
& 8 oetasanaman Started B B «

r B o Started B o~ B t

Figure 23. ISD Health Summary Dashboard & HMC Resource Explorer View
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Reboot Virtual Server ‘mlaix3’ on Target System m2p740

We will now reboot the virtual server to confirm it comes backup following the active migration:
&* mlaix3.dfw.ibm.com - PuTTY | L -

Figure 24. Restarting Virtual Server Post .PM

After serveral minutes, the virtual server was back up and running and we ran several commands to confirm the disks are avilable and needed volume groups online:

Figure 25. Virtual Server Backup After Reboot with 1”Gs & Disks Online
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Confirming Both IBM ISD & DB2 Started Correctly Following Virtual Server Reboot

We can see below that both IBM DB2 and ISD started correctly (ISD can take up to 15-20 minutes to fully activate following a reboot):

&8 m1laix3.dfw.ibm.com - PuTTY

Figure 26. IBM DB2 Status Following Reboot

Figure 27. IBM ISD Status Following Reboot

Conculsion

The preceding POC effetivy demondtsrated the interoptability and syngery of Power 7 servers used in conjunction with IBM FlashSystems storage to perform Live Partition
Mobility operations. Clients looking to incorporate IBM FlashSystems in their Power 7 environment which utilize Live Partition Mobility can rest assured that it is supported

and will work.
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