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The following are trademarks of the International Business Machines Corporation in the United States and/or other countries. For a complete list of IBM Trademarks, see
www.ibm.com/legal/copytrade.shtml: AS/400, DBE, e-business logo, ESCO, eServer, FICON, IBM, IBM Logo, iSeries, MVS, 0S/390, pSeries, RS/6000, S/30, VM/ESA, VSE/ESA,
Websphere, xSeries, z/OS, zSeries, z/VM

The following are trademarks or registered trademarks of other companies

Lotus, Notes, and Domino are trademarks or registered trademarks of Lotus Development Corporation

Java and all Java-related trademarks and logos are trademarks of Sun Microsystems, Inc., in the United States and other countries

LINUX is a registered trademark of Linux Torvalds

UNIX is a registered trademark of The Open Group in the United States and other countries.

Microsoft, Windows and Windows NT are registered trademarks of Microsoft Corporation.

SET and Secure Electronic Transaction are trademarks owned by SET Secure Electronic Transaction LLC.

Intel is a registered trademark of Intel Corporation

* All other products may be trademarks or registered trademarks of their respective companies.

NOTES:

Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput that
any user will experience will vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the 1/O configuration, the storage configuration, and the
workload processed. Therefore, no assurance can be given that an individual user will achieve throughput improvements equivalent to the performance ratios stated here.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

All customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may have
achieved. Actual environmental costs and performance characteristics will vary depending on individual customer configurations and conditions.

This publication was produced in the United States. IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject
to change without notice. Consult your local IBM business contact for information on the product or services available in your area.

All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Information about non-IBM products is obtained from the manufacturers of those products or their published announcements. IBM has not tested those products and cannot confirm the
performance, compatibility, or any other claims related to non-IBM products. Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.

Prices subject to change without notice. Contact your IBM representative or Business Partner for the most current pricing in your geography.
References in this document to IBM products or services do not imply that IBM intends to make them available in every country.
Any proposed use of claims in this presentation outside of the United States must be reviewed by local IBM country counsel prior to such use.

The information could include technical inaccuracies or typographical errors. Changes are periodically made to the information herein; these changes will be incorporated in new editions of
the publication. IBM may make improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time without notice.

Any references in this information to non-IBM Web sites are provided for convenience only and do not in any manner serve as an endorsement of those Web sites. The materials at those
Web sites are not part of the materials for this IBM product and use of those Web sites is at your own risk.

3 © 2007 IBM Corporation



IBM STG Technical Conference

Agenda

= Sysplex Aggregation
— What itis
— Qualifying Requirements
v Hardware
v" Software
v" Operational
— Examples

— Tool support

= CF Analysis using zCP3000
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Parallel Sysplex — What is it ?

= Hardware
— Timer
— 1/0 Connectivity
— Coupling Facility

= Software
— XCF/XES N |
| . Timer
— WLM System 29 109 \\\,7, zSeries
= p-code (Microcode) (_ESCON/FICON -
— Processor y-code @ @ @
Shared
data
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Sysplex Aggregation

= Software pricing benefits

= This session: Technical Qualifications,
*NOT* pricing

= For pricing : Session Z116 “z/OS Pricing”
Sysplex, | Amy Tobenkin
:E('chcapamty’ Thursday @ 3:30pm
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What is a Parallel Sysplex?

= Up to 32 z/OS logically functioning as one
= Transparent supporting infrastructure
= Hardware and software components

Parallel Sysplex Benefits

= Continuous availability

= Flexible growth

= High-performance shared data across systems
= Potential software pricing benefit
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Sysplex Aggregation Pricing

software licenses

—
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Sysplex Aggregation Pricing

= Non-aggregated
price:

82 + 174 = 256

= Aggregated
price:

188
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Sysplex Aggregation

...of software charges across actively coupled machines

Criteria:

= Hardware - z9, zSeries, 9672, OEM
= Software — z/0S, 0S/390, and Systems Enablement Function
= Operation - 50% of the total z/OS used on that machine

= Validation - System Verification package
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Aggregation Criteria - Software
Systems Enablement Function

= Application Data Sharing including:
— IMS/TM: with IMS DB or DB2
— CICS: with IMS DB or DB2 or VSAM RLS
— TSO and DB2 data sharing
— An eligible Independent Software Vendors Data Base

= GRS Star Implementation

= JES2 Checkpoint in the coupling facility
= RACF database caching

= SmartBatch multisystem processing

= Automated tape sharing and switching
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Aggregation Criteria - Software
Systems Enablement Function (continued)

= VTAM Generic Resources

= VTAM MULTINODE Persistent Sessions

= System logger SYSLOG (OPERLOG)

= System logger LOGREC

= System logger Resource Recovery Services
= WebSphere MQ shared message queues

= HSM common recall queues

= Enhanced catalog sharing
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Aggregation Criteria - Operation
Terminology

= Parallel Sysplex - z/OS images with a shared
sysplex CDS, common time source, common
Coupling Facility.

= PrimaryPlex - utilization from a sysplex’s LPARs

IS more than half of all MVVS-based utilization on
that CPC.

= PricingPlex - the group of CPCs with the same
PrimaryPlex.
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Aggregation Criteria - Operation
Sample Configuration 1

9%

Eﬂ TSTA1

i

CRC A
MZUs 1500
Fey [ o
O D32
£ ZAS

14

133

Sysplex
Test
]
Dev
N
Prod
Avg
CPC LPAR Sysplex MSU | % MVS MSUs
A TSTA1 Test 135 11%
A DEVA1 Dev 287 21%
A PRDA1 Prod 928 68%
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Aggregation Criteria - Operation

Sample Configuration 2

TSTB1

Test

Avg % MVS

CPC | LPAR Sysplex MSU MSUs
A TSTA1 Test 109 8%
A DEVA1 Dev 164 12%

164

18%

DEVBA1

Dev

200

22%

C TSTC1 Test 216 25%
C DEVC1 Dev 312 36%
CPC A CPC B CPCC C PRDC1 Prod 337 39%
1500 [ 1000
] N
Test Dev Prod O Unused
Sysplex

15
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Aggregation Criteria - Operation
Sample Configuration 2

Avg | %MVS Primary Plex - the sysplex with
CPC | LPAR Sysplex MSU MSUs
>50% MSUSs used on that CPC

A TSTA1 Test 109 8%

B TSTB1 Test 164 18% . .
Primary License
B DEVB1 Dev 200 229, Plex CPC MSU Pricing MSU
PROD A 1500
2500
c | TsTCH Test 216 25% PROD B 1000
C | DEVCH Dev 312 36% n/a C 1000 1000
C | PRDC1 Prod 337 39%
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Aggregation Criteria - Operation
Sample Configuration 3

O Available
M Linux
Oaa 4
LITST 9
EDEV 1

B PRD 2
EPRD 1

CPCA CFC B CPCC CPCD CFCE
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Aggregation Criteria - Operation
Sample Configuration 3 - Two Primary Plexes

18

Avg | % MVS

CPC | LPAR Sysplex MSU MSUs
A TSTA1 Test 109 8%
A DEVA1 Dev 164 12%

TSTB1

Test

164

18%

DEVB1

200

22%

C TSTCA Test 216 25%
C DEVCA Dev 312 36%
C PRDC1 Prod 337 39%

Avg | % MVS
CPC | LPAR Sysplex MSU MSUs
D VMLD® n/a n/a n/a
(o [own | on | se| s
D TSTD1 Prod 128 12%
D DEVD1 Prod 192 18%
D PRDD1 Test 182 17%
E VMLEA1 n/a n/a n/a
e [omer | on [ o] sm
E TSTE1 Test 131 17%
E DEVE1 Dev 131 17%
E PRDE1 Prod 116 15%
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Aggregation Criteria - Operation
Sample Configuration 3 - Two Primary Plexes

19

Primary
Plex CPC License MSU Pricing MSU
PROD A 1500
2500
PROD B 1000
n/a C 1000 1000
QA D 1250
QA E 1250 2500
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Aggregation Criteria - Validation

System Verification Package

http://www-03.ibm.com/servers/eserver/zseries/swprice/sysplex/pdf/svp.pdf

Name of PrimaryPlex

Common Systems Enablement Function used

CF Structure for that Systems Enablement Function

5 consecutive business days

Prime Shift Hours (and optional 2 consecutive eliminated hours)
Type / Model / Serial Number of each Machine in the

PricingPlex

DOk wh =

7. Sysplex Calculator Report (PlexCalc)
8. CF Activity Report (RMF)
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Aggregation Criteria - Validation
Tools

= PlexCalc
— No charge tool

http://www-03.ibm.com/servers/eserver/zseries/swprice/sysplex/sysplex_calc.html

— SMF Type 70 records from
**Every MVS on every CPC**

— Required with System Verification Package
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Aggregation Criteria - Validation

PlexCalc Tool

SYSPLEX CALCULATOR
Rel ease Date 12/ 20/ 2005
Cust oner

LPAR name, not

===z£=z========= SYSID
Name CUSTOVER NAVE

Machi ne Serial MSUs LPARs

CPCL 11111 248 FKISD, FKISA(1), FKISB SMF 70 input

CPC2 22222 492 FKI 7A(1), FKI7C, FKI 7B collected

CPC3 33333 402 FKI 1B(1), FKI 1A

CPC4 44444 410 FKI 14A

CPC5 55555 350 FKI 4D, FKI4A, FKI 4B(1), FKI4C

CPC6 66666 392 FKI 5A(1), FKI5B

CPC7 77777 330 FKI 12A(1), FKI 12B
CPC8 88888 410 FKI 17A
CPCO 99999 187

FKI 10A( 1),

FKI 10B, FKI 10C, FKI 10l

(1) This: LPAR: has: general CPs: assigned yet: SMF data for this; LPAR was: not; provided|in the. input: stream.
22
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Aggregation Criteria - Validation
PlexCalc Tool

“Based on IBM's Parallel Sysplex Aggregation criteria,
Sysplex Calculator has determined that ..”

the PrimaryPlex for CPC1 is FPKD

the PrimaryPlex for CPC8 is FPKW
the PrimaryPlex for CPC9 is FPKD

= the PrimaryPlex for CPC2 is FPKE PricingPlex 1
= the PrimaryPlex for CPC3 is FPKU PricingPIex 2
= the PrimaryPlex for CPC4 is FPKE

= the PrimaryPlex for CPC5 is FPKU PricingPlex 3
= the PrimaryPlex for CPC6 is FPKW -

« the PrimaryPlex for CPC7 is FPKW PricingPlex 4
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Aggregation Criteria - Validation
Tools

= zCP3000

— No charge tool for IBM and entitled IBM Business Partners

IBM - http://w3.ibm.com/support/americas/wsc/cpsproducts.html
BP - http://partners.boulder.ibm.com/src/atsmastr.nsf/\Weblndex/PRS1762

— Extracted data (EDF) from every MVS on every CPC

Mot a substtute vor PlexCale
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Sample
Configuration 4 -
Five SysPlexes

25

2w PACKER - zCP3000 PA Overview
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&, PACKER - zCP3000 PA Overview =13

Action Help | anaysis |
Sam p | e M SYS ~CEC1D67

v BCU -ASU2Z=

Configuration 4 -

Five SysPlexes wa >
g

File Edit

:
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Sample Configuration 4 - Five SysPlexes

K5 PACKER - zCP3000 PA Overview

File Edit View Action Help | n“ﬂl}'ﬁiﬁ
. Ne—
S ETEIREINE ]
/.
Sysplex ERCPLEX Sysplex EDAPLEX Sysplex ASUPLEX Sysplex PLEX2 Sysplex PLEXA1

C A R R

=ERC1 =y pERC2 =

=ECF1=y pECF2=—y °

W PP P e A A

-EDA1 ED.H.E 3 e A5U1 A.SI.IZ

C

RCC1= PRCCI=

' -"--I

=RCC2= FRCCY =

=RCF1 =y pPRCF2=

A | A

B R

LR LS T T T S T T
L S N R L

L SR T R SR T G

A || A

F A A

Bkt ke bk el

LLLLRELERELEK
| |
m
~ )
.
s
m
=
b
=]

L TR N LN TR TN L T TR TR TS Y

E A B T

Sysplex Aggregation Report by Sysid
Sysplex Aggregation Report by Sysplex
Sysplex Mips by Workload

Sysplex Mips by SysiD

Sysplex Mips Summany

Sysplex O Rate by SysIiD

Sysplex Relative Mips by SysiD

[_] Favorites | Sel All Show OK

LB T T R R TR S W R T TR R R T SRR RSN

[ TR S SN R RN S SR U RN Uh RN SN RN S SR TR S S
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Sample Configuration 4 - Five SysPlexes

. Sysplex Aggregation Report by Sysid : zCP3000 Graph and Text: PLEX 1005 |:||E|[z|
File Action

Sysplex Aggregation Report I o| myeplex aggregation "provides the ability to pay for H
software on more than one [CEC) as if the software

i|wras executing on a single large [CEC] of the same
capacity as the aggregate capacity of the individual
[CEC:z]" (RedPaper EEDP-3967 "=/05 Systems
24601 Prograrmmers Guide to; Sysplex Aggregation™).

300

The "Sysplex Agoregation Report” sumns the MSUz
used by each 205 zystem in each CEC mclhuded in the
study, to help determnine whether the site might meet
the 50% part of Sysplex Aggregation Operational
Requirements. This report does MOT replace the report
generated by the FLEXCALC tool, because it is
generally looking at rouch mmore than a 40 hour

i| production workweek, it it is a quick way to estimate
whether the customer installation may be eligible for
sysplex aggregation pricing.

ot
=
=

-
4]
=

MVS MSUs Used

50

The tables below list the total 2085 BSU: used, and the
0 proportion of those that are sysplex members. [n the
I TecH graph and in the tahle, 205 systems that are in the
RCCA DEVL i| same sysplext are the same color, while 2/05 systems
ERCA RCC4 that are not sysplex members are a gold color.
Egm Eggg Highlighted in bold type are the system members of a
CECYDES EDAZ ¢| sysplex which accounts for at least 50% of the /08
T ‘| hased MUz consumed on that CEC. Thiz sysplex is

CEC1D67 | considered the PrimaryPlex for that CEC.

4]
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Sample Configuration 4 - Five SysPlexes

. Sysplex Aggregation Report by Sysid : zCP3000 Graph and Text: PLEX1005

File Action

1 -
’ The tables below list the total 203 WEUs used, and the proportion of those that are sysplex members. In the graph and in the %

table, 203 systems that are in the same sysplex are the same color, while Z003 systems that are not sysplex members are a
gaold color. Highlighted in bold type are the system members of a sysplex which accounts for at 1east 50% of the =035 bazed
LISU: consurmed on that CEC. This sysplex is considered the PrimaryPlex for that CEC. n
L| -
k SYSID |
g CEC SCP | Sysplex Avg MSU used % of MV 5-hased MSUs
CECIDAT | ASUY | 205 | ARTPLEX .33 3.0%
CECIDGT || EDAZ || 205 | EDAPLEX 13.90 f. 0%
CECIDGT || ERCZ || z/O3 || ERCFLEX 21.50 9. 3%
CEC1D67 || RCC2|| z/O8|| PLEX1 83.50 36.0%
CEC1D67 || RCC4 || z/OS || PLEX1 67.75 20.2%
CECIDGT | DEVL | z/OF | PLEXZ 17.36 T
CECIDGT || TECH | z/O3 | PLEXZ 513 2.2%
3.22 1.4%
2.86 1.2%
3.68 1.6%
489 1.2%
280 1.2%
CECIDAT || Total || DWIVE 232.14 100.0%% ||

AS) © 2007 IBM Corporation
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Sample Configuration 4 - Five SysPlexes

g Sysplex Aggregation Report by Sysid : zCP3000 Graph and Text: PLEX1005

File Action

: A PricingPlex iz the group of CECs that have the same PritmaryPlex, and which are eligible according to the other agoregation | #)
o\ requiremnents. Even though a CEC hosting some mernbers of the PrimaryPlex may be eligible, it 13 not necessarily true that all
CEC:s hosting other metmbers of the same sysplex are eligible.

CEC CPU Model Capacity (MSU) PricingPlex Pricing MSU
CECID67 2084-309 497

PLEX1 1,030
CECID68 2084-310 538

mysplex aggregation requires a > day, & hour prime shift measurement period. In this report, average uiilization iz plotted for
the entire measurement period, starting 01/31/2006 at 00:00, and ending 01/3172006 at 19:00. The 20 hours included in this

‘| report are less than the sysplex aggregation requirement. It may include utilization atypical of a 40 hour prime shift, which in
turn, could influence whether it appears that the installation is eligible for sysplex agaregation pricing. By deleting non-pritme
“| shift intervals from the "Select Interval' menu option on the main 2CP3000 window, you can generate a Sysplex Aggregation
report that will approzimate the results of the PLEXCALC Sysplex Calculator tool, but it will still be necessary to run the
PLEXCALC tool to malke this determmunation.
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But what about...

= zCP3000 vs PlexCalc
= zZIIPs and zAAPs

= MVS guests under VM

= LPARS with different GMT offsets

31 © 2007 IBM Corporation




IBM STG Technical Conference

Aggregation Criteria - Validation
When is revalidation required?

Customer must notify IBM when they add an additional mainframe into
an existing qualified Parallel Sysplex.

= Server upgrade

= Server Consolidation

= Server Consolidation with CPC upgrade

= Non-sysplex work grows significantly

= Workload on PrimaryPlex offloaded to zAAP
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CF Analysis
with

72¢P3000
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zCP3000 CF Analysis

&I PACKER - zCP3000 PA Overview M=
File Edit View Action Help Analysis

alle] [»] [

|

Sysplex ERCPLEX Sysplex EDAPLEX Sysplex ASUPLEX Sysplex PLEXZ Sysplex PLEX1
W W W P e R R R R R R R ] Wl W e PR R R R R R ] W e W W P e
4 FERC1=y FERC2= “ pEDA1= PEDA2= * S pASU = pASUZS ¢ * pDEVL= pTECH= * 2 pRCC1= FRCC3=y *
-t - =l - = - el - o -
w - w - o - ra @ o -
S PECF1=y pECF2=y * Y PEDF1=y ;EDF2=— S PACF1= pACFZ= S rDCF1= 4 2 PRCC2= PRCCA=
o ) el - w 'l o rl @ == = 'l
= - = - o ] A & o -
lallal: clalla]l: clalla]l: :la
=] - E - r - F P o -
R R R L 4LDQ|C3I5?SF:|IEKAEUPLE}{:| e e :'RCF'I- -RCFZ— :

o -

o -

A A

E R i T R R
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E. RCF1: Coupling Facility PA Summary

View Action Help Analysis ‘
Z C P 3 OOO CF Name: RCF1
) Sysplex Hame: PLEX1 Peer Hame:
CI: An al S I S CF Machine Type: 2084310 CF Machine Type: 2084-309
y CF Level: CF Level: 14
Logical Physical
CF Utilization 30.01 % 15.00%
#ICF engines: 1.0
Effective #engines: 1.0
i DUpleXGd StrUCtureS Storage Defined: 4,029 mh
Dump Storage: 98 mb
. Storage Available: 1,336 mb
. PhyS|Ca”y separate CF peers Sysid: | SubChannels: | CF Links: | Moce: Link Type:
RCC A 4 Feer I Internal Coupling
H . HH H RCC2 35 5 Pear IST InterSystern Coupling
o Loglcal == PhyS|Ca| Utilization RCC3 78 3 Peer  |IC Internal Coupling
RCC4 35 5 Feer 15C InterSystern Coupling
« Effective = Real Engines
] CF Study Interval 2006-01-31 10:00:00 01:00:00 ~
¢ Peer mOde CF Ilnks Structure Type Size w Regsisec Duplexed? |
DSNCAT1_LOCKI LOCK 1024.0 71226 vl
. . HCSTRS LIST g2 2604.0 ]
» Highest request rate is a KOSTR! LisT 2 rs0rg [
CSTR3 LIST 14.2 B6S.4 O
SynChronOUS, duplexed lock DSNCAT1_GEP3 CACH 158.2 439.0 i
DSNCAT1_GEP4 CACH BE3.7 2165 vl
structure IRRXCFO0_PO01 CACH 420 916 0
DSNCAT1_GEP32K1 CACH 120.0 52.4 vl
DFHXGLE_RCCTSG0T  LIST 125 35.6 O
JESZCKPTA LIST 7.0 6.8 ]
DSNCAT1_GEFT CACH 26.7 208 vl |
WOAMBET S09 e T rin| 1 -
|33 Structures__ Totals | 7550 6 128022 17l
Cancel Apphy
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&, Define CEC CEC1D68

zCP3000 Superso: |

Interval Pracessaor | CPs | 28%Ps | ZIIPs | ICFs | IFLs | Change
- 01/31J06 00:00 |2084-B16 10.0 200 ool 20 00

C F A n al yS | S 01/31J06 01:00 |2084-B16 10.0 200 ool 20 00
01/31J06 02:00 |2084-B16 10.0 200 ool 20 00

01/31J06 03:00 |2084-B16 10.0 200 ool 20 00
01/31J06 04:00 |2084-B16 10.0 200 ool 20 00
01/31J06 05:00 |2084-B16 10.0 200 ool 20 00
. .. 01/31J06 06:00 |2084-B16 10.0 20l ool 2o o0
CEC Deflnltlon 01/31/06 07:00 |[2084-B16 | 100 200 00 20 00
01/31J06 08:00 |2084-B16 10.0 200 o0l 2o o0

01/31J06 09:00 |2084-E16 10.0 200 o0l 2o o0
01/31/06 10:00 |2084-E16 10.0 20 00 20 00
01/31406 11:00 |2084-B16 10.0 200 o0l 20 o0
01/31J06 12:00 |2084-B16 10.0 200 o0l 2o o0
01/31J06 13:00 |2084-B16 10.0 200 o0l 2o o0
. 01/31J06 14:00 |2084-B16 10.0 200 o0l 2o o0
° CEC has 2 real ICF eng|nes 01/31/06 15.00 |2084-B16 | 100 200 00 20 00
Mame | CliPgm | CPs| ICFs | IFLs | Weight fise MinCap | MaxCap
ASU1 [0S16 | 300 040 00 14 Lol O-Mix 497 10741

-

880

=

° RCF1 par't|t|0n has 1 real ACF1 [CFCC 0.0 1.0 0.0 10 CFCC 350/ 3384
. . ’ ASK1 Z0S1.4 [ 1.0) 00 0.0 5 LalO-Mix 28.6) 3605
ded|Cated eng|ne_ ECF1 [CFCC 0.0/ 1.0/ o0 70 CFCC 2449 3394
ECKI z#0S51.4 | 1.0/ 00/ 00 12 LalO-Mix 42.9) 3605

EDA1 20516 | 400 00/ 00 55 LolO-Mix | 187.2] 13735

- ZAAP 2.0 55 189.3 7029

EDF1[CFCC 0.0/ 1.0/ oo 10 CFCC 35.0]  339.4

EDK1 z051.4 | 1.0/ 00/ 00 B Lol O-Mix 21.4] 3606

ERC1 #0516 | 40/ 00/ 00 146 LolO-Mix | 49658 13735

- ZAAF 2.0 146
RCC1 Z0S1.6 74 0.0 00 444
RCC3I Z0S1.6 .0 0.0 0.0 290
RCF1CFCC o.of 1.0 00 Ded
RCK1 Z051.4 1.00 0.0 0.0 24
DTk 205 1.4 1.0 0.0 0.0 10

528.00 029
LolQ-mix | 1539.2) 27984
LolQ-mix | 1014.6) 2118.0
cFCC 3461 346.1
LolO-hdix 858 3606
LolO-hdix 357 3606

) o

| Cancel H Apphy ‘
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Z C P 3 O O O E,. CF Health Check Analysis : zCP3000 Graph and Text: CF1000
CF Analysis
q -

Health Check Analysis for RCF1 | The analysis in the gragh "Health Check Analysis E
‘| for RCF1" is for Coupling Facility RCF1 (2084-310).

It Inoks through the CF data for potential problems.
The analysis iz by resource. There are three levels of

| observations. RED would be a strong indication of a
problem, YELLOW would be a potential problern, and
| GREEN would mean that the analysis didn't find a
problem. This Health Check is to quide you. [t does not
tnean that you can avoid looking at the data

-

*CF Utilization ok
-Effective Engines ok CF Processor

*Lock Contention .
/| CF Processor Rule 1 - CF Processor Utilization -
Wwarning (0] 4

O caution 3 [ . "
. o : The processor utilization for Coupling Factlity RCF1
.SUbChannel Llnk Structures | was less than the target utilization for all samples.

Utilization ok

*False Lock Contention

If the effective rumber of CPs iz greater than 1.0, the
| threshold walue for partition utilization is 50.0%. When
the effective tamber of engines is less than 1.0, the
threshold is lower, based on the value of the effective

| number of CPs. The average utilization for this CF was
fi.33%, and the target wtilization was 50.00%.

*Subchannel Sync->Async

SubChannels

| CF Processor Rule 2 - Effective CPs - OK
For Coupling Faciities using shared ICF engines, the
| effective mumber of engines is a better indicator of the [
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zCP3000
CF Analysis

*Highest Lock
contention rate > 1.0%

*|GWLOCKOO Lock
Contention with low
request rate

°[ncrease structure size
to reduce false lock
contention.

i CF Health Check Analysis : zCP3000 Graph and Text: CF 1000

File  Action

4

[*| Structures

There were 33 siructures in RCF 1. Looking at data from all mtervals, the busiest strocture was DENCAT_LOCK], a LOCK

bype structure, with an average rale of 3057.08 reguests per second. Requests from all 33 structures totalled 542120 per
second, on average. Approximately 32.01% of the synchronous requests to DEMCAT1_LOCK! were from system RCC1L

Structures Type m Lock Contention (False Lock Contention
DFHXQLS_RCCTSQO1 [LIST [ 14.67

DENCATI_GEPD CACH KR Y

DSNCATI_GBPI  [CACH 0.30

DSNCATILOCKI  [Lock|  3057.08 5.93% 1.01%

DEHCATI_SCA LIST 34.45

IGWLOCKAD Lock| 7.2 5.97% 0.00%

r IRRXCF00 P01 [cAcH| 262 7

| Total | | s

| Structures Rule 1 - Lock Contention - Warning

o| The table above llustrates structures with lock contention at 1.0% or higher. Lock contention for CICS/IMS, CICS/AVSAM and
/| GRSSTAR. should be less than 1.0%. Lock contention for CICS/DB2 should be less than 2.0%. High lock contention can

‘| result in an increase in utilizstion and reduction in throughput. [f the total request number is tiwal, high lock contention

| percentage ie not a problem. Otherwise, you may want to check the other applications that are runring on the systems. In
some cases, hatch applications that share the databases with online applications hold locks for a much longer time. The time
that the lock 15 beld by the batch program can be shortened by taking more frequent checkpomts,

© 2007 IBM Corporation



IBM STG Technical Conference

zCP3000 CF Analysis

x,. CF Structures Table : zCP3000 Graph and Text: CF1010
File Action
1 -
3
RCF1 Structures Table ¢| The graph "RCF1 Structures Table" shows the structures on the RCF1 Coupling
Facility with the highest total request rates during the selected interval RCF1 iz a
i coupling Facility in the PLEX] sysplex. The selected CF study interval was
- 2006-01-31 10:00.
The table below shows all of the request rates for the selected CF interwral. One of the
- requirements to qualify for sysplex aggregation is that at least one structure, drawn
g GOtD from an approved list of commen systemn enablement functions, has activity from
o every systern in the sysplex. Please refer to the matn [BMV Parallel Sysplex webpage at
3 http/iararwr b, corn/servers/eserver/zseries/psof for the sysplex aggregation software
_ | requirements.
] Orccas |
g ERCC3 “| The structures showen in the graph are highlighted in the table.
= mrecz |
= 1
& HRCC1 1 Structure Type | RCC1 | RCC2 | RCC3 | RCC4 | Total
‘|| pFHEQLS_RCCTSQO1 | LIST 12.2 7.6 8.5 1.3 35.6
DENCAT1_GBPO CACH 0.2 0.3 0.2 0.2 0.9
DENCATI_GBPI CACH 0.2 0.3 0.1 0.1 0.7
EEEEEEEESE DSNCATI_GBPIeK0  |cacH | oo oo oo oof oo
R
I = = = EE S DENCAT]_GBP2 CACH 77 34 1.8 9 16.8
= e | & W
g 2 g 2 " DSNCAT1_GRP3 CACH|| 1648 | 1150 | 785 | 80.7| 4390
= O
8 = ° § % DENCATI]_GBP3ZE CACH 0.5 0.8 0.0 0.0 1.1
Structure e DSNCAT1_GBF32K1 CACH 21.0 13.6 9.2 8.6 524
DSNCAT1_GEP4 CACH 07.0 47.5 353 358 | 2165
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E. Graph Selection
CF Health Check Analysis

I8IK|
Hayll
I
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CF Logical Lilization over Time

Relative CF Liilization by System

CF Structures Table

Request Rate by System over Time

Request Rate by Request Type and System
Request Rate by Structure Type and System
Request Rate by Structure and Reguest Type
CF Subchannel Litilization

CF Subchannel Litilization over Time

CF Subchannel Contention

Dfaunrites‘ Sel Al || Show || 0K |
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Reference

IBM Parallel Sysplex
= http://www-03.ibm.com/systems/z/pso/index.html

IBM Parallel Sysplex Aggregation
= http://www-03.ibm.com/servers/eserver/zseries/swprice/sysplex/

z/OS System Programmer’s Guide to Sysplex Aggregation
= http://www.redbooks.ibm.com /redpapers/abstracts/redp3967.html

Tools from IBM Capacity Planning Support

* IBM http://w3-03.ibm.com/support/americas/wsc/cpsproducts.html
* IBM BP http://partners.boulder.ibm.com/src/atsmastr.nsf/Weblndex/PRS1762
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