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SAN Infrastructure:
1. Host Servers

2. Storage Subsystems (Servers)

3. SAN Networking Components (fabric)

4. Resource Sharing (Zoning and LUN Masking)

SAN Exploitation:
SAN-Facilitated Applications (infrastructure 
exploitation) 
Network-based Intelligence (network exploitation)

LUN - Logical Unit Number

SAN - In a Nut Shell...
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Today's Distributed Environment
Multiple Isolated Islands of Storage

Storage Utilization

Distance and Connectivity 
Limitations

Storage Coupled to Single Host

Management Complexity
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Win2000
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AIX

Win NT
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Explosive Growth of Business Data
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Information Management Complexities and Pains

"Storage
Management 

Pains"

Backup/ Recovery
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High-Availability 
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Availability

Resource 
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Business Requirements: Information Utility

Any-to-Any 
Interconnect

Mulitvendor

Decouple Storage 
from Host
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Information
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z/OS ==> Open Systems ==> Recentralization
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Storage Attachment Options

Direct-Attached 
Storage (DAS)

SAN-Attached
Storage

LAN

SAN
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iSCSI
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Direct-Attached Storage (DAS)

LAN

General 
Purpose Server

File I/O

Block I/O

Block I/O 
Protocol



 IBM Corporation 2004

Direct-Attach: Storage Consolidation

Linux
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NAS:  Network-Attached Storage

File - Centric
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OS, Tools
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Storage
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Server
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IBM TotalStorage NAS Gateway 500

 Block I/O 
Protocols
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Shared SAN 
Storage

IP
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Channel
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  File I/O 
Protocols

NAS Gateway 500

Network-Attached Storage 
Gateway to Enterprise Storage - SAN or DAS

  ESS (Shark)
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iSCSI (Internet SCSI):  SCSI over IP

iSCSI
Client 
Software

iSCSI Appliance 

SCSI 
Protocol

IP Network
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SAN: Storage Area Network

Network and LANs

SAN: Data - Centric

Host 
Servers,
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Storage 
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Fibre Channel ===> SAN Enabler

High - Speed
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Dynamic Nature of 
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Fibre Channel Standards

FC-3 Common Services

FC-2 Framing Protocol / Flow Control

FC-1 Encode / Decode

FC-0 Physical Characteristics

FC-4 Upper Level Protocol (ULP)

FC-PH

Interface / Media

Transmission
Protocol

Signaling
Protocol

Mapping
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SAN Infrastructure

Services

FC RAID controller

Disk storage

Tape drive/library

Intelligent storage server

RouterFC Switch

Gateway

FC Hub

Bridge

Server
Applications

Storage

SAN Fabric

Servers

Software

ServerServer Server
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SAN Fabric Interconnect Components

Fiber Channel Switches

Fibre Channel 
Core Switches 
and Directors

McDATA CNTBrocade

McDATA

Brocade

Cisco

Cisco

SAN Data Gateway 
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Storage Area Network (SAN)

Storage 
Area 

Network

Server Area 
Network

Local/Wide-Area 
NetworkSAN:  Managed, high-speed 

network that enables the 
any-to-any interconnection of 
mulitvendor servers and 
storage systems, and allows 
companies to exploit the 
value of their business 
information via universal 
access and sharing of 
resources.
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SAN: Benefits
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IBM TotalStorage:  Infrastructure 
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Storage Networking Comparisons

SAN NAS iSCSI

Topology Device Protocol

Block IO
FC-Based
Storage Sharing 

File IO
IP-Based
File Sharing 

Block IO
IP-Based
Storage Sharing

Larger Environment 
Requirement for Highest 
Performance and Scalability

Enterprise
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Ease of Management

xSPs
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Minimal SAN needs
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Storage Networking Facilitated Solutions

Disaster 
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Disk Pooling

SAN Fabric

Vendor C Vendor D

Vendor A Vendor B
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High-Availability Clustering

Intelligent storage 
server #1

S1 S2      S3

Intelligent storage 
server #2
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SAN Fabric

Cluster
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Tape Pooling

SAN Fabric
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Vendor A Vendor B

Vendor C Vendor D
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TSM Tape Library Sharing

Windows, AIX, Solaris, 
HP-UX 
TSM tape library sharing
Enhanced Connectivity

Extended distances
Resource sharing
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TSM Server
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LAN-free Backup with TSM Storage Agent
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JBODs
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JBODs
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IBM TotalStorage SAN File System (SFS)

Win2K,XP
VFS w/cacheVFS w/cache

AIX Solaris

Data Store

Shared 
Storage 
Devices

 IP Network for SFS Client/Metadata Cluster Communications

NFS
CIFS

Linux Admin 
Client

Multiple Storage Pools

Metadata 
Server
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Evolving to Enterprise SAN

ESCON
FICON SCSI

FCP



 IBM Corporation 2004

SAN:  Any-to-Any Connectivity?
 

Data Sharing Data Integrity?? ?? ??

hubs directors

protocol converters
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(SCSI <--> FC SSA <--> FC)
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Managing Volume Access:  Implementation Levels

Host OS

I/O Configuration 
Recognition

Host Bus Adapters

Device Drivers

Application Servers

Resource Sharing 
Support
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Port Zoning 
LUN Masking

Storage Subsystem 
Controller

Port Zoning 
LUN Masking

SAN Volume 
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LUN Provisioning
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Zoning:  SAN Segmentation
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Fabric
Zoning

Volume Management

LUN Masking

Storage Level Security
Including LUN Masking

WWN zoning
Port zoning

Server D

LUN A LUN D

Server A

Zoning by Port (Domain ID and Port #)Zoning by  Port WWN 

LUN Masking - typically implemented by
storage server or SAN Volume Controller

Zoning and LUN Masking
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FC Switches:  Creating the SAN Fabric  

Facilitates Any-to-Any Connectivity

Restricts Any-to-Any Connectivity (Zoning)

Management Interface
such as

IBM TotalStorage 
SAN Switch Specialist
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Cisco Virtual SANs (VSANs)

Physical topology

Logical and independent 
fabrics

VSAN1

VSAN2
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Storage
Infrastructure
Management

Storage
Infrastructure

Storage
Hardware

SAN
Fibre ChanneliSCSI

NASDAS Removable

TotalStorage SAN File System (SFS)

SAN Volume Controller (SVC)

TotalStorage Specialists and Experts

Tivoli Storage Resource Manager (TSRM)

Tivoli SAN Manager (TSANM)

Tivoli Storage Manager (TSM)

Multiple Device Manager (MDM)TotalStorage
Productivity
Center

IBM TotalStorage Open Software Family
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Storage Networking Futures

InfiniBand

FCIP
iFCP
iSNS

NAS
SAN
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Summary

Approaches to connect storage are:
DAS: Direct-Attached Storage
NAS: Network-Attached Storage (IP)
iSCSI:  Internet SCSI (IP)
SAN: Storage Area Network (FC)

NAS provides file sharing and the emerging iSCSI technology 
provides pooled storage in IP networks as basis for IP SANs. 

SAN is a separate network dedicated to storage and uses primarily 
Fibre Channel to provide scalable bandwidth and flexible 
connectivity.

The SAN infrastructure facilitates the development of new 
applications such as: resource sharing, device pooling, LAN-free 
server-less backup, server clustering, and disaster recovery.

The SAN network infrastructure enables the development of 
networked-based solutions such as centralized storage provisioning 
and SAN-wide data replication services.
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