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Topics

® Facts, features, fit

® Cells, nodes, node agents and clusters
® Installing the product

® Federation

® High Availability and failover
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ND Features above base

Technical Support

® Web Services support
e Industry-leading

e Advanced Web services features

» UDDI Registry Acts as a repository that allows storage of business units that
describe basic Web services

e Web Services Gateway Enables Web services invocation by users from
outside the firewall with the benefit of robust security protection

® Enhanced Problem resolution capabilities

e Provides first failure data capture to report and analyze problems as they
occur

® High availability and Enhanced workload management
e Dynamic caching, performance management tools and Edge Server
Component
» Cluster support
~ Failure bypass
> Intelligent workload distribution across a cluster
» Centralized security

BT S software
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Edge Server component expanded - pl

Advanced
Technical Support

® Designed for highly available, high volume environments

e Includes sophisticated load balancing, caching and
centralized security capabilities based on WebSphere
Edge Server.

» Load-balancing component provides a scalable solution for
distributing and routing HTTP, servlet, and Enterprise
JavaBean™ (EJB) requests.

+ Distribute workload across multiple servers through
sophisticated load balancing and clustering capabilities

+ Enables isolation of application servers to avoid single points of
failure

» Custom advisors can be used to load-balance requests based on
unigue application and platform criteria.

» Consultants. To extend the load balancing capabilities beyond
purely a WebSphere Application Server environment,
consultant code can be used to optimize server performance
within a Cisco or Nortel infrastructure.

WebSphere ELiV Gl
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Edge Server component expanded - p2

Advanced
Technical Support

® Enhanced Caching (dynamic). edge-of-network caching
capability
e Improves response time by offloading back-end servers and
peering links.
- JSPs etc.
e Caching proxy provides the following plug-in support:
> Tivoli Access Manager plug-in

+ A plug-in that allows users to exploit an LDAP-based repository
for storing user authentication and authorization
iInformation.

Allows centralized security
WAS ND and Tivoli Access manager more tightly integrated

+ An authentication/authorization plug-in that allows independent
software vendors (ISVs) to exploit third party
authentication/authorization mechanisms such as
RADIUS or SecurlD tokens.

® Edge Side Includes (ESI) support.

e Markup language I software
e Dynamic web page assembly




The big picture

WSC

Advanced
Technical Support

® \Where does WebSphere Network Deployment fit in?

Development Capabilities

ebSphere Lt

On Demand
decentralized

WBISF (WebSphere
Application
Server
Enterprise)

WebSphere
Application Server

WebSphere
etwork Deployment

Multi-serve

Departmental |WebSphere

Application
or standalone S

Express

Build adaptable integrated
applications
Build transactional Applications

Development Capabilities
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Concepts - Nodes

WSC

Advanced

Technical Support

® A node

¢ A logical grouping of the managed servers on a physical machine.

e Usually corresponds to a physical computer system with a distinct IP
host address, but multiple nodes may exist at the same IP address.

Node names are usually identical to the host name for the computer, but
don't need to be.

e Names must be unique
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Concepts - Node Agents

Advanced
Technical Support

® A node agent manages all WebSphere Application Servers on a
node.

e Represents the node in the management cell.

e Can not exist without WebSphere ND

e One node agent for each node

e May be managed from the console session or command line

Must be restarted from command line if agent is down

Node Node Node
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Node Agent Node Agent Node Agent
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Cells o

Advanced
Technical Support

e A cell software

e A configuration concept

~ Consists of arbitrary, logical groupings of one or more nodes in a
WebSphere Application Server distributed network.
e A way for administrators to logically associate nodes with one another.

e Administrators define the nodes that make up a cell according to
whatever criteria makes sense in their organizational
environments.

e Administrative configuration data is stored in XML files
e A cell retains master configuration files for each server in each node in

the cell.
e Each node and server also have their own local configuration files.
Node __Node __ Node
WebSphere Instance WebSphere Instance WebSphere Instance
Node Agent Node Agent Node Agent

Application [Application

erver
XML XML
ConfigT Config

C‘ ! I I [Application Application
Server Server

XML XML XML
ConfigT Confi Config
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Deployment Manager

WSC

Advanced
Technical Support

® Administrative agents that
provide a centralized
management view for a cell and

all nodes in that cell.

e Hosts the administrative console.

» Provides a single, central point of
administrative control for all
elements of the entire
WebSphere Application
Server distributed cell.

» Provides management of clusters
and the management of
workload balancing of
application servers across
one or several nodes.

11
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WebSphere ND V5 Model - bringing it all together o

Advanced
Technical Support

® Cell (Domain in previous releases)
e Network of nodes with logical view for administration Ce ”

® Deployment Manager

e Manages multiple nodes —

® Node Agent
e Resides on single node
e Manages Servers on node

Deployment
NOde Manager

e Comes with base, but not used unless WebZphiere
ND is used
® Managed Process or Server X\
e Each server having own JVM Node
Application Servers y
JMS Server Node Agent Node Agent
Generic Servers Node Agent
Application
Server
XML Application Application Application
Conﬂg Server ML Server - Server L
Config] ConfigT Config




Different models

WSC

Advanced
Technical Support

® WebSphere Network Deployment may be standalone on an
Image or may coexist with a single or multiple base
WebSphere Application Servers

e The coexistence will involve using alternate ports to avoid

conflicts with existing WebSphere servers already installed on

the image
Node Agent
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The goal is high availability @

High availability (HA)
® Definition - An application or service that is provided
In a near-continuous fashion.

e A solution must include the concepts of
~ Process availability

- Data availability

M
WAS software

WAS

-
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Process Availability

Advanced
Technical Support

® A process is considered available when there is a
server avallable to service a request. WebSphere
Implements process availability as follows:

e Clusters. The ability to service any given request is
supported by a number of similar processes.

e Failover. When a process becomes unavailable,
requests are directed away from the unavailable
process and toward the other, available, processes in
the cluster.

e When there are no available processes to service a
request, a programming model exists that allows
clients to perform recovery, if possible, and to
resubmit requests, if necessary. This path may lead
to loss of data and to the system being down for some
time, depending on the nature and seriousness of the

failure.

[T sotware
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Data Availability

Advanced
Technical Support

® Occurs when data is preserved across process
faillures and is available for processes that continue to
be available. Data availability requires:

e Failover to redundant copies of data, when the primary
source of data for a process is no longer available

e Procedures for recovery of data, when the catastrophic
errors occur in system (e.g. fire)

R T GE software
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Clusters - what are they in detail?

Advanced
Technical Support

® A cluster Is a collection of servers working
together as a single system to ensure that
mission-critical applications and resources
remain available to clients.

e Can be visualized as consisting of several
logical components:

> Application servers (processes or “clones”) that
service requests

~ Administrative servers (processes) that that
administer the application servers

- Data repositories (databases or native operating
system files) that store information used by
the Application and Administrative servers
process failures and is available for procecces
that continue to be available. [T software
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Clusters types

Advanced
Technical Support

® \ertical

o Refers to the practice of defining Linux
multiple clones of an application
server on the same physical machine

e May be on a single application server, tode Agent
which is implemented by a single
JVM process and cannot always fully
utilize the CPU power of a large
machine and drive CPU load up to
100%.

e Or may include more than one instance
of a WebSphere Application Server
on the same image to provide a
straightforward mechanism to create
multiple JVM processes, that together
can fully utilize all the processing

power available as well as providing ﬂ/dg
process level failover. Server L

Config

-
T

(ELRY L T ) software
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Clusters types continued

Advanced
Technical Support

® Horizontal

e Refers to the more traditional practice of defining clones of an
application server on multiple physical machines, thereby allowing
a single WebSphere application to span several machines while
presenting a single system image.

e Horizontal cloning can provide both increased throughput and
failover redundancy.

Cluster

BT - software
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Advanced
Technical Support

WSC
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Installatli

on

WSC

Advanced
Technical Support

® WebSphere Network Deployment installs in the same manner
as the base WebSphere Application Server.

Application Server

lnstall the pe
nstall ‘WebhSph

Verszion 5.1
[Product Overview|
LA Lot Wa b5k
Foaadi Fil
mad the | ST

srluic i
Eﬂ AnplsEREon T

MehSphera Aeplication Server - Launchpsd

Xterm

>launchpad.sh

| nstall the product

Install WebSpheie Application Server usin

21
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Getting started

Technical Support

Ihstallation Wizard

Wialcome to [EM WebSphere Application Server Metwork Deplt}ymer;

This wizard installs IEBM Websphere Application server Metwaork Deg
on Your computer,

Inztallation Wizard

Software License Agreement

Please read the following license agreement carefully,

LT

Internaticnal Program License Agqreement

Part 1 - Ceneral Terms

BY DOWMNLOADING, INSTALLING, COPYING, ACCESSING, OR USING THE
PROGCRAM YOU AGREE TO THE TERMS OF THIS AGREEMENT. |F ¥OU ARE
ACCERTING THESE TERMS OM BEHALF OF ANOTHER PERSOM QR A
COMPANY OR OTHER LEGAL ENTITY, ¥OU REPRESENT AND WARRAMT
THAT ¥OU HAVE FULL AUTHOQRITY T BIND THAT PERSON, COMPANY, R
LECALENTITY TOQ THESE TERMS, IF %OU DD NOT AGREE TO THESE TERMS,

-0 NOT DOWNLOAD, INSTALL COPY, ACCESS, OR USE THE PROGRAM;
AMD

Installzhiel - PROMPTLY RETURN THE PROGRAM AND PROCF OF EMTITLEMENT TO
THE RARTY FROM WHOM YOU ACQUIRED 7T TO OBTAIN A REFLIND OF

“*| accept the terms in the license agreement

| do not accept the terms in the license agreement

Install=hield
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Choose what to install

Technical Support

Inztallation Wizard

Select the features for "IBM WebSphere Application Server Betwork Deployment,
W 1" iU would like to install:

M Deployment Manager - 1333 MB
I 'web Services - 234 MB
[~ UDDI Registry - 18.1 MB

M weh Services Gateway - 5.3 MB
["Embedded messaging client - 10.0 MB

Description:

Provides high perfermance and scalability across vour deployment
envirenment by including multi-server administration, server clustering,
lead balancing and workload management, for hosting highly-available
e-business applications.

Installshield

< Back MNext = Cancel |

23
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Installation

Advanced
Technical Support

® May run
e Standalone
e With other WAS Application Servers

» Coexistence required

Installation Nizard

Far coexisting wersions to run at the same time, e
|| arenotin use. Ports may e in use Dy anothery
s SENVEr OF Other programs.

_|Reconfigure the product to coexist with oth

24




Coexistence

WSC

Advanced
Technical Support

® Must use alternate ports

e Default ports in use by one or more base
servers

[ softar

Installation Wizard

For coexisting wersions to run at the same time, ensure that the ports specified
are not in use. Ports may be in use by another wversion of WebSphere Application

Server or other programs.

7 Reconfigure the product to coexist with other versions of itself

Installzhield

25

HTTP Transport Port (Default 90800 8085
e HTTPs Transport Port (Default 94430 9444
Administrative Console Port (Default 90900 8031
Administrative Console Secure Port (Default 9043)  |5044 .
Bootstrap Port (Default 9809):; 8917
SOAP Connector Address (Default 8873 8889
JMS Server Queued Address (Default 5553 5568
< Back Mext = | Cancel
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Select Source Location

Advanced
Technical Support

® May use an existing directory as the directory
root or any directory of choice

Installation Wizard

Froduct features will be installed in the following directories. To install to
a different directory, click Browse and select a different directomy

=E e IBEM WehSphere Application Server Network Deployment, ¥5.1
LS software |
o [fopt/wehSphere/DeploymentManager B E

e : i
Space required: 532.9ME
Space available: 1713.9ME

Installzhield

< Back || Ne;ﬂ} Cancel

26
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Select Identity Names

Advanced
Technical Support

® May use suggested defaults or any names of
choice

Installation Wizard

Enter a node namme, host name, and cell name for this installation. The node
hatme is used for administration, and must be unigque within its group of nodes
(celly. The hosthame is the DM5 name or [P address for this computer. The cell
hatme is a logical name for a group of nndezk

| Mode Mame:

IEwasIahDSManager

Host Mame or IP Address:

fwaslab0S.washingtonibm.com

Cell Mame:

I waslabOSMetworlk

Installshield

< Back Meut = Cancel

2’7
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Start the server

Advanced
Technical Support

® Deployment Manager Server
e May be started and verified from firststeps screen
e May also be started from

lopt/WebSphere/DeploymentManager/bin startManager.sh

= WebSphere Application Server Metwork Deploument — FirstSteps

WebSphere Application Server Network Deployment

First Steps Version 5.1

|\-‘u"e|15|}h ere Information E‘enter|
Learn more about WebSphere Application Serwver,

Start the Server
start the server and its applications,

Verify Installation
Confirm your server installed and started properly.

Register the Product
Register the product electronically (requires Internet connection).
View the readme_prt.txt file in the prt subdirectory for the UEL

Administrative Console
Install and administer applications.

Exit

28




WSC

Federating Nodes

Advanced
Technical Support

® The console Ip-address/909x/admin

session IS —
brought Up WebSphere igﬂ:ﬁﬁgﬂﬂ Server Administrative Console ., d

US|ng a Home | Save | Preferences | Logout | Help |
b rowser User ID: vwsadimin
SeSS|On Just as || waslabbsHetwork ®® WebhSphere Application Server
. h b SErYErs B . COrT
Wlt I a ase Applications The place for support; including WehSphere
I I Resources Flashes, FAGs, Hints and Tips, and Technote
app ICatIOH Security Youwill also find Downloads, Librany, Mews,
Server Envviranment other useful information.
= System Administration
However, the -
pOI’t may Val'y Deployme
. Modes WehSphere Developer Domain
depending on o sanic
. c &L iZetthe latesttechnical aricles, best practice:
|f Othel’ Serve rS W tutorialzs and much more in the WehSphere
. =ONSOE TOHDS Application Server Zone. Influence the eyvolutii
eX|St On the Troubleshooting of'vwebaphere Application Server and regues’
. new product features.
same iImage.

29



Add Nodes continued

WSC

Advanced
Technical Support

® One node will already be defined as specified during the install process
® Add a node for each base WebSphere on various images

af | WebSphere Application Server Administrative Console

Version 5

B Zvystem Administration

I:.I

Consale Lsers

A list of nodes in thiz cell. ¥ou can add new nodes into the cell by clicking on "&dd Node" ar

= Home | Save | Preferences | Logout | Help |
User ID: wzadmin Nodes
waslabl5Hetwork
SErVErs Application Zerver instance. [i]
Applications
FResources
_ Total: 1

Security

. Fitter
Erviranment

Freferences

Synchronize

Full Resynchror

Add Mode Remove Mode

Deploymernt Manager
Hame -~

Status ~_()

|- weaslahlShanaoger

Pode Adents

2

Console Groups
Troubleshooting

30




Add Nodes continued

WSC

Advanced
Technical Support

® Provide the hostname
® Include applications is desired

Add Node

Specify a remote WebSphere Application Server instance to add into the cell. The remote zerver must be running.

Jh Connector Type

SOLP - I

The type of JMX Connector uzed 1o perform the operation

Hiost

waslab05

The netvwork name of the node 1o be added to the cell. & WebSphere
Application Server instance must be running on this machine.

J Connector Port

IEEIEH:I

f

The port number of the JMX Connector on the instance to be added to the
cell. The default SOAPConnector port iz 5550,

Include &pplications

[

—

/

If zelected, an attempt will be made to copy the applications installed on the
remote instance into the cell. &pplications with the =ame name as
applications that currently exist inthe cell will not be copied.

QK| Cancel |

31
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Add Nodes continued

Advanced
Technical Support

Logout | Help | =]

. I\/I e S S ag e S ADMUOS24] WebSphere Embedded Meszaging suppart not installed; Queue Manager not created [

ADhE2301:

. N eW n O d e S ADKUDZ00L Congratulstions! Youwr node waslab0s has been successtully incorporated into the waslab0SNetwoaork cell,
added o

ADMUDZ0EL Be aware:

ADMUDZ02E Any cel-level documents from the standalone waskab0s configuration have not been migrated to the nesw cell.

ADRMUIOE0TT S ou might want o

ADMIOE05E Update the configl

MNodes

A DS990

A, list of nodes inthis cell. You can add ney apmuooozr Mode waslakos

At Server nstance. 1 -~ Logoutromthe WebSphere Administraie Consol

The nesw node will n

Logout from the WebSphen

Taotal: 3
Fitter
Preferences

Add Mode Rermove Node Synchronize | Full Resyvnchronize | Stop |
[ | Hame Status ~_()
[~ [waslabis b
[~ [waslabiSManacer L
[~ |wwaslkkos oy

32
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Add Nodes continued - servers

Advanced
Technical Support

® View of servers after nodes added
® Note that servers were stopped before nodes were added
® Server can then be restarted.

Logout | Help |

Application Servers

An application server iz a server which provides zervices reguired to run enterprize applications. [i]

Tatal: 2
Filter

Preferences

New| Celete | Star‘t| Stu:up|

[~ | Hame * Hode Status « ()

r server vwaslab0s =

r server] wwaslah0s ®




Add Nodes continued - Ports

WSC

Advanced
Technical Support

@ If more that one node exists on a particular IP
e Must modify ports for nodes using defaults
e JMS and JMX ports must also be modified if embedded Messaging

used

Security

Environment

EH Zystem Administration
izell
Deployiment Manager

Modes

Mode Agerts
Conzole Lzers

Conzale Groups
Troubleshooting

Additional Properties

File Transfer Service

zervice logic that moved files between this node and the deployment r

File Synchronization Service

zervice logic that keeps the files in sync for this node.

CREBE Service

Specify zeftings for the Object Request Broker Service.

Administration Services

Specify various settings for administration facility for this server, suck
adminiztrative communication protocol settings and timeouts.

Custom Services

Define custam service classes that will run within this server and thei
propeties.

Diagnostic Trace Service

Yiewy and modify the properties of the diagnostic trace service.

Process Definition

& process definition defines the command line information necessary
startintialize a process.

Performance Monitoring Service

specify zeftings for performance monitoring, including enabling perfort
monitoring, selecting the Pl module and setting monitoring levels.

Endd Poirt=

Specifies a communication endpoint used by services or runtime comg
running within & process.

34
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Add Nodes continued - End Points

Advanced
Technical Support

® Modify each entry to use unique ports

End Point Hame -

BOOTSTRAR ADDRESS

I— Ol S0l RAINTLIAL ALITH L ISTERFR ANDERECC
Configuration
I o
General Properties:
I_ LiFy Erwc Poirt Matme BOOTETRAP_ADDRESS [i]
e Hozt * Iwaslam 5 wwazhingtan ibm.com [i] The P address, DNS host name

I_ with damain name suffix, or just the
DMS host name, uzed by a client to

I— M request aWeb application resource
(zuch az a servlet, JSP, or HThL
page).

[i] The port for which the Wk
zerver has been configured 1o
accept client requests. Specify a port
value in conjunction with the host
MAmMme.

Port * 2810

.ﬁ.pply| Ol{l Reset Cancel
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Add clusters for high availability

Advanced
Technical Support

® Select Servers>Clusters
® Select New

WebSphere Application Server Administrative Console

Version 5

Home | Sawe | Preferences | Logout | Help |

U=er I0: w=admin
Server Cluster

wa=lablEHetwork

A zerver cluster consists of & group of application servers. If ane of the member zervers failz, reguests
El servers ather members of the cluster. [i]

Application Servers

JMS Servers

Clusters Total: 0

Cluster Tu:ur:u:nlu:nqv Fitter
Applications Preferences
Resources Star‘t| Stu:npl Ripplestart IrnrediateStap |‘ New| Delete |
Zecurity

. [~ |Hame ¥ Status + ()
Environmernt =
M1 Soed e 0 Almimie-d e mdiee

36
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Define the cluster structure

Advanced
Technical Support

® Choose a cluster name

—+ Step 1: Enter Basic Cluster Information

Cluster name: |Cluster1 The name of this cluster.

Prefer local: V¥ Prefer local enakled Enaflxhl.e u:u.* dizable Node scoped routing
optimization.

Interl*nal. [ creste Replication Domain for this cluster If t.his option iz selected, a Heplipatinn Domain

replication will be created and the name will be set az the

domain: Cluster name

Exizting Choosing existing Server as a Cluster

sErver Do nat include an existing server in this cluster Member & list of Servers which are not

already a part of existing Clusters iz provided.
(* Select an existing zerver to add to this cluster  You can specify the weight for thiz Cluster
Member. You can alzo choose if a Replication
Entry needs to be created in this Server for
irternal replication.

Choose a server from this list:
weaslahOeMetwoarkMeaslabis] fzerver hal

Weight:
2

| Creste Feplication Entry in this Server

Mext Cancel |
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Define the cluster structure - Add members

WSC

Advanced
Technical Support

=]
-+ 5Step 2 : Create Hew Clustered Servers

Erter information about the new zerver below, and then uze the Apply button to add # to the list of cluster members that will be cres

thiz cluster. Uze the Edit button to edit the propetties of a zerver already included in the lizt. Uze the Delete button to remove a serve

the list. _

Mame: - I The name of the new cluster member

Select Mode: Iwaslab“l g 1.-I The new cluster member will be crested on the selected node

Weight: IE Controlz the amount of work directed to the application server. If
weight value for the zerver iz greater than the weight values az
ather zervers in the cluster, then the zerver will receive a larger
the zervers' workload.

Http Portz V¥ Gencrate Unique Http Ports Zenerates unigque port numbers far every hittp transport that iz d
the zource zerver, 2o that the resulting zerver that iz created w
have HTTP Transportz which conflict with the original server or
ather servers defined on the same node.

Feplication entry: [Ccreale Replication Ertry in this Server If zelected, a replication entry will be crested for the new clustel

select template: & Default application server template Cluster members must be created using ether a default template
existing application zerver az a madel. Each member is reqguired

ISEWEFI j‘ the same model.
™ Existing application server

ST L W BALE INENY LUWLSLE B ST Y E 2

I weaslabOeMetwarkwvaslalbd Bise

2pply |
| @ Delete

—+Step 3: Summary

Cluster Mame = cluster] |:|

F‘reviu:uus| Finish| Cancel
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Clusters in cell topology

Advanced
Technical Support

® Typical cell topology

U=zer 10: w=admin

Cell
wa=labléHetwork = qﬁ Cluster]

[ Servers B (& Modes

=l [ff] wyegzlabilE]
H & Cluster members

Application Servers
JS Servers
i_lusters

i =2
i_luster Topoloogy EE’] -
= [ff] wyazlabhle

Resources [ [Z= Cluster members

=eCcurity % CLeT

Environment

Applications

39



Application to Server Relationships

Advanced
Technical Support

® Applications are tied to a server, servers, or clusters

® Imported nodes do not duplicate applications
e Once imported with a node

Applications owned by ND node
Assigned to run on server node they were imported from

® May be updated to run on other or multiple servers or clusters
Map modules to application servers

Specify the application server where you want to install modules contained in vour application. Modules can be
installed on the same server or dispersed among several servers.

Clusters and Servers:

WiehZphere: cell=waszlahOyMetwork cluster=clusteri
WiehZphere: cell=vwazlah0?Metwork node=vwazlabhl¥ zerver=server
WiehZphere: cell=vwaszlah0?Metwork node=vwwazlahll server=zerver

Apply |

[T Module URI Server
Incremenrnt WiehZphere: cell=vwaslabO07Metwork cluster=cluster]
[T Erterprize Java Increment jar MET &-IMF fejb-jar x<mi
Bean
r Default Wek Defautvwebs pplication war WEB- YiehSphere: cell=waslab0 Metwork cluster=cluster
Application IMNF foveba il
] | Cancel
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Ports

Advanced
Technical Support

® Ports defined in
e Environments>Virtual Hosts
e Usually defined to hostname * (clusters)
e Shown in WebSphere plug-in for HTTP Server
® Ports increment per server on node starting with port 9080
e Default ports of 80 and 9080 are not defined after node is federated
e Plug-in must be regenerated after port change

Total 6
Fitter

Preferences

Mew | Delete

i o
Ho=t Hame - Port -~

035

g1

a444

030

g

aAaa|a| a0
I

031




WSC

Plug-ins

Technical Support

® HTTP Server to WebSphere interface

® Written in XML
e Environments>Update web server plug-in configuration
Generate new plug-in
View plug-in
@ After plug-in is regenerated
When ND is used, the plug-in must be manually copied to the appropriate
application server directory

Update web server plugin configuration
The wweb zerver plugin configuration file cortrols what content is transferred from the web server to an application server.

Thiz file must be regenerated when server, cluster, HTTP transport, or virtual host aliss configurations are changed. The
generated pludgin-cfg.xml file i placed in the config directory of the WebhSphere installation. If your web zerver iz located on &

remote machine, you must manually move this file to that machine.

Click the Ok button to update the plugin configuration file.

Cll{l Cancel |

View of download the current web server pludin confiquration file
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Plug-ins and ports

Advanced
Technical Support

® Ports and other info such as cluster names are defined in the
plug-in
® Ports must be defined

® HTTP Server and plug-in may be run on single or multiple images
In the same cluster

<7uml version="1.0" encoding="15C0-8859-1" 7=
- <Config ASDisableMagle="false" AcceptallContent="false" IISDizableMNagle="false"
IgnoreDMSFallures="false" Refreshinterval="60" ResponseChunkSize="64">
<Log LogLevel="Error"
Mame="/opt/WebSphere/DeploymentManager/logs/http_plugin.log" /=
<Property Mame="ESIEnable" Yalue="true" /=
=Property Mame="ESIMaxCacheSize" Yvalue="1024" />
<Property Mame="ESIInvalidationMonitor" Yalue="false" /=
- <VirtualHostGroup Mame="default_host"=
<VirtuwalHost Mame="*:9085" /=
zYirtualHost Name="#:81" /=
ZYirtualHost Name="#:9444" /=
zYirtualHost Name="#:9080" /=
<VirtualHost Mame="*:80" /=
<VirtualHost Mame="*:9081" /=
'q-\.lu"-‘."il LL-ICIiI_Il_l:i L'q_'lll_lL-II_l.-’
- <ServerCluster CloneSeparatorChange="false" LoadBalance="Round Robin"
Mame="clusterl" PostSizelimit="-1" RemoveSpecialHeaders="true"

RetryInterval="60"=
- «Server ClonelD="vkhlhucd" ConnectTimeout="0" ExtendedHandshake="falsg'

LoadBalance\Weight="2" MEHCDHHECtiDQSSf'—l" Name="waslab07_clonel"

Wl oitEmr ™ mmtimnmia—="falca"-




Summary @

Advanced
Technical Support

® \WebSphere Network Deployment extends the abilities
of the WebSphere Application Servers to include
centralized administration and robust failover and load
balancing capabilities.
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