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About This Document

Disclaimer

The information contained in this document was created by IBM performance specidists. The
document isamed at providing information to help customers successfully migrate their OS/390 systems
to WLM god mode. Thisinformation is based on the experiences of IBM performance speciaigts as
they helped numerous customers migrate to WLM goa mode.

The information in this document has not been submitted to any forma I1BM test and is distributed on an
"asis' basswithout any warranty expressed or implied. Use of thisinformation or the implementation
of any of these techniquesis a user regponsibility and depends on the user's ability to evauate and
integrate them into the user's operationa environment. While each item may have been reviewed for
accuracy in a specific Stuation there is no guarantee the same or smilar results may be achieved
elsawhere. Users attempting to adapt these techniques to their environments do so at their own risk.

Permission to Copy
IBM grants permission to the ingtalation to copy this guide, in part or in entirety, but does not waive
IBM’s gatutory right to the copyrighted materid contained in this document.

Trademarks
The following terms are trademarks of the International Business Machines Corporation in the United
States and other countries and may be used throughout this document:

ACFNVTAM, CICS, CICSESA, CICS/MVS, CICSPlex, COBOL/2, COBOL/370 DB2, DFSMS,
DFSMSMV'S, DFSORT, Distributed Relational Database Architecture, ECKD, Enterprise
System/3090, Enterprise System/9000, Enterprise Systems Architecture/370, Enterprise Systems
Architecture/390, ES/3090, ES/9000, ESA/370 Enterprise Systems Connection Architecture,
ESA/390, ESCON, Hiperbatch, Hipersorting, Hiperspace, IBM, IMS, IMSESA, MVS, MVS/XA,
Language Environment, MV S/DFP, MVSESA, MV S/'SP, MQ, NetView, OpenEdition, OS/390,
Pardld Sysplex, PR/SM, RACF, Processor Resource/System Manger, RAMAC, RMF, S/370,
390, System/390, 3090, Large Systems Performance Reference, LSPR, z/OS, zZ/Architecture,
zSeries.

IBM isaregistered trademark of the IBM Corporation

UNIX isaregisered trademark in the United States and other countries licensed exclusively through
X/OPEN Company Limited.
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Other company, product, and service names may be trademarks or service marks of others.

OVERVIEW

The IBM Washington Systems Center WLM Migration Guide and Checklist document isintended asa
planning aid to assst customer migrationsto WLM goa mode. The document is intended to help
customers plan and organize the migration effort, listing issues commonly raised by inddlations during
their migration. The document may not answer al of your questions but it will point out topics you
should consider.

The document is organized as a checklist with information organized around two major themes:
1. Systems Management Issues or Concerns
2. Sdting Gods

The tasks listed may need to be performed by technica staff other than performance or capacity
planning specidigs. Input from operations, and systems programming staffs will often be required.

The checklist will point the reader to amore detailed section in the document. The detailed sections will
give an overview of the item, give pointers to the topic in other published information, and give
information on issues and aternatives regarding the topics. Not dl actions on the checklist are
automatic. Ingalation policy and procedures may dictate favoring one technique over another.
Recommendations regarding the item will be given when appropriate. Not dl itemswill gpply to dl
inddlations.

Migration Scope

The scope of the WLM Migration Guide and Checklist document isto support an ingtdlations
successful migration to running their production sysemsin WLM goa mode. The scope of this effort
does not indude the fallowing:

* Definition of transaction goas for CICS and IMS workloads

* Definition of WLM managed JES initiators

* Definition of Scheduling Environments

* Ddfinition of scaable WEB Servers

* Introduction and Use of Dynamic Paralel Access Volumes (PAVS)

* Explicit R10 enhancement definitions. References are made to R10 enhancements where
appropriate with further information available at the WSC and WLM home pages.

The exploitation of the above listed items should be viewed as a follow-on effort once the ingalation
has successfully migrated to running goa mode in production status.

Additional Information:
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If you need additiond information or want some clarity on some of the checklist items please email the
authors at jemccoy@us.ibm.com. A WSC staff member will respond to your email within 1 business

day if possble.

List of Materials

In order to review and complete the checklist in the document additiond technical materids will be
used. The migration team should have access to these materids. 1n the checkligt the abbreviation will
be used when referencing these documents. Different dash levels of publications may make it at times
difficult for the migration team to dways find the exact reference liged.  We undergtand this issue exidts,
and though we may be sympathetic, atota cross-referencing of al dash manuds or versons of dl
documents used in this guide is not practical.

Another fact to keep in mind is the documented reference may often refer to an entire chapter or major
section of a publication. It is expected the reader will decide if more information is required, and it will
be the reader’ s decision on how much additional documentation should be reviewed. One of the mgjor
goals of this checklist was to organize and direct readers to available material as ameans of improving
productivity. Any user of this document isinvited to bring additional documentation sources to our
atention for possible incluson in the migration guide.

Theligt of materidswill indude:

Abbreviation Document
WLMPLAN MV S Planning: Workload Management
WLMSERV Workload Management Services
REDBOOK 05390 WLM Implementation and Exploitation
RMFREPORT Resource Measurement Facility Report Analysis
RMFGUIDE Resource M easurement Facility Users Guide
MV SSETUP MV'S Setting Up a Sysplex
MVSCMDS Operator Commands Reference
MVSMSG Messages
INITREF Initidization and Tuning Reference
INITGUIDE Initidization and Tuning Guide
SMFE Systems Management Facility
JCLREF JCL Reference
WSCGOALS WSC, Presentation, Setting Goa's, WSC Home Page
WSCMIG WSC, Presentation, Migration Considerations, WSC Home Page
WSCOPS WSC, Presentation, Operationa Consderations, WSC Home Page
WSCRMF WSC, Presentation, Understanding RMF Reports, WSC Home Page
WLMR10 WLM Home Page, see URL below
WSCIRD WSC Presentation, Intdligient Resource Director, WSC Home Page
WLMHOMEPAGE WLM Home Page, URL.:
http:/Amww-1.ibm.com/servers/eserver/zseries/zoswlm/
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WSCHOT

WSC Presentation, HOT Topics, WSC Home Page

WSCISPFEN WSC Home Page, URL : www.ibm.com/support/techdocs
WSCSHORT WSC Presentation, Short Subjects, WSC Home Page
RMFHOMEPAGE RMF Home Page, URL:

http://mww-1.ibm.com/serversieserver/zseries’zosrmif/rmfhp.html
WSCHOMEPAGE WSC Home Page, URL . www.ibm.com/support/techdocs
CHECKLIST This document

Estimation of Work Effort

Mogt migrationsto WLM will take an ingtalation about 4-8 weeks, not including the time it takesto

enroll and take needed education courses. There are a number of factors which will influence how long

it will take. Some of the mgjor factors are:

*  Number of systems, or the Size of sysplex, which needs to be migrated

* Extent to which the ingtdlation has invested in reporting, (Performance Management, Capacity
Panning, and Accounting)

* How plentiful or scarce system resources are, especialy CPU cepacity. Let'sfaceit, aWLM
policy doesn't have to be * as perfect” when resources are not in contention, as when thereis either
CPU or gtorage congtraints.

Generdly, multiple skills will be required, not just performance and cagpacity planning. Training will dso
be required for operations, production control and perhaps to end users.

WSC

© IBM Corporation, 2001, 2002 Page 5



Education Plan

This migration effort assumes the technical team lead has some basic knowledge of workload manager,
and of basic performance concepts. This basic knowledge can be acquired from many sources
including IBM Learning Services courses and from technica publications.

IBM Learning Services
The IBM Learning Services course catalog can be viewed on the Internet at URL
http:/Aww-3.ibm.com/services/learning/.  Severd Workload Manager courses are available:

e ES540 Workload-Based Performance Management - 4.5 Days
e H4113 Workload Manager God Mode Migration - 2.5 Days

Technical Publications (Reading List)

Ancther way to get training on WLM isto read the technical documentation which has aready been
developed. Infact, many of the checklist items used in this document will point you to currently
developed documentation.

IBM Services
Other IBM service offerings are avallable to assst an ingdlation’s migration to WLM god mode.
Bdow isabrief review of available offerings.

1. WSC Pre/Post-Migration Policy Review

This service offering provides an ingdlation a chance to review their WLM project migration plan and
their proposed policy before migrating to goa mode or after they have migrated. WSC performance
expertswill review the customers proposed policy and make suggestions for improvement aswell as be
aforum for answering questions, and addressing concerns. For more information please send an emall
to jemccoy@us.ibm.com.

2. 1BM Performance Management Services for S390 Workload Manager - Goal Mode

IBM Globd Services, and the Performance Management Services Offerings, will provide consulting
services to migrate acustomers IPS/ICS to aWLM policy. More information on this offering can be
obtained by caling 1-800-426-4682.
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Chapter 1 - Systems Management

The firg chapter of the checklist will be used to review different systems management issues which an
ingalation may need to address in the migration to WLM god mode. The topics are organized in the
fallowing manner:

1. Evaluating Your System
This section will discussissues regarding your current configuration. Some changes can be made to
the current system running in compat mode to dlow an eeser migration.

2. Build Goal Mode Environment
This section will describe the steps needed to creste the infrastructure required for asystem to runin
god mode.

3. Operation Congderations
Operationa considerations are aso reviewed. It isimportant to discuss and educate operations and
production control personnel with the changes which will occur during this migration.

4. Availability
This section will discuss both the requirements for testing and for developing afall-back plan

5. Performance Management and Reporting
The biggest impact of the migration may be on the changes needed for performance management
and reporting. WLM offers new capabilities aswell as new chalenges.

6. Capacity Planning
Capacity Planning systems will aso need to be changed to support WLM god mode, this section
reviews the most common items. Don't forget subjects like accounting and charge-backs and how
they will be impacted by god mode.
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Evaluating Your System

___Review IEAIPSxX:

Overview:

The IEAIPSxx member is not used in WLM god mode. In fact, it isthe absence of the |PS= statement
in IEASY Sxx which causes an OS/390 system to be IPL’ed in god mode. Certain parameters which
were previoudy defined in the IEAIPSxx such as user coefficient for service units are il used but they
are defined in the WLM service definition rather than the parameter library.

Documentation References:

Document Section or Page Reference
CHECKLIST Storage Isolation

WSCMIG |EAIPSxx Parameters Fail
REDBOOK 2.2.2.1 Digpatching Priority Control
INITREF Chapter 40. |EAIPSxx

Issues and Differences:
Many of the parameters specified in |EAIPSxx will be dynamicaly set by WLM in god mode. Some
parameters have been externaized into the service definition, while others are no longer available.

Sysplex members running in compat mode can be managed with different IEAIPSxx members, though
many inddlaions share acommon IEAIPSxx across dl systemsin the sysplex and even a timesthe
enterprise. If your systems use different IEAIPSxx members, be aware, once these members migrate to
god mode they will al be managed with acommon service policy. This requires the consolidetion of
each IEAIPSxx member into one service palicy.

Note: Review the section on R10 enhancementsin chapter 2 which alows for cdlassfication using
SYSPLEX, SYSTEM and JES Subsystem Collection name qudifiers.
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IPS Condgderations

Par ameter
CPGRT These parameters are used for storageisolation. Goa mode can set these values
CWSS dynamicdly if aservice classis missing an objective due to storage contention.
PPGRT
PPGRTR
PWSS
TUNIT These parameters are used for time dicing. Goa mode does not use this facility.
TSPTRN Insteed, it will dynamicaly adjust dispatch priority.
TSDP
TSGRP
10Q God mode will use |OQ=PRTY
|IOP Replaced by 1/0 Priority Management in Service Definition. 1/O priority can be
dynamicaly managed.
SRVC God mode will use SRVC=COUNT. If acompat mode system uses

SRV C=TIME, thel/O sarvice unit caculaion will change. Thiswill affect anything
which is sengtive to service unit consumption, and may impact billing routines.

RTO The TSO Response Time Ogption is not available in god mode. If RTO is specified
on the compat mode system, you should consider reducing the response time
objective in god mode by the vaue specified by RTO.

UNT=R Thisoption is not avallablein god mode. Any performance group period using this
vaue should consider using a velocity objective in god mode.
PVLDP See the IEAOPTxx memberand the section on PVLDP in Chapter 2

Recommendations:

Review the WLM Migration Congderations Presentation for alist of IEAIPSxx parameters to review.
Determineif your system is using any parameters which have moved to the service definition or are no
longer available.

If storage isolation has been specified in the IEAIPSxx, (PWSS,CWSS), detlermineiif it is needed in the
current environment or is left over from a previous configuration. I it isno longer needed, consider
removing the parameterswhile ill running in compat mode to create a basdline for the Goa Mode
migretion.

Exceptions. Do not remove the storage isolation parametersif you require this facility.

Release 10 of OS/390 provides for storage critical specification for service classes. See section on R10
enhancementsin Chapter 2.
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____Review IEAICSxX:

Overview:

The IEAICSxx member is used to classfy work entering a compat mode system to control and
reporting performance groups. This function is replaced by the classification rulesin the service
definition.

Severd subsystems, (e.g. DDF), make use of the WLM SRV CLASS parameter to provide
performance management reporting and control. This technique alows WLM to associate work
entering the system to a service class while the system continues to operate in compat mode. The
sarvice class is then mapped to a control performance group. This provides more granular control over
the workload, and enhanced reporting capabilities.

Documentation References:

Document Section or Page Reference
INITGUIDE 3.3.3.3 Assignment of Control Performance Groups

3.3.3.5 Specid Condderations for Subsystems Using Enclaves
WLMPLAN 9.1.1 Defining Work Qudifiers

9.3.5.1 Using a Sysplex with Systems at OS/390 R4 or Later

Issues and Differences:

The IEAICSxx member documents a search order hierarchy of potentidly present keywords. For
example, ACCTINFO is searched firg, if no match isfound TRXNAME is searched. Additiond
information on the search order imposed by the IEAICSxx rulesis contained in the references above.
The classfication rules used in the WLM service definition do not impose ahierarchy. Entries are
searched in the sequence entered in the definition, with the first match being used. This change should
not present a problem in the migration as the goal mode classfication rules provide more flexibility then
the IEAICSxx hierarchy.

The length of the ACCTINFO parameter in compat mode is 1-8 characters. Because JCL supports
143 characters in accounting information, and the WLM | SPF application dlows only eight characters
per rule, the gpplication dlows "nesting” for accounting information. Again, goa mode provides more
flexibility for dassifying work by accounting informetion.

If you use SUBSY S=OAM in the IEAICSxX, no explaitation of workload manager is done by the
OAM subsystem. Instead, OAM now provides a SMF record, (SMF record id 85), which can be
used to get performance and capacity planning information on the OAM transactions.

Recommendations:
Consder using the SPM qualifier type to classify the system address spacesinto SYSTEM and
SYSSTC. Seethe checkligt item “What goesinto SY SSTC” for more information on classfication.
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If the SRV CLASS parameter isused in compat mode, consider making the name the same in both goa
mode and compat mode. Thiswill dlow the same service definition to be used in both modes.
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____Review IEAOPTxXx:

Overview:

WLM god mode eiminates the need to pecify many of the IEAOPTxx parameters. The specification
of an IEAOPTxx member is till required in god mode. Parameters specified which are no longer vadid
in god mode are ignored when running in god mode.

Documentation References:

Document Section or Page Reference
INITREF 42.2 Statements/Parameters for IEAOPTXxx
REDBOOK 2.2.1.2 Swap Control

2.2.1.3 Swap Protect Time

3.1.1 IEAOPTxx Usage
WSCMIG WLM & DUMPSRV Fail

WLM & IEAOPTxx Parameters Foil
CHECKLIST CPU Busy >100% (RCCCPUT )

Issues and Differences:

Systems running in compatibility mode with non default parameters may see adifference in performance
characteristics once WLM garts using the default vaues. 1t isimportant to review the current
IEAOPTxx settings for your current system to seeif you are using settings which are different than the
WLM goa mode settings.

A common IEAOPTxx parameter which ingtalations often code controls the processor storage
management for dumping services. Some ingdlations have coded expanded storage criteriatables,
(ESCTxxxx), to force DUMPSRYV pages directly to auxiliary storage. Specifications for the criteria
tables are no longer possible in god mode. However, DUMPSRYV pages are forced to auxiliary
sorage automatically in god mode unless sufficient ESTOR is available. DUMPSRYV address space is
given pecid treatment when it uses ESTOR for paging, WLM determinesiif thereisaneed for ESTOR
by another workload, the DUMPSRV pages will be thefirst to be migrated out to AUX even though it
isclassfiedto SYSSTC.

Anacther common parameter often coded in the IEAOPTxx isRCCCPUT, which controls the
multiprogramming levels based on CPU utilization. When the RCCCPUT default vdue isused in
compat mode or when the system is running in goa mode, reported CPU uitilization will not exceed
100% because the number of ready address spaces not receiving service is not included. Refer to
checklist item RCCCPUT for more information.

In zZ/OS anew keyword is availablein IEAOPTxx viaAPAR OW55344.

The name of the new keyword member isINITIMP and it is used to set the priority of initiators. If this
parameter isNOT defined or if it isdefined as INITIMP=0, dl JES, APPC and OMV S initiatorswill
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run & DP="FE'x asthey normally do in goa mode by default. Thisis done to ensure that the APAR will
NOT change the exigting system behavior of systems currently in goal mode.

If the parameter is defined as INITIMP=x, with x={1,2,3} the digpatching priority for the initiators will
be set below the smdlest dispatching priority (at that respective level) for any service classes with the
cpu critica attribute specified.

Example INITIMP=2 will sat the DP of initiators below the lowest DP derived from any service class
with importance 1 or 2 that has the cpu criticd attribute specified. Note, if any service class with
importance 1 or 2 and thecpu critical attributeis defined in the policy, then this keyword
applies, even if there are no tasks actually executing in thissevice class. If only aservice class
with importance 1 is defined with the cpu critical attribute, then it is used to derive the DP of the
initistors. Findly the customer can define INITIMP=E. Inthat casethe initiators are set to the enqueue
promotion dispatching priority which is dynamicaly calculated.

The use of this keyword provides a somewhat Smilar way to manage initiators in the same manner it
works in competibility mode where the initiators are set to the vaue you specify for PVLDP in
|EAIPSXX.

Recommendations:

Review the parameters specified in IEAOPTxx. If your system is using a vaue which will be ignored,
congder sHting the vaue to the default while fill in WLM compat mode. Thiswill dlow abasdineto
be established with the new vaues prior to migrating to god mode. If you require a parameter be set to
anon default vauein compat mode, it islikey WLM will manage the requirement in a different fashion
after the migration.

Exceptions: Do not remove the criteria table definitions for DUMPSRYV if you use thisfadlity
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__CPUBusy >100% (RCCCPUT):

Overview:

A syslem running in compat mode can report CPU busy greater than 100% if the RCCCPUT vduein
IEAOPT XX is coded with values less than 128. The maximum CPU busy percentage which is reported
on agod mode system is 100%.

Documentation References:

Document Section or Page Reference

INITREF 42.2 Statements/Parameters for IEAOPTXX
RMFGUIDE Chapter 2. RMF Sysplex Data Services

SMF 13.76 Record Type 70 (46) -- RMF CPU Activity

Issues and Differences:

CPU busy greater than 100% can be used by operations as well as automation as an indicator of latent
demand on acompat mode system. They can use this vaue to influence operationa changes such as
shutting down initiators. Since this cgpabiility is iminated, another metric will be needed, to determine if
actions should be taken for an over-committed system when migrating to goa mode.

Recommendations:

The In and Ready value reported by RMF can be used to estimate latent demand on the system. This
vaueis contained in the RMF CPU Post Processor Report and is derived from datain the SMF type
70 record. Automation code could use the RMF sysplex data services APl to access the data
contained in the type 70 record and determine the In and Ready vaue for asystem redl time. If this
capability is needed it could be implemented prior to the migration to god mode to reduce the amount
of change during the actua migration.
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Setting User Coefficients

Overview:

Goa mode introduces a new congtruct called aresource group. This construct can be used to provide
aminimum or maximum amount of serviceto asarvice class. The amount of service provided is defined
in un-weighted, (the user specified coefficient is not used), CPU service units.

Documentation References:
Document Section or Page Reference
WLMPLAN 7.0 Chapter 7. Defining Resource Groups

Issues and Differences:

If resource groups are defined they will specify un-weighted CPU service units, while aservice class or
performance group period’ s duration will use weighted CPU service units. RMF workload activity
reports will o report service units with the user coefficients agpplied. The differencein how service
units are reported can lead to confusion. By changing the CPU and SRB user coefficientsto 1 you can
eliminate any confusion in the vaue of the service units reported. In order to keep theratio of service
units, (CPU, SRB, MSO and 10), the same, adjust dl of the user coefficients by the same factor.

If the coefficients are changed you will need to adjust the duration for al multi- period performance
groups and sarvice classes. The change will dso affect any other facilities sendtive to weighted service
units.

Recommendations:
If resource groups will be used, it may be advantageous to change the CPU and SRB user coefficients
to 1. If they will not be used, you should probably continue using the current user coefficients.

Migrate to the fina set of coefficients prior to migrating to god mode. Thiswill provide abasdinein
compat mode to dlow vaid comparisons after the migration to goal mode,
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Storage Isolation:

Overview:

Storage isolation provides the ability to modify the default agorithms used to manage storage on an
0S/390 system. The PPGRT, PPGRTR, and PWSS parameters in the IEAIPSxx are used to activate
dorageisolaion. It isoften used to guarantee a minimum number of frames of CSTOR and ESTOR
are available or to keep the demand paging rate below a specified vaue for an address space. Goa
mode continues to do storage management to manage working sets or paging, but the parameters are
no longer externalized.

Documentation References:

Document Section or Page Reference

INITREF 42.2 Statements/Parameters for IEAOPTXxx
RMFGUIDE Chapter 2. RMF Sysplex Data Services

SMF 13.76 Record Type 70 (46) -- RMF CPU Adtivity

Issues and Differences:

God mode should successfully handle storage isolation requirementsin ared time environment.
However, some ingtdlations need to use storage isolation to protect the pages of their online systems
during times of low utilization when other workloads make heavy use of sorage. An online sysem
which requires sgnificant amounts of sorage during the prime shift may not use many frames during third
shift while the batch processing stresses the memory subsystem.

Asthe work increases in the CICS address space the next morning, the working set of CICS may need
to be rebuilt via page fault processing. This can mean unacceptable response times for CICS while the
working set isrebuilt. Storage isolation in compat mode addresses this requirement. WLM's higtorica
perspective is not long enough to protect across extended idle periods and so workloads which need
this expanded protection need to exercise care when implementing goa mode.

Recommendations:

Review the IEAIPSxx to determineif storage isolation isused. If not, there should be no issues. If it
has been defined, an evaduation should be made to determineiif it is still needed or isleft over from a
previous configuration. If it isno longer needed, it should be removed while il running compat mode.
If it isneeded, evauate if it is needed for red time memory management or needed to protect frames
during low usage periods. If it is needed for red time memory management, the goa mode environment
should not be anissue. If it is needed for long term, low usage memory management, the migration to
goa mode should be delayed until the ingalation of OS/390 R10.

WLM provides anew facility called Storage Protection in OS390 R10. See the section on R10
Enhancemnets in Chapter 2.
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__Paging DS Configuration:

Overview:

The multiprogramming level can be controlled on a compat mode system with the DMN statements.
The multiprogramming level controls are not externalized on agoa mode system. Someinddlations are
reporting a higher multiprogramming level on their systems after moving to god mode. The paging data
Set configuration should be reviewed to make sure it can support a higher multiprogramming level.

Documentation References:

Document Section or Page Reference
INITGUIDE 2.0 Chapter 2. Auxiliary Storage Management Initidization
WSCHOME White Paper WP100269, Managing Processor Storage in 64-bit

Issues and Differences:

The locd page data sets normally contain a combination of demand pages and swep pages. The
agorithms used by Auxiliary Storage Manager to dlocate page dots make use of contiguous dots
whenever possible to improve performance. The contiguous dot agorithm is used most effectively
when the number of dlocated dotsis below 25% on the loca page data sets. Thisis one of the reasons
ingallations should keep the number of alocated dots on the locas below 25%. If the
multiprogramming leve of the system increases after migrating to god mode the number of dots
alocated can dso incresse.

Recommendations:

Review the percentage of dots alocated for the local page data sets. If the vaue is approaching 25%
consder increasing the size or number of locas to reduce the percent dlocated. After theinddlation
migrates to god mode the percent dlocated should again be reviewed. |If the percent allocated has
approached 25%, consider increasing the number of dots to reduce the alocation percentage to ensure
the contiguous dot agorithm continues to perform optimally.

If you are planning to go to 64 bit mode review the WSC white paper on z/OS Performance: Managing

Processor Storage in a 64-bit Environment. Document WP100269 in techdocs at
URL: http://w3-1.ibm.com/support/techdocs/atsmastr.nsf/Webl ndex/WP100269
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__ Diverse Systems in a Sysplex:

Overview:

Certain environments require different copies of the same started task to be managed to different
performance objectives. These include MV'S sysems with different workloads running in the same
sysplex aswell as different sysplexes using the same centrally managed and created operating system
code loads.

Competibility mode systems address this requirement with different IPS/ICS members. All members of
a sysplexin god mode will be managed to a common set of gods. Sharing a service definition across
multiple sysplexes increases the possihility for different objectives for different copies of the same

darted task. If the ingtdlation has these diverse workload requirements, additiona work will need to be
done during the migration to goa mode.

Documentation References:

Document Section or Page Reference

MVSCMDS 4.46 START Command

JCLREF 7.0 Chapter 7. Started Tasks

WLMPLAN 9.1 Defining Classfication Rules for Each Subsystem

WLMR10 R10 Enhancements presentation on WLM home page

REDBOOK Merging Systemsinto A Sysplex SG24-6818 (DRAFT as of 11/02)
Chapter 4.

Issues and Differences:

Started tasks are normdly classified in the IEAICSxx or the WLM classfication rules using the name of
the task. Compat mode systems normdly use multiple IEAICSxx members to alow the same started
task name to have different performance objectives depending on the system it is executing on. A
common sat of classfication rules on agoa mode sysplex invaidates this technique.

The following techniques can be considered for the goa mode migration. The JOBNAM E parameter
on the start command can be used for STCsusng procs or jobcards and will define the name of the
task regardless of the PDS member name. The JOBACCT = parameter on the start command can be
used for STCsuang jobcards and will override the accounting information on the jobcard. Using these
parameters provide the ability to assign different service classes to different copies of the same STC.

Recommendations:

If the ingtalation will be running diverse workloads in a sysplex or on multiple sysplexes, an evauation of
these two techniques should be made.  If JOBNAME is used, any software sendtive to jobname will
need to be reviewed. This may include automation, Automatic Restart Manager, (ARM), etc. If
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JOBACCT isused, the JCL for the task requires ajobcard as the first satement. Whichever
implementation is chosen, it should be implemented while the sysems are ill running in compat mode.
The examples below use the following classfication rules

1 TN GTF e OPS HGH
2 A ABCD* 1 sysstc
1 TN GTFSYB OPS_LO

S GIF
The GTF PROC/Started Job will be classfied to OPS _HIGH and is named GTF.

S GTF, JOBNAME=GTFSYB
The GTF PROC/Started Job will be classfied to OPS_LO and isnamed GTFSYB.

S GTF, JOBACCT=ABCD
The GTF Started Job will be classified to SYSSTC and is named GTF.

WLM provides additional dassification qudlifiers in OS$/390 V2R10. These include sysplex name,
system name, collection name, and scheduling environment name. These qudifiers may provide
additiona techniques for classifying diverse workloads across the sysplex(es). See the section on R10
Enhancement in Chapter 2.
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_ Multiple Jes-plex in Sysplex (JES2):

Overview:

Customers may run more than one JES2 Multi-Access Spool complex in asingle sysplex. The WLM
gpan of control isthe entire sysplex not just agiven JES2 MAS. When two or more JES2 MAS
environments have different performance gods for work in the same jobclass, or with the same jobname
then additional classification work will need to be done. JES2 and WLM do not support a method to
define JES rules based on JES MAS until JES2 isat aR10 level. As such some other classification
attribute must be used, such as accounting codes, to enable classfications of work with the same name
or job classto different service classesby MAS.

Documentation References:
Document Section or Page Reference

Issues and Differences:

In compat mode the scope of control was the individud system, and each system had an IEAICSxx
member to control how work was assigned. Now the scope of control isthe sysplex and thereisa
gngle st of classfication rulesfor dl JES work in the sysplex.

Recommendations:

If accounting codes are not able to be used then some modifications can be made to JES2 to dlow the
use of the S classfication attribute. The Sl attribute refers to the JES subsystem name, typicaly
gpecified as JES2. It is possble to change the primary subsystem to use a name other than JES2, such
as JESA.

For example, if thereisan 8-way sysplex, which is composed of 2 4-way MASes, then the 4 JESesin
thefirs MAS could be called JES2, and the other 4 JESes in the second MAS could be called JESA.
The subsystern names of the two JES MAS environments would then be different, paving the way for
the use of the Subsystem Instance qudifier to be used in the JES definition rules. Then WLM
classfication rules for jobclass A would be done based on which MAS would runthejob. Itis
recommended the JES service classes be unique across the different MAS configurations. It ispossible
to have a service class caled BATHQOT, for ingtance, in use in both of the MAS complexes, but
unexpected results may occur.
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In OS390 R10 new classification support is provided which alows JES work to be segregated by
MAS. Seethe R10 Enhancement section in Chapter 2.
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_ Multiple Jes-plex in Sysplex (JES3):

Overview:

JES3 complexes should match the sysplex. If they do not then classification issues will arise since
WLM JES classfication rules are sysplex wide. Unlessjob classes are unique across the different JES3
complexes additiona classfication work will be required which differentiates the work based on another
attribute such as accounting code information.

Documentation References:
| None I |

Issues and Differences:
None.

In OS390 R10 new classification support is provided which alows JES work to be segregated by
JES3 Complex. See the R10 Enhancement section in Chapter 2.
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Build Goal Mode Environment

__Fulfill Sysplex Requirements:

Overview:

The implementation of WLM requires the sysem to be IPL’ d into abasic sysplex. Thiscan bea
multi-system sysplex or asingle system sysplex, (monoplex). A basic sysplex requires a sysplex couple
data set. WLM also requires a formatted couple data set which is used to store the WLM service
definition. The couple data sets need to be ble from al systemsin the sysplex.

The use of muti-system enclaves requires a Parallel Sysplex, that is, a coupling facility and structure for
WLM'’ s use of thisfunction.

Documentation References:

Document Section or Page Reference
WLMPLAN Chapter 15 and 16

REDBOOK Chapter 3.2.3

MVSSETUP Chapters 3, 15, 16 and appendix A
CHECKLIST Operator training
WLMHOMEPAGE WLM Quickstart Policy Artidle

Issues and Differences:

Mixing various levels of the operating systems within a sysplex requires additiond awareness with
regards to toleration maintenance, functiondity levels of the WLM | SPF gpplication, and the format of
the couple data set. New couple data set formats are supported by different levels of the operating
system. A service definition may have a different functiondity level depending on the release of the
operating system. Maintenance PTF s may aso be required for different levels of WLM to coexig. If
you plan on using the new functiondity of multi- system enclaves available in OS/390 R9, (retrofitted
back to R6 via APARsS), then the definition of a structure in a coupling facility is required. The coupling
facility must be running CFCC code level 9 or higher. If you intend to use Intdlligent Resource Director
(IRD) avalablein z/OS then a definition of a structure in the coupling facility is required. See the WLM
planning guide for more information on the names of the required sructures,

Recommendations:

Review the above documentation for spedfics on the actions you need to take on these issues. See the
section on security in this document for authorization required to allocate the couple data sets and create
astructure. Allocating an dternate, (secondary), couple data set is highly recommended aswell as
alocating a spare couple data set. Review with operations the SETXCF commeand to switch couple
data sets.
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The WLM couple data set is only accessed at image IPL time and whenever a service definition is
installed or a policy is activated, therefore the placement of the couple data setsis not as critical as other
couple data sets such as the sysplex (XCF) couple data set.

It is dso recommended the ingtdlation save the JCL used to alocate the couple data set. If itisever
necessary to expand the Size of the couple data s, this task will be easier if the origind dlocation is
retained. This step can be avoiding if the ingdlation dlocates couple data sets from the utilities
pull-down in the WLM gpplication. Thistechnique dlowstheretrieva of the current definitions, which
can then be modified to make the data set larger.
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Install and Activate WLM Policy:

Overview:

Y our service policies and classification rules make up your service definition and can be stored in the
couple data set and/or a partitioned data set. Y ou can use the WLM | SPF application to ingtall the
service definition and activate the policy. Y ou can dso use an operator command to activate a policy
but not ingtall a service definition.

Documentation References:

Document Section or Page Reference

WLMPLAN Chapter 17

REDBOOK Section 3.3.14

CHECKLIST Verson Management for Service Definitions
Secure the WLM Policy

Issues and Differences:

Ingaling the service definition overwrites any service definition previoudy ingdled on the WLM couple
data set. When you extract the service definition, a copy remains on the WLM couple data set until the
next ingdl. If you just ingtall the service definition but do not activate the policy then the currently active
policy will remain in effect, even after an IPL of the image. Thisis possible because the active policy and
the service definition are stored in different areas of the couple data set. Ingtall and activation of a policy
is sysplex wide in scope, there is no need to issue this command on each system running in god mode.

Recommendations:

Review the checkligt itemsin this document on Verson Management for Service Definitions and
Securing the WLM Palicy.

Before ingdling and activating a policy, usethe VALIDATE option in the WLM application
UTILITIES pull down menu to insure you have not committed any coding violations.
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__Secure The WLM Policy:

Overview:

The WLM ISPF Application is protected by a SAF cdl. Accessto the WLM I1SPF gpplication is
controlled through the definition of afacility dass profilein RACF or a security product. Previoudy the
ingalation would have controlled access to the performance definitions by securing the

SY S1.PARMLIB which contained the IEAIPSxx / IEAICSXX.

Documentation References:

Document Section or Page Reference

WLMPLAN Rediricting Access to the Adminigiration App
Authorizing AE Servers, Chapter 12

CHECKLIST Printing the WLM Policy

Issues and Differences:

READ or UPDATE access to the entire WLM sarvice definition is the only option avallable viathe
RACF security rules. READ access dlows users access to al functions except ingaling and activeting a
service definition/policy. Some ingalations may want other personnd to have access only to certain
functions of the WLM gpplication such as gpplication environments and / or scheduling environments yet
not be able to modify any other definitions such as services classes and gods. Thisis not possible with
the WLM | SPF application.

Recommendations:
For general viewing of the WLM policy, make the policy available on the Web (intranet) to the user
community. Refer to the section on Printing the WLM Policy.

Specify aUACC of NONE for the facility class resource and limit the number of users authorized to
read and update the WLM application to those maintaining the WLM policy and/or performance
personnel. Review the requirement for operations to have access to ingal a service definition versus
activating an exiding policy. Ingaling anew service definition can only be done from the WLM
application, while activating a new policy can be done by operator command.
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Operational Considerations

Train Operators on New Commands and Procedures:

Overview:

The migration to WLM introduces a number of new commands to manage the workload environment.
Operationa procedures need to be updated and the new operator commands need to be discussed
with the operations staff so they are aware of when and how to use the commands. If using SDSF
service classinformation is displayed and changeable viathe SDSF panels.

Documentation References:

Document Section or Page Reference
REDBOOK Section 3.2.4
MVSCMDS Various sections
CHECKLIST Use of RCCCPUT
Requirement for spare service classes

Issues and Differences:

Some of the new commands are sysplex in scope and othersare not. Asageneral rulethe VARY
commands are sysplex wide and the MODIFY commands are single image in scope.

If current procedures alow the operations s&ff to dter the priority or performance group of jobs under
speciad circumstances, then new procedures should be documented for how to do thisin goa mode.

Activation of apalicy, (V WLM,POLICY =policyname), is sysplex wide and therefore gppliesto all
members of the sysplex regardiess of whether they are running in goa mode or compatibility mode.

Switching in and out of goa mode is Sngle image in scope. Using the command,

F WLM,MODE=COMPAT, the sysplex member switches to compat mode. Specia operator training
should be done to ensure operations knows the correct procedures for switching modes. And it is
aways good to remember just because you are not in god mode doesn’'t mean the active WLM policy
it being used for other functions such as scheduling environments, and/or gpplication environments.

If aswitch is madeto MODE=COMPAT, thenif the sysem image used compatibility mode any time
during the current IPL, then the IEAIPSxx member in parmlib used the last time the sysem ranin
compat mode isreused . If the system was never in compat mode during the current IPL, then the
system uses a default IEAIPSxx, which places dl work into performance groups 0,1, or 2. A WTO,
“IRAB50E SKELETON IPS IN EFFECT” isissued to identify this Stuation. Y ou do NOT want to run
thisway. Issuetherequired SET IPS command or have automation pick up the WTO and reset the
|EAIPSXx to the appropriate member.
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Reclassification of work into other service classes:

Ingtalations today process different types of work with different completion and resource requirements.
Every ingdlation wants to make the best use of its resources and maintain the highest possible
throughput and achieve the best possible system responsiveness. Workload management (WLM)
makesthis possble.

With workload management, you define performance goas and assign a business importance to each
god. You define the gods for work in business terms, and the system decides how much resource, such
as CPU and gtorage, should be given to it to meet the god. Workload Manager will congtantly monitor
the system and adapt processing based on current system conditions to meet the goals.

Customers spend consderable time in developing their workload manager definitions to match their
business gods. When operations staff members or other personnd manualy change the service class of
jobs which have been assigned by WLM they can affect severad aress.

1) WLM’s decison making process:

When classifying jobs to specific service classes one objective is to attempt to place smilar types of
work in the same sarvice class. By doing this WLM'’ s ahility to better manage the workload is
improved.. Through sampling and the use of hitorical data for the service class WLM can more
accurately alocate the resources necessary to achieve the gods of that service class. If jobs are
manudly reclassfied to another service class then you risk changing the service class sworkload profile
with the potential to skew both the sampling and historical data for both service classes (the old one and
the new one). This could result in WLM making resource decisions that may no longer be gppropriate
or in line with the business objectives initidly established.

2) Capacity planning:

As part of the capacity planning process, service class gatistics are often measured and plotted over
time to establish trends and predict growth patterns. In order for capacity plansto have vdidity, the
gability of the work in the service class needs to be assured. By manudly reclassfying work to other
service classes, the capacity planning methodology is compromised.

Naturaly, there are dways circumstances when work may need to be moved to a different service
class, but these cases should be the exception not the rule. A separate unique service class should be
used for these reclassification exceptions so they can be tracked and accounted for accurately.
Wholesdle reclassfication is not an appropriate course of action. If work is not meeting certain
objectives as established by the WLM directives, then this needsto

be communicated to the performance/capacity planning group for proper resolution through the WLM
policy congtructs.

Recommendations:
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The system programming staff should set up an emergency service dass or empty service classes with
higher goa's specified which operations can use to reset work. These service classes can be used when
work needs to be reclassfied in an emergency or in special cases.

One option open to the ingtdlation is to actualy remove the DP (dispatching priority) colunn from the
SDSF display. Since the direct control of digpatching priority is removed in god mode some
inddlations may favor removing it from SDSF-like screens so users do not see and focus on this
performance metric.

Review the SETXCF switch couple data set command with operations.
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___Check Automation for any Changes:

Overview:

Some automeation packages may have been enhanced by your installation to key on the performance
group number (PGN) of jobs, or to intiatea SET 1PS/ICS/OPT command based on thetime of day or
some other event, or you may have set up responses or action items based on specific messages issued.

Documentation References:

Document Section or Page Reference
MVSPLAN Chapter 17

CHECKLIST Training operations

MV SM SG MVS System Messages Vol 5

Issues and Differences:

Performance group numbers are no longer used in WLM goa mode and are replaced with service class
definitions. Any automation rues usng PGN's will need to be changed.

The IPS/ICS no longer can be set in god mode, but new WLM policies can be activated by command.
Any automation rules which switches parameter librarieswill need to be changed.

The WLM application issues a set of new messages (IWMAMnn) which are not documented in
0S/390 MVS System Messages, Vol 5 (IGD-1ZP) but are documented in the Workload Management
manual chapter 17. 1WMO00nn messages are still found in Vol 5 of MVS System Messages.

Recommendations:

Review and update your automation procedures as appropriate. 1f you are usng aWLM structure
(used in R9 and up for multi-system enclaves which currently has only one exploiter, Data Miner/POE)
Set up automeation to intercept message | X C585E which indicates a structure full condition. Discuss
how to handle the WTO (IRA850E) which indicates you are using the default 1PS if this condition
aises. Refer to checklist item on training operators on new commands and procedures.

Research the possibility of using autometion to prevent operations from manually reclassfying jobsto
different service classes at their discretion.

WSC © IBM Corporation, 2001, 2002 Page 33



Impact of Reset Command on Policy Activation:

Overview:

Y ou may find yoursdlf in the Situation where you need to use the reset operator command

(E JOBNAME,SRVCLASS=nnnnnn) or use the overtypefiddsin SDSF to change the service class of
ajob or an address space. When this occurs be aware a policy activate will not change or reset the
service class of ajob which has been reset by operator command or through SDSF.

Documentation References:

Document Section or Page Reference
MVSPLAN System Provided Service Classes, chapter 9
REDBOOK Section 4.4.3.1 System Service classes

Issues and Differences:

Prior to OS/390 R4, ajob cannot be reset into service classes SY SSTC or SYSTEM. Onceit

was reset out of these service classes or if it was classified into a different service class, the job would
have to be restarted in order to be classified back into SY SSTC, (system address space may have
required an IPL). Changes were made to OS/390 R4 to allow address spaces to be reset into
SYSSTC and SYSTEM, (only those belonging in SY STEM).

If you reset ajob or an address space to another service class and then wish to set the job or address
gpace back toit'sorigind definition as defined in the active policy, (or to another service class which
has been assigned in anew policy), activating a policy will not reset the service classfor the job or
address space. Since the job or address space was manually reset through operator command or
SDSF, you will need to manualy reset the job or address space back using another operator command
or SDSF.

Recommendations:

Relay the above information to system programmers, operations and others who may have the authority
to reset jobs or address spaces.

Implement appropriate security in SDSF or OEM package to allow only authorized staff membersto
make changes. See reclassification of work into other service classes in previous section on training
operators.
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____Managing Runaway Tasks:

Overview:

Mogt indallations have set up their IEAIPSxx to contain a PGN with a domain which specifies a
CNSTR value of (0,0). By switching jobs whichmay bein aloop or are consuming excess resources
into this performance group they cause the job to be swapped out until the ingtalation can either cancel
the job or contact the owner to determine if and when the job should cortinue.

Documentation References:

Document Section or Page Reference

MVSPLAN Chapter 7

REDBOOK Section 2.2.2.10 and 4.4.2

MVSCMDS Section 4.28.2

CHECKLIST Impact of reset command

WLMHOMEPAGE Effective Use of WLM Controls section 6.0.6 and section 14

Issues and Differences:

There is no comparable keyword to CNSTR in WLM goa mode. Operations must use one of two
methods to effect a smilar function in god mode. They can either use the operator command (RESET
jobname,QUIESCE), or change the job to use a service class which has a resource group associated
with it using the command “RESET jobname, SRV CLA SS=classname “.

“Quiesce” regquests the target job or address space be given the lowest possible performance
characteristics. Quiesce swaps out swappable work, effectively shutting off work but only lowersthe
performance of non-swappable work, leaving it swapped in. The non-swappable work will run a the
lowest digpatch priority, but it will consume cycles. A quiesce action will perdst across any policy
activation. A reset command with the resume option is necessary in order to cancel a previous quiesce
command.

Information on jobs or address spaces which are quiesced isgiven in an RMF workload activity report.
The SDSF DA pand will show under the Quiesce column any jobs which have been quiesced. Y ou
can dso view the service class, workload, and the QSC=yes/no fidds and other information about a job
with the D J)ooxxxxx operator command.

Recommendations:

Create a service class associated with a resource group and specify a maximum service unit capacity of
1 to control non-swappable quiesced tasks. Modify any operator documented procedures with the
process to be used for your indallation (either a quiesce or service class change) when runaway tasks
are suspected. Review checklist item on the impact of the reset command.
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Version Management for Service Definitions:

Overview:

A management philosophy needs to be established for your ingdlation in order to maintain change
control to the WLM service definitions and policies. There isno native verson management in the
WLM definition, and so ingtalation controls will be needed to ensure you have the gbility to keep
multiple versons of previoudy defined and working policies

Documentation References:

Document Section or Page Reference

WSCCHECK Ingtall and activate a policy

WLMPLAN Coordinating Updates to a Service Definition
WSCOPS PDF Presentation on Operationd Considerations

Issues and Differences:

Any updates to aWLM policy will overlay the previoudy stored membersin the PDS if the same data
set name isused. If you were to issue asave and then ingtal and activate the new policy, the couple
data set information would be overlaid. If you warnted to go back to the previous policy for any reason
you would have to extract the current active policy from the couple data set and undo the changes and
reinstall and activate the policy.

Recommendations:

Establish aWLM policy management process and create a backup methodology and naming
convention for your saved WLM partitioned data sets. An example for the WLM partitioned data sets
might be HLQ.WLMPOLnn.Vmmddyy.

Have any personnel authorized to use the WLM application use the following sequence when accessing
the WLM application:

1. Extract the service definition from the couple data st.

2. Save the sarvice definition in anew user defined PDS. ThisPDS will contain al subsequent
changes to the service definition. All saves and exits from the WLM Administration application will
dore the updated definition in thisnew PDS. So at this stage there would be two WLM PDS s on
the sysem HLQ.WLMPOL01.V 050199, the origind definition madein May 1999, and then
HLQ.WLMPOLO01.V 050100 for new changes madein May, 2000.

3. Update the service definition

4. Indtal the new service definition in the couple data set.

5. Activate the new sarvice palicy.

6. Exitthe WLM adminigtration application.

Thenew PDS, HLQ.WLMPOL01.V 050100 and production couple data sets are now in synch.

The previous PDS, HLQ.WLMPOL01.V 050199 would contain the prior verson of the service

definitionwhich can be used as afdl back if the changes are not correct.
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___Printing the Policy:

Overview:
Thereis no easy way to print the WLM service policy.

The WLM | SPF gpplication does, however, provide two print-to-file capabilities (which can be found

on the File pull-down menu):

* ThePrint option produces aflat file with printer control characters

* ThePrint as GML option produces afile which can be used asinput to IBM’s SCRIPT/VS
program product

Either of these options may be sufficient if your objective is merely to create a hard copy archive of the
contents of your service policy.

However, there is often aneed to provide many people (and, in some cases, whole departments) with
the ability to view and print the contents of the WLM service policy. At the sametime, it is probably not
desirable to provide so many people with access to the WLM adminigtrative gpplication. The format of
the WLM policy listing is aso not attractive, and there have been many customer requests for a better
looking document.

Documentation References:

Document Section or Page Reference
WLMHOMEPAGE “Here sWha'sNew” hot link

Issues and Differences:
While, of course, it should be possible to make enough copies of the print files available to anyone who
needs to use them, perhaps the following is a better way.

Thereisatool caled B2H, which can be used to convert the SCRIPT/VS print file verson into an
HTML file. The resulting file is nicely cross-referenced and formatted, making it easy to navigate online.
Also, the HTML file format is very trangportable; HTML files can be easily used in both the host and
workgtation environments. The HTML file could possibly diminate nearly dl of the need to print out a
ligting of the service palicy, or to give awide group of people accessto the WLM application.

The script input to the B2H tool can dso be modified before running the tool to add installation-specific
information, such as the contact name for questions about the service definition, the PDS which contains
the definition, or any other information the instalation cares to provide.

The HTML file can then be placed on an intranet Ste to dlow indalation access to the WLM
information.

WSC © IBM Corporation, 2001, 2002 Page 38



Recommendations:
The WLM home page contains a hot link to the B2H ZIP archive file, which can be downloaded from

IBM’sVM Download Library. The HTML document file (available within the ZIP archive file)
contains extengve ingructions for ingdling and using the product.
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____ /O Priority Management and Tape Work:

Overview:

I/O priority management is an optiond facility which alows prioritization when 1/0 requests are queued
because adeviceisbusy. When I/O priority management is enabled, 1/O scheduling priority is separate
from CPU dispatching priority. For each 1/0 request, WLM assigns a priority to the I/O request based
on avaue derived by WLM for the requester of the /0O service.

However, tape /O isnot consdered in 1/O priority management.

Documentation References:

Document Section or Page Reference

WLMPLAN Chapter 11.2 Specifying /O Priority Management
Chapter 16.13 Working with Service Definition Options

REDBOOK Chapter 2.2.1.9 Sysplex I/O Priority Management

Issues and Differences:
1/O priority management only gppliesto non-paging DASD 1/0 requests. Tape and paging 1/0
requests do not participate.
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Location of WLM Application Messages:

Overview:
The WLM application issues a set of new messages (IWMAMnn) which are not documented in
0S/390 MVS System Messages, Vol 5 (IGD-1ZP)

Documentation References:

Document Section or Page Reference
MVSMSG Vol 5 (IGD-1ZP)
WLMPLAN Chapter 17

Issues and Differences:
The WLM application messages (IWMAMM) are documented in the Workload M anagement manual.
VWM 00nn messages are till found inthe MV'S System Messages manual.

Recommendations:
Alert programmers, operations, performance personnd and any other users of the WLM | SPF
gpplication about the location of the gpplication messages.
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| Can't Find All of the Subsystem Classification Rules |

Need:

Overview:

There are at least two cases where you may not be able to find a subsystem you need listed in the

avalable dassfication rules

* You upgraded to a new release of 0S/390, and IBM added a new subsystem
* You need to define anon-IBM subsystem.

So what does one do when one cannot find the subsystem classification rule one needs?

Documentation References:

Document Section or Page Reference
WLMPLAN Chapter 9: “Defining Classification Rules’
REDBOOK 1 Chapter 3.3.9: “Classfication Rules’

Issues and Differences:

If the subsystem you wish to define is not listed in the set of predefined rules supplied by IBM, you may
define it yoursdlf or define one of your own. The sample didogue screen below shows how to create a

rule for asubsystem cdled RY O:

Subsystem-Type Xref Notes Options Help
Create Rules for the Subsystem Type Row 1 to 2 of 2
Command ===> SCROLL ===> PAGE
Subsystem Type . . . . . . . . RYO (Required)
Description . . . . . . . . . Installation-Unique Subsystem
Fold qualifier names? . . . .Y (Y or N)
Action codes: A=After C=Copy M=Move I=Insert rule
B=Before D=Delete row R=Repeat IS=Insert Sub-rule
More ===>
———————— Qualifier----—-—-—- ---———-Class-—--—-—--—-
Action Type Name Start Service Report
DEFAULTS: RYO_DEF
1 TN RYO1 _ RYO1
1 17N RYO2 RY02

Recommendations:

If you are creeting a subsystem definition to support anon-IBM vendor product, be sure to consult its
ingalation documentation for any specia indructions concerning creating subsystem classfication rules.
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___ SMF 99 Management

Overview:

With WLM anew SMF record is produced. There are severa subtypes of the SMF 99. Subtypes
1-5 are intended for detailed audit and debugging purposes. Normaly these subtypes should not be
recorded. Subtype 6 isasummary record and ingtallations may wish to record this smaler record to
have an historicd audit trail to help tune their WLM palicy.

Ingtdlations will have to update their SMFPRMxx member to manage the SMF 99s. Failure to do so
may cause an unmanagesble load on the SMF data sets.

Documentation References:

Document Section or Page Reference
WLMPLAN Chapter 15, Migration step 10
REDBOOK Section 3.2, Preparing WLM environment

Issues and Differences:

SMF 99 contains vauable information for vaidating and debugging your environment. No
post-processor is provided for these records. Performance management systems will need to be
modified if reports based on the SMF 99 records are desired. If SMF 99 records are not collected,
WLM buffers 15 minutes of recordsin WLM private storage. If adump is taken within 15 minutes of a
WLM problem, the data from WLM private storage can be used for analysis by IBM.

Recommendations:

The WSC has a post-processor report available for the SMF 99 subtype 6. The generation of this
report would require shipment of the SMF 99 records to the WSC. A sample of the report which is
created isfound below.

HOUR M NUTE SECOND SRVCLASS GOALI MP GOALTYPE GOALVAL DP PILOCAL PI PLEX

ER Rk kR R S kS I Rk Rk ke R Rk S R R Rk e R IR R R Sk S e

12 32
12 32
12 32
12 32
12 32
12 32
12 32
12 32
12 32
12 32
12 32
12 32
12 32
12 32
12 32
12 32
12 32
12 32
12 32
12 32
12 32
WSC

[EnY

NNNNNNNNNNNNDNNDNNDNNNNDN

$SRVDUMP 0 SYS. 0 255 0.00 O
$SRVBEST 0 SYS. 0 255 0.00 O
$SRME0CD 0 SYS. 0 254 0.00 O
STCHI 1 VEL. 45 253 45.00 45
STCMED 1 VEL. 30 251 15.00 15
STCCI HI 1 VEL. 40 249 1.73 1
STCDBHI 1 VEL. 40 247 40.00 40
STCCl MD 2 VEL. 30 243 30.00 30
STCLOW 2 VEL. 25 243 12.50 12
TSO 1 SHORT 250 241 5.50 5
OSTCDBMVD 2 VEL. 30 241 30.00 30
TSO 2 SHORT 2000 239 0.50 O
TSO 2 SHORT 4500 239 550 5
STCCI LO 3 VEL. 25 237 25.00 25
TSO 3 VEL. 30 235 7.50 7
BATPRDHI 3 VEL. 20 233 1.05 O
BATPRDIVD 4 VEL. 20 231 3.33 3
BATTEST 4 VEL. 10 229 10.00 10
BATPRDLO 4 VEL. 15 227 15.00 15
$SRMVDI SC 6 DI SC. 0 192 0.81 O
$SRVBEST 0 SYs. 0 255 0.00 O
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Availability

__Develop a Fall Back Plan:

Overview:

A fdl back plan should be developed. This plan should include directions to operations on how to
move from goa mode to compat mode, as well as what documentation should be taken before the fall
back occurs.

Documentation References:
Document Section or Page Reference
None

Issues and Differences:

Though the ghility to toggle between WLM goa and compat modes can be done with an operator
command, some care needs to be exercised about other users of the WLM policy. An active WLM
policy isrequired to use scheduling environments, and application environmentsin compat mode.
Compat mode systems also use an active WLM policy to manage enclaves viathe SRVCLASS
gpecificaionsin the IEAICSxx parmlib member. And other systemsin the sysplex may bein goa
mode. So complete freedom to change and reingtall new WLM policies may not be possible,

Alsoit isvery important to not be running in either compat mode or goal mode with a default set of
performance parameters. So clear ingructions to operations on how to effect the change is a good
idea.

It will ds0 be necessary to ensure if afdl back occurs the reporting tools are able to handle the different
format of performance data created. Some ingtallations may wish to creste bi-modal tools and
reporting because they will have systemsin and out of goad mode frequently. Other ingtdlations may
wish to only create new service class reporting systems and diminate from al reporting systems those
time frames when the system was toggling between god mode and compat mode.

Recommendations:

The scope of the fdl back planning is an ingdlaion decison. Some of theitemsto include in this plan

might be:

* How long to maintain a compatible IEAIPSxx / IEAICSxx with new or changed workloads to
ensure aquick return to compat mode.

*  Whento begin IPLing in god mode, and diminate the need for operator intervention to place the
system into goal mode after each IPL. Thisimplies operator intervention is required if the sysem is
returned to compat mode for any reason.

* How tofdl back out of god mode but still have a correct and active WLM poalicy for scheduling
environments and gpplication environments,
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* How tofdl back out of god mode but gill have avadid and active WLM policy for DDF endlave
classfication usng the IEAIPSxx

* How tofdl back out of god mode and ingdl avalid and active IEAIPSxx and |EAICSxx.

*  How to manage the different SMF record formats created in the different modes.
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Develop a Testing Plan:

Overview:
A tedting plan needsto be created for the migration to goa mode. The plan should cover the following
components:

1. Saging Plan
2. Functiond Test Plan
3. Acceptance Test Plan

Obvioudy the scope and leved of detail to which the planning phase is executed is an ingtalation
decison. WLM has many capabilities to alow a system to go into and out of goa mode
non-disruptively. Ingalations should review these capabilities and decide which ones should be
employed. WLM aso provides techniques to dlow the ingalation to gather WLM datawhilein
competibility mode which can be used to st the WLM policy.

Documentation References:
Document Section or Page Reference
WLMPLAN Chapter 8, Determining Goa's in Compatibility Mode

Issues and Differences:

A migration of thistype is often met with resstance and anxiety. Almost every data center problem
incurred during the migration will be charged asa“god mode’ problem. The project team hasto
accept this. It isimportant to remember most data centers had problems before goad mode and they
will have them after god mode. It's just the team must be ready to accept and respond to dl problems
until “god mode’ can be ruled out.

Recommendations:

1. Creste astaging plan.

A staging or migration plan should cover the basic time table of the migration. It should cover the
schedule of which sysems will be moved to god mode, and what shifts they will bein god mode. The
plan should include information on who to contact with issues about the migration. This plan should be
communicated as widely as possible.

WLM offers great flexibility to seamlessy go into and out of god mode. We recommend the migration
to goal mode be positioned as non-disruptive to operations and end users. The ingtallation should stress
the sysem may be in or out of goal mode a any point intime. The WLM migration should not be
viewed as a one directionad migration with mgor implications if the system returns to compat mode.

The best words of wisdom might be to view the migration as a“cha-cha’ and not jumping off a dliff.
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2. Functiond Test Plan

The functiona test plan should be one which exercises dl of the systems management tasks which you
have done to implement WLM. Beow isalist of some sample tasks which would make up a functiona
test plan.

* Vdidatedl work classfies properly (no SY SOTHER, or undefined service classes used)

* Ensure dl monitors can switch between goa mode and compat mode

* Ensuredl reporting programs work with the goa mode SMF records

* Ensuredl accounting programs work with the god mode SMF records

* Ted dl automation changes by causing the messages/ actions to be triggered

e Changethe WLM CDS dynamicaly

* Ensure security profiles are working correctly

* Ted thefdl back plan

* Ensure the correct subtypes of the SMF 99 records are being created

3. Acceptance Test Plan

The acceptance test plan should document the steps the ingtalation will take to ensure the WLM god
mode poalicy isworking as planned. This test plan should document the different time periods which will
need to be exercised before the policy can be judged acceptable. For instance it may be deemed
necessary the WLM definitions will have to be checked for the batch window, the weekend shifts, a
month closing, aquarter closing, etc.

The acceptance test should aso highlight what datawill be reviewed to ensure the policy and the god
definitions are correct. For instance, for each workload the goa versus the actua goa will be tracked
for each service class period. Another test might be to ensure there is a high enough completion rate in
each of the service class periods. Some ingtdlations may wish to review the software impact of the
migration by measuring the WLM CPU utilization before and after the migration, the activity to the
WLM CDS, and other throughput metrics.

WSC © IBM Corporation, 2001, 2002 Page 47



Check on WLM Maintenance:

Overview:
Prior to cutting over to goal mode a check should be made for al known WLM maintenance.

Documentation References:

Document Section or Page Reference

WSCHOT Hot Topics Presentation WSC Home Page
wWwWw.i bm.conm/support/techdocs/presentations

Issues and Differences:
None

Recommendations:
Apply dl appropriate WLM maintenance.
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Performance Management and Reporting

Develop Naming Conventions

Overview:

Naming conventions for the different constructs used in the WLM policy are important to develop
before actudly creating the service definition. The god for naming conventions would be to dlow the
name to help identify the dement, such as a service class, areport class, a classfication group, or a
workload. Other e ements such as gpplication environments and scheduling environments should also
be developed with a naming convention in mind.

Documentation References:
Document Section or Page Reference
WLMMIG Page 2

Issues and Differences:

In agoa mode system names given to collections of work will be visble to the end users. Previoudy
comments describing the importance, (or lack of importance), of the work were *hidden’ in the IPS/ICS
and the only externd to those outside the data center was a meaningless PGN number. Now the names
chosen will be read by amuch wider audience. Let’s give an example. Batch low work might be a
candidate for a name such as BLOW for BatchLOW. Maybe not what you would redly want.

Also some concerns have been raised about service class names such as BATSLOW, asthe end user
department assigned to this service class may not be as thrilled as you think they should be. Asone
manager of alarge data servicer mentioned “ | can't have tours of my data center and point out to the
executive - there’ syour datarunning in BATSLOW. It's not the smartest marketing effort.”

Actudly building a naming convention is beyond the scope of this document, but it is something you
should spend some time working on. Get severd people, including operation to look at your scheme
and seeif it makes sense.

When building names remember WLM will sort the names and they will gopear on the monitorsin this
order. Soif you choose a convention such as BATHIGH, BATMED, BATLOW, on amonitor the
workloads will appear as BATHIGH, BATLOW, BATMED. How much this bothers anyoneisan
indtalation decison.

Another concept to avoid in building names for service classes would be to use the god information in
the service class name. For ingance, BATVEL30 for a batch workload with a velocity of 30, or
TSORS8001 for a TSO workload with a response time goa of 80% in 1 second. Assystem
configurations change, or asthe WLM migration process unfolds, it may be necessary to change the
service class god. After the changes the existing service class name may be totdly out of date.
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Changing service class names each time you needed to change a god would impact long term
performance and capacity reporting as some trandation mechanism would need to be done eech time a
service class needs to change.

Recommendations:

On the policies the WSC builds we try and follow a naming convention along these lines.

TYPE EXAMPLE DESCRIPTION
Workload BAT WKL Workloads have asuffix of *_ WKL’. Workload
names are not addresses by operator commands
and so the use of specid characterslikethe® ' is
not diguptive. By usng asuffix of *©_ WKL’ we can
quickly differentiate workloads from service
classes.
Service Class BATREG Try and use as descriptive a name as possible.
Waitch sort orders.
Resource Groups LIMIT RG Weuseasuffix of * RG' for resource groups.
Report Classes RIES2 We prefix al report classeswith an ‘R’ to indicate
RVTAM report class. Thiswould require no service classto
RTCPIP have the need to gart withan R. A suffix of © R’
RCICSP would also work, but report classes may need to
be specified in RMF control cards.
Transaction Name STC_TNG Agan we use a suffix to indicate the condruct isa
Group named group.
Transaction Class JES TCG Another suffix and we try and make the prefix
Group meaningful, ES or STC, or IWEB groups.

The characters SY S isreserved for IBM use and cannot be used asthe first three characters for your

own workload or service class names.

WSC
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_ _PM Tools Update:

Overview:

Aninventory of al Performance Management tools, monitors and reports which use performance
groups, (PGNs), will need to be made. With the migration to god mode, PGNs are replaced by
workloads and service classes. Thiswill not necessarily be a1:1 mapping. A plan will be needed to
ensure dl of these tools, monitors, OEM software and reporting systems are updated to handle service
classes.

Performance reporting programs which use the RMF 72 records will have to be changed once the
systemisrunning in god mode. Once the switch is made to god mode, dl of the currently active
transactions are ended from an SMF point of view, and new transactions are darted. At thetime of the
switch RMF will begin to write new subtypes of the RMF 72 records in which to record the goal mode
information. Reporting programs which use the RMF 72 records will need to be updated.

Documentation References:
Document Section or Page Reference
None

Issues and Differences:

Tools should be reviewed to determine if they provide enough granularity at the service dlasslevd. In
order to support the sampling requirements for workloads defined with a velocity goad more address
gpaces may be combined into asingle service class. Previoudy amonitor may have reported at the
PGN leve, and each PGN contained one mgor system component such as TCP/IP, JES, NetView,
etc. Now in god mode, many of these address spaces will be combined into asingle started task
sarviceclass. So it may be necessary for tools or reports to be able to digplay both service classes as
well asreport classes, or other tools may be needed to display the collection of address spacesin a
sarvice class with more granularity.

Another change which will need to be made to the performance management reporting is the scope of
control of the reporting system. WLM is sysplex aware and hence the performance data generated, and
the system actions, are made on a sysplex not a system basis. It may be necessary to update or create
new performance reporting methods which review the performance data on asysplex leve aswdl asa
system levd.

Because of the sysplex reporting care needs to be exercised when using the RMF workload activity
reports, and the amount of processor capacity used by the workload as indicated by APPL %.
APPL% isthetota of CPU seconds used by the service class across dl systemsin the sysplex without
regard to processor speed. Manipulation of the RMF input can be doneto get asingle system view of
the work, or the SY SID keyword can be used to limit reporting to just one system.
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A decison will have to be made about how to migrate the reporting programs. Since there may be a

period where the systems may be toggling into and out of goad mode reporting programs may need to

be written to handle the different subtypes of the RMF 72 records. Some ingtallations may decide the
migration period isasmal enough of awindow where the tools will only support the new subtypes of

the RMF 72 records.

Recommendations:

Once you make thisinventory it is probably a greet to timeto review if anyoneisusing any of the
information in any of the reports or if they are being generated just to decorate afile drawer, or trash
bin.

For dl monitors ensure the support is provided to support service classes. Hopefully the monitors

should be able to seamlesdy toggle between goad mode and compat mode.

Incorporation of new metrics such as the performance index should be undertaken, and some metrics,
such as those based on dispatch priority, may need to be removed. 1t would aso be important to give
some thought about how to incorporate sysplex level reporting into the performance management
process, and not just report a the individua system level
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_ RMF Workload Activity Goal Mode Reports:

Overview:

New RMF workload activity reports are created when running in goal mode. These new RMF reports
give new and improved information to better manage and tune the systems performance. It isimportant
to review and become familiar with generating these new reports and learning how to use some of the
new fiddsin the report.

Ingtallations using products such as CMF will dso have new reports for god mode systems.
Knowledge of the use of these reportsis outside the scope of this guide. However a presentation given
at user group conferences will be available on the IBM website. See below.

Documentation References:

Document Section or Page Reference
WSCRMF Entire Presentation

WLMPLAN Defining Report Classes
WSCHOMEPAGE Techdocs document number TD100686

Issues and Differences:

The mgor difference with the RMF reportsin goa mode versus compatibility mode is the god mode
activity report will be a sysplex wide report unlessthe SY SID parameter is used or the RMF input data
islimited to asingle sygem. The information in the report when reporting on a sysplex will be
consolidated into a sysplex view, with each system reporting data having a detailed line. The mgor
concern will be the reporting of APPL% for each service class. What is being reported are the CPU
seconds from all processors. Thereis no CPU normdization for processors of different speed, CPU
seconds used are Smply added together.

Another difference with the god mode workload activity reportsisthereis no summary section which
sums the information for al of the service dassesin theinterval. This summary section would have been
produced in compatibility mode, (the“ALL ALL ALL” section). The summary section in compatibility
mode was often used to caculate the capture ratio for the interval. Since this summary section is not
produced the user of the RMF report will have to manualy sum the service class sections. Another
gpproach which might be quicker would be to run a SY SRPTS(WLMGL (WKLD)) report which gives
asummary section for each workload. This generaly will require fewer sections to be summed. Again
caution should be exercised when caculating or using the data from a goa mode workload activity
report to ensure data from only one system image is being produced.

Report classesin god mode are treated differently than report performance groups. Report classes are
not included with the service dass information in the RMF workload activity report.  Instead a separate
RMF control card needs to be used to generate the report class information
SYSRPTS(WLMGL(RCLASS)). Thereisanother factor to keep in mind with report classes. Sincea
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report class can contain service classes with different god types, the performance index is not included
in the report. Enhancement have been made in zZ/OS R1.2 which provide report class period reporting
and more information at the report class level. See the WLM manud for more information about this.

Recommendations:

Asagenerd rule, the WSC recommends generating the goal mode reports using the SCPER control
gatement SY SRPTS(\WLMGL (SCPER)). Thisgivesthe best leve of detail, and includes the response
time digtribution information for tuning response time gods.

If the requirement isto caculate the capture ratio, first ensure the RMF workload activity report does
NOT include multiple systems and use the SY SRPTS(WLMGL (WORKLOAD)) levd control which
sums the service classes within the workload. Thiswill mean less entriesto sum.

Review the document on the WSC home page on WLM workload andyssusing RMF.
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Validate Resource Allocation:

Overview:

Some method should be developed to vaidate the new goa mode policy. The most straight forward
way to do thisisto create amapping of PGNsto service classes and then create a spreadsheet which
shows the resource alocations under god mode and under compat mode. Thisis done to ensure the
new policy is alocating resources in the same manner as your old compat mode system. If thereare
differences then the analyst should review what they are and perhaps make policy adjustments.

Documentation References:
Document Section or Page Reference
None

Issues and Differences:

If your sysem is running well in compat mode, and the resource alocations are generally viewed to be
acceptable then the migration to goa mode should ensure this dlocation does not change. This
vaidation step is probably most important when there is contention for resources. What this step will
do isto ensure the business objectives set for the workloads don’t cause one workload to see
throughput enhancements at the expense of aworkload, in amanner not acceptable to the ingtallation.

Firgt, the migration team will need to keep track of the mapping of performance groups to service
classes. Thisis needed to be able to compare the migration period with some confidence the reporting
buckets represent generally the same workloads. An inhibitor to doing thiswork will beif thereisn't a
direct mapping of performance group to service dass. If work which was previoudy running in 1
performance group is now switched to multiple service classes then additional work may be needed to
build the mapping after the migration. One solution might be to introduce some additiond report
performance groups to handle the control performance group split, split the workloads to multiple
control performance groups whilein compat mode, or to switch and build the validation spreadsheet
using the SMF type 30 records.

Recommendations:

Review the resource dlocations before and after the migration. It would be important to look at the
CPU utilization, working set storage used, and throughput metrics such as MPL, response times,
transactions per minute, and the relative number of transaction ending in the different periods.
Reviewing the relaive digpatching priority is not a bad thing to do in the early days to ensure the goa
Setting was done appropriately. After the migration, avoid looking at the dispatch priority as the intent
of WLM to isto manage the system by dynamicaly changing the dispatch priority.
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Beow is an example of how avdidation spread sheet might gppear. Thisisonly provided as asample,
and theinformation ligted is available from RMF reports.

Service PGN CPU WSET Ended Trx Resp Time

Class C/G C/G C/G C/G
BATHOT 1, 100 CPU / CPU KBs/ KBs count/ count | time/time
BATREG 3,101,102 CPU / CPU KBs/ KBs count/count | time/time
CICSPROD | 200, 201, 202 | CPU / CPU KBs/ KBs count/ count | time/time
CICSTEST 210,211,212 | CPU / CPU KBs/ KBs count/ count | time/time
DB2 300, 301, 302 | CPU / CPU KBs/ KBs count/count | time/time
STCHIGH 5, 400,401 CPU / CPU KBs/ KBs count/ count | time/time
TSO 2,222,322 CPU / CPU KBs/ KBs count/ count | time/time
SYSOTHER | 210, 211,212 | CPU / CPU KBs/ KBs count/ count | time/time
SYSSTC 402 403, 404 | CPU / CPU KBs/ KBs count/ count | time/time
SYSSTEM 0, 500,550 CPU / CPU KBs/ KBs count / count | time/time

Another type of resource which may be reviewed here isthe cost of the WLM migration. Mot of the
cyclesto provide the new goal mode support will be recorded in the CPU charged to the WLM

address space. Review this CPU to get afed for the software ITRR cost of the migration. One of the
biggest factors which will influence the costs of the god mode migration will be the setting of the CICS
MAXTASK parameter. This number should not be overstated.

WSC
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What is a Pl and How do | Use it to Tune:

Overview:

A performance index, (P1), isa cdculation of how well work is meeting the defined god, and is used to
compare gods of different types. A performance index of 1.0 indicates the service class period is
exactly meeting itsgod. A performance index greater than 1 indicates the

service class period ismissing itsgod. A performance index less than 1.0 indicates the service class
period is beating its god.

During the migration to goad mode each service class period must be assigned a performance objective
and an importance. The importance, (value 1 to 5), specified for each service class period is the rlative
importance of meeting the defined performance objective. With sufficient resources, dl work might
mest its performance objectives. When resources are constrained, WLM will donate resources from
service class periods with alower importance, (higher number), to a service class period with a higher
importance, (lower number). Because the performance objective and importance values are used by
WLM to direct decison making, it is critica to set these correctly if WLM isto manage the complex to
the ingalation’s stisfaction.

Documentation References:

Document Section or Page Reference
WLMSERV Performance Index
WLMPLAN Defining Service Classes and Performance Gods

Issues and Differences:
Performance management methodol ogies need to be updated to include the Pl metric as an indtdlation
moves to god mode. The Pl isused by WLM to direct donor/receiver resource tuning decisons.

Recommendations:

Developing amethod of how to use and react to the PI depends upon the workload, and it's

importance to the ingtalation. From a WSC straw-man perspective we would suggest al work be set

into two broad performance objectives:

* Loved Work
Work with this objective must be met for the organization to meet it's business objectives. If itis
missed, atuning activity is required to meet the objective. If tuning can not address the requirement,
more resources will need to be acquired. This performance objectives will often be associated with
ahigh importance.

* Non Loved
Work with this objective can include a certain amount of delay. Even though the performance is not
optimized, the organization can Hill be successful with a certain degree of dday. Often, if this
workload missesit’s performance objective, the objective will be lessened versus tuning the system
or acquiring more resource. These performance objectives will often be associated with alow
importance.
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Performance Indexes do not stand done. They must be reviewed in terms of the resource contention
on the system, as well as the amount of more important work on the processor. If resources are not in
contention, (CPU utilization is 90% or less and there is no storage, DASD, or multiprogramming
delays), then the PI’ s should be low, or very close to one, asit should be easy to meet the objective. If
the Pl is not low then it may be the performance definition for the god isunredigtic. Also kegpinmind
that idle time does not figure into the velocity calculations, so address spaces with lots of idle time may
not meet their goals.

An unredigtic god is one where the performance objective may not be met regardless of the amount of
resources made available. The WLM policy should never include such an objective. By ddfinition it
can not be met, but WLM may initidly spend resources trying to achieve the god until it reaches a point
where it no longer can provide any more resources to help.

Once the appropriate performance objectives and importance level s have been associated with al
service class periods, the Pl is avauable new metric which can be used to help tune the sysplex.

The service policy should be built with the above mentioned itemsin mind. Onceit is built to these

specifications, the following flowchart can be used to refine the policy and gart any required tuning
actions.
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Pl Tuning Flowchart
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Capacity Planning

Migrate Report PGNs to Report Service Classes:

Overview:

Report performance groups provide additiona granularity for reporting performance information using
the RMF type 72 data on compat mode systems. The report service classis provided on goa mode
systems for the same purpose. If the ingtalation makes use of report performance groups, it needsto
be aware of the difference in the implementation of report service classes.

Documentation References:

Document Section or Page Reference
INITGUIDE 3.3.3.7 Report Performance Groups
SMF 13.34 Record Type 30 - Common Address Space Work
13.78 Record Type 72 - RMF Workload Activity and Storage Data
WLMPLAN Defining Report Classes
WLMHOMEPAGE WLM Latest and Greatest presentation
WLMHOMEPAGE God Mode Migration Tool

Issues and Differences:

The report performance group is associated with a unit of work in the IEAICSxx parmlib member. Itis
possible to assign a sngle unit of work to multiple report performance groups. In WLM areport
sarvice classis associated with a unit of work in the classfication rules of the WLM service definition.
A unit of work can only be assigned to a single report service class.

The ingtdlation may decide to use classification groups to creste a Sngle group name to identify multiple
work unitsin the classfication rules. If thistechniqueis used, be aware areport service class assgned
to the group will be associated with dl units of work in the group. It is not possible to assign different
members of the group to different report service classes. Heavy use of report service classes may
preclude the use of the group concept in WLM cdlassfication.

Report performance groups can be identified on an RMF workload activity report by asterisksin the
domain and time dice group columns of the report. Report service classes are not reported on the
RMF WLM workload activity report. If areport service class report is required, the

WLMGL (RCLASS(option)) control statement must be added to the RMF post processor control
satements. ZOS R1.2 has provided enhancemnet to report class reporting. See the WLM homepage
for apresentation on “WLM The Latest and Greatest” or the WLM Planning manud.

Instdlations which did not extensively use report performance groups may need to reevaluate their use
of report classes. In compat mode it was possible to provide reporting granularity by placing each
address spaceinto it’s own control performance group. With the design of service classeswhich
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encourages the ingtdlation to place more address spaces into a Sngle service class the granularity of
reporting is provided by report classes. Ingtalations who did not use report performance groups should
gpend some time eva uating how to build and use report classes.

Recommendations:

|dentify the ingtalation reporting requirements befor e the crestion of a service definition. Use report
service classes whenever possible to provide the needed granularity as the number of report service
classes will not have an impact on WLM performance. If report service classes will not provide the
granularity required, consder using the SMF type 30 records for the required reporting.

One method an ingdlation can use for creating report classesisto creste a naming convention, usng R
asthefirst character of the report class and then append the report class name with the performance
group number of the work used in compatibility mode. For example, in the IPS/ICS we have three
tasks A, B and C. Each is assigned to adifferent pgn. Lets say task A isassigned to pgn 15, task B pgn
30, and task C pgn 40. Now lets say in goal mode we can consolidate these three tasks into one
service class because of their smilar characteristics. Because we still want to report on these task
individually we will need to define a report class for each task because without report classes they
would al be reported under the same service class.

So in our classification rules when we assign a service class to these tasks we aso enter areport class
name for each task. We can then use the following convention: for task A we will use areport class
cdled RPGN15, for task B, RPGN30 and for task C, RPGN40. Again these names can be anything
you choose but athe R will quickly identify it as areport class and the number tellsuswhich pgn the
task use to be associated with in compatibility mode.

The God Mode Migration Tool available on the WLM web page provides a PC utility to help convert
the IPS and ICS members into a service definition. It can be very helpful in creating report classes for
you aswdll.. Care and diligence must be used if this program is used. Review and editing are required in
order to establish appropriate service classes, workloads and goals.

It is not meant to be a complete solution but a starting point for your definition.
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Update and Validate Capacity Planning Tools and

Reports:

Overview:

The migration to goal mode requires a reassessment of capacity planning tools and reports. For
example, PGNs are replaced by service classes, and there may not be a one-to-one correspondence. A
detailed investigation will be needed to insure dl capacity planning tools and reports are properly
updated to handle the new workload scheme.

Document References:

Document Section or Page Reference

None

Issues and Differences:
The following are some items which should be consdered when planning how tools and reports will be
used in god mode:

Make sure the tool you use has been upgraded to handle goa mode. Because of the changes
reporting, (for example, from PGNsto service classes), it may be necessary to ingtdl anew version
of thetool. Theunderlying SMF records are also changed when migrating to goal mode. New
subtypes of the RMF 72 record are created in goal mode.

Be aware of any limitations imposed by your tool’ s implementation of goal mode processing. For
example, we are aware of tools which supported compat mode report performance groups but do
not support goal-mode report classes.

PGNs may not map one-for-one to workloads and service classes. Thiswill dmost surely require
workload groupings be reeva uated.

Importance levels are not directly equivaent to dispatch priorities. The type of god specified for the
workload and the level of god attainment are considered when dynamically setting dispaich
priorities. Thiswill have some bearing on certain capacity planning concepts such as Saturation
Desgn Point.

Dispatch priorities are no longer externdized. The fields where the digpatch priority could be found
in the SMF Type 30 records in compatibility mode are now zerosin god mode. Thiswill affect
those program routines which depend on a non-zero content in those fields.

Develop some mechanism for handling the switch between service classes and performance groups,
and the implied SMF record changes. Thiswill impact reporting during the migration period.

Recommendations:
Do a reassessment of how capacity planning tools and reports are used when migrating to god mode.
Make sure tools and reports have been updated, to handle the new WLM constructs.
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Also, the migration to goal mode provides an excellent opportunity to reeva uate the succinctness and
usability of the reports being generated.
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Chapter 2 - Setting Goals

The seconds chapter of the migration guide is presents some concepts to keep in mind when setting
godsfor the different workloads. The chapter is outlined in the following manner.

1.

3.

Building a Policy

This section will cover the overal structurd concerns of building arobust WLM policy. Thereisa
WSC sample policy available from the WLM home page which implements many of the concepts
liged in this section.

Workload Characterigtics

Thereisdready agreet ded of information about how to set goals for different kinds of work in an
0OS390 system. The checklist items are for those workloads which may present different
characteridtics than the “normal” workload profile which is generaly used to make goa mode
recommendations. These ‘specid’ consderations are outlined here, and an ingtdlation will need to
review, if and how they apply to their workloads.

WLM Release 10 Enhancements
In OS/390 Release 10 and later, new options are available to help performance administrators

protect critica work. Although applicable to severd other subsystem types, CICS and IMS
work will particularly benefit from the enhancements described in this section.
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Building a Policy

____Default Service Class For Unknown Work:

Overview:

Aswork enters asystem it is assigned a service class according to the classfication rules established in
the active policy. If no match isfound in the dassfication rules for the unit of work, and the rules do not
specify adefault service class, then the work is classified to the service class named SY SOTHER and
assigned agod of discretionary. The exception to thisis started task work which defaultsto a service
classof SY SSTC when there are no matching rules in the policy and no default STC service class.

Documentation References:

Document Section or Page Reference

WLMPLAN System Provided Service Classes
REDBOOK Section 2.2.1.10

WLMHOMEPAGE Effective use of WLM Controls section 4.0.10

Issues and Differences:

If you let work fal through the classfication rules and into the SY SOTHER service class those tasks will
run with adiscretionary god. Depending on the type of work you may have severe system problems as
well as having what may be less than optimal performance for the work.

For example, atask fdlsthrough the rules and is assgned to SY SOTHER and executes with a service
class of discretionary. The work then requests and gets a DB2 lock. Y ou are now faced with atask
which is ddlaying other work because of their inability to get the lock. Since the holder of the lock is
running in a discretionary service class, the CPU service it receives will be lower than dl other work in
the system and the task may not complete for avery long time, and hold onto the lock for a
correspondingly long time and cause problems.

Recommendations:

Create aservice class (i.e. service class = unclass) which can be used as the default service classin the
classfication rules for those subsystems for which you have not specificaly assgned a service class.
Assign this service classagod other than discretionary. Assign a unique report service class aswell
when using this default so you can identify when work has falen through the rules and which subsystem
the work isrelated to. Establish a management reporting methodology to monitor, perhagps viaRMF,
when work gppearsin this default service class. Use the unique report class to identify the subsystem
rules which were not matched and then classfy the work to the appropriate service class. A good policy
isto ensure no work is ever found running in ether SY SOTHER or the ingdlation default service class,
(UNCLASS).
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Manage the Number of Service Classes:

Overview:

There has been alot of confusion over the gppropriate number of service classes which should be
defined. The upper limit of the number of service classesin asngle service definition is99. But amore
practica limit to try and define is generdly given as somewhere between 20-30. Contrary to alot of
“wisdom” the reason for defining alimited number of service classes has nothing to do with WLM
overhead. Limiting the number of service classes does two things, it encourages responsiveness and

hel ps ensure enough work is present in each service class to dlow good decison making.

And actualy what needs to be managed is not just the number of service classes, but aso the number of
service class periods.

Documentation References:
Document Section or Page Reference
None

Issues and Differences:

In compat mode fine granularity of work could be achieved by placing individud work unitsinto distinct
performance groups. Because of the way work is managed in WLM thisis not practical in god mode.
The biggest issue will be how to get granularity of reporting, either through use of report classes or use
of the SMF 30 records.

Recommendations:

Review the number of service classes to ensure there are enough completion's to provide good
information for decison making for response time based service classes. For velocity goas ensure there
is enough ready work to aso provide good information. Be most careful with the number of started
task service classes, generdly aim for 2-3 service classes, plus SYSSTC and SYSTEM.
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Requirement For Spare Service Classes:

Overview:

Asyou migrate to god mode and execute work in the system there may be times when some movement
of work to other service classes may be necessary. The reasons for the need to move work from
normally assigned service classes are many and varied. It can be done because the throughput
requirements are not being met with the currently defined service class or perhaps the goas themsdlves
are not properly defined and need some fine tuning, or a unit of work was not classfied properly.

Documentation References:

Document Section or Page Reference

CHECKLIST Version Management for Service Definitions
Secure the WLM Policy

WLMHOMEPAGE WLM Quickstart Policy Article

Issues and Differences:

This movement or reclassification is typicaly done using the reset command or over typing the service
classfiddin SDSF. However, to use this method requires the new service class to be predefined in the
active policy. If thisis not the case, then you need to use the WLM application to modify the policy with
the new sarvice class, and inddl and activate the new policy, kesping in mind the management
methodology you' ve established for doing this.

Recommendations:

In order to avoid having to modify, ingtal, and activate a new policy whenever a change to anew
sarvice dassis required, especidly during the migration period when gods for work may till need some
adjusting, we recommend you define afew “spare” service classes which normaly have no work
assigned to them in the classfication rules. Y ou can then use the reset command to assign work to these
sarvice classesif necessary. A typica use of this method would be to create a service class with a
aufficiently high velocity which can be used for “Emergency” batch jobs needing to be pushed through
the system ASAP or aspecial TSO service classfor emergencies.

Practices such as moving work from one service class to another service class not especialy designed
may hurt performance and capacity reporting in the long run. Refrain from moving work into a service
class because it pollutes the performance data for this service class. By placing manudly adjusted work
into specid service classes the performance speciaist can get a clearer picture of what work may need
longer term reclassification to a different service class and can get a better fed for where resource
shortage exist. See the section on reclassification of work into other service dlassesin the Train
Operator section in Chapter 1.
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Workload Considerations

__How Do | Manage STC's:

Overview:

In WLM god mode the system provides a service class caled SY SSTC which isthe default service
classfor garted tasks. This service class has afixed dispatching priority of 254, afixed and high (MPL),
multiprogramming level. Another WLM defined service class, SY STEM, is used for system tasks
which have the privileged and high digpatch attributes. Work in SY STEM runs at a dispatch priority
255, and has a high and fixed MPL.

Started tasks are generdly characterized as having large amounts of idle time, and few if any
completions. Generdly darted tasks are server type tasks, and do something only when asked, and as
aresult will frequently enter wait states. Work in an idle period is not evauated by WLM, and so much
of the time a started task will not be giving information to WLM about the best way to treet thiswork.

Documentation References:

Document Section or Page Reference
REDBOOK Section 4.4.3.2
WLMHOMEPAGE Effective use of WLM Controls section 8.0
WLM Quickstart Policy Article
WLMPLAN Using aSY SPLEX with Systems at OS/390R4 L ater
DB2ADMIN DB2 Adminigration Guide: Recommendations for WLM

Issues and Differences:

Customers have severd options when deciding on how to classfy started task work. They can classfy
many of the samal CPU intensve darted tasksto SY SSTC. This provides the option of not forcing
WLM to manage these tasks from a CPU point of view. Thiswill ensure the system work, needed to
run the system, is generdly treated very favorably.

Because of the high digpatching priority of work in SY SSTC, some care should be exercised about
CPU intengve tasks running & this priority. The set of tasks which fits this bill will vary from syslem to
system, not just by ingalation. Exercise caution with arted tasks which use more than 10% of a CP,
or have an unfortunate habit of looping. These types of started tasks may be better suited to a
ingtdlation defined service class rather than SYSSTC. In amanaged service class, WLM will has more
control to ensure system started tasks and high priority online environments coexig.

Work in service class SY SSTC does not get to take advantage of WLM storage management policies.

The performance andyst should review which started tasks have need for more aggressive storage
controls.
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Classfication of started tasks is generdly one of the more onerous parts of the migration processes.
Use caution. Put the mgority of server tasksin SYSSTC. Numerous performance problems have
been caused by placing criticd system functionsin other service classes without enough CPU resource.

Recommendations:

Let dl system tasks which want to go to SY STEM go to SYSTEM. Thisis determined by the program
properties table (PPT) and the SCHEDxx member of parmlib. If the SY ST or PRIV dtributeis
specified or the address space itsdlf is created with the high digpatch atribute, then the task will be
assigned the the appropriate service class. Don't second guess. [dentify your key server started tasks,
and if the CPU requirements are reasonable and the storage Situation is good, put themin SY SSTC.
Use the SPM rulesin the STC classfication rules to enforce this convention. Check after the migration
to see how much CPU isbeing used by the SY SSTC serviceclass. If it'salat, or if you dart to see
some online delay, then adjust SY SSTC by taking some of the heavier CPU users out of the service
cass. Review the CPU usage patterns across multiple periods, such as peak hours, and the batch
window. Review it after the migration to get acomfort level the SY SSTC sarvice classis behaving
reasonably, (not CPU spiking, and not paging).

For the rest of the started tasks we recommend you create as few service classes as possible. Try for
2. Maybe dice them thisway:

e CPU intensgve and important

* All other started task work

Give the service classes aveocity god. Give the important one a high velocity and a high importance,
give the other amedium velocity and a high importance.

Y ou should not execute your transaction managers such as CICS and IMSin SYSTEM or SYSSTC.
Also an exception to the SPM rulesis DB2. These address spaces are marked in the PPT with the

SY ST atribute and by default will be dassified into SY SSTC. Only the IRLM task should go into
SYSSTC. All the other DB2 address spaces need to be manually classified into a high importance/high
velocity service class and specified BEFORE the SPM rules. See the DB2 Adminidration Guide for
more information on WLM classfication of DB2 and the WLM planning manud on the SPM rules.

We strongly recommend you review the information available in the documentation on the SPM qudifier
type asit relates to started task rules. Another good check isto review the PPT entriesin SCHEDXxx to
get an understanding of what other productsin the system are defined with the SY ST and/or PRIV
attributes as these customization actions can impact the default classfication of sarted tasks. The tasks
of ES2AUX, TRACE, SYSBMAS, PCAUTH, ANTSAS00 and perhaps a few others will not be
classfied to any service class by the SPM rules so you need to assign these to the appropriate service
classwhichisgenerdly, SYSSTC.
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___Handling Different Populations of TSO:

Overview:

TSO performance groups on compat mode systems often have multiple periods defined. Theinitid
period will have a high dispatch priority while subsequent periods will drop in priority. God mode
provides different service objectives for TSO workloads. These include percentile or average response
times and velocities. Since WLM makes dynamic tuning decisions depending on the objectives
specified, it is critica to define the correct type of service objective for al TSO workloads. This
includes the default gpplication development communities as well asthe CADAM, CATIA, sysems
programmer and UNIX Shell communities.

Documentation References:

Document Section or Page Reference
InitRef 40.2 Statements/Parameters for IEAIPSxx
WLMPLAN Defining Service Classes and Performance Gods

Issues and Differences:

Some inddlations have used the UNT=R parameter in the performance group definitions for the TSO
workloads. This parameter is no longer available in god mode, so the DUR parameter must be
changed from atime vaue to a service unit vaue for these workloads.

It is not uncommon for asmal group of usersto be associated with a unique control performance
group. The performance group may provide a higher set of performance objectives than the default
TSO performance group. During amigration to goal mode, this performance group must be evauated.
In order for WLM to provide responsive performance ass stance to a service class period with a
response time objective, there must be a sufficient number of ended transactions. If the small group of
users in the performance group do not generate enough ended transactions, (usudly severd per minute),
WLM may not respond to performance issues with the new service classin atimely manner.

The default TSO service dasstypicdly contains multiple periods. The first period will use a percentage
response time objective with a high importance. Subsequent periods will have less aggressive
objectives, (often changing to a velocity objective), and a reduced importance level. Theuseof a
response time objective raises some interesting issues with some environments accessed through TSO.
These environmentsinclude CADAM, CATIA, HSM recalls, and the UNIX Shell.

CADAM and CATIA workloads often share the transaction workload between the termina control
unit and the MV S system. As such, it is difficult to define the requirements for a host processor
transaction for these workloads using a response time vaue based on service units.

HSM provides space management and can migrate data sets to less active volumes. If aTSO user
touches a migrated data set, service units are not charged to the TSO user while HSM retrieves the data
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s, but the elgpsed time to retrieve the data set does apply to the response time as measured by WLM.
Thiswill cause the user to stay in a period for along period of time because the duration is not
exceeded because the TSO transaction is not accumulating service.

If the UNIX shell is entered directly from the TSO prompt, users will notice a period of time from the
response to a shell command until the UNIX state changes from a RUNNING gate to the INPUT
state. It isimportant to understand thistime delay, (which can be up to 15 seconds), is part of the
transaction response time as measured by WLM.

Each of these environments can impact the response time metrics achieved on the system.

Recommendations:

The default TSO service dlass should have multiple periods. The minimum should be specified, two will
be sufficient for most inddlations. Thefirgt period should use a response time objective with a high
importance. Thiswill provide good performance for thetrivid TSO transactions. The mgority of TSO
transactions often complete in firgt period and require a minima amount of resource. Thiswill keep the
vast mgority of TSO users happy a minimal cost. The later periods should use ave ocity objective and
the importance will probably be reduced. A discretionary god is not recommended for TSO periods
for the default TSO service definition as ultimately thereis auser on the other Sde of the terminal.
Instead, alow velocity is probably a better way to limit the amount of resource consumed by complex
TSO.

If asmal community of TSO users must have their own service class and their requirements do not
generate enough ended transactions for the use of a response time objective, a velocity may be a better
choicefor firgt period. If thisgroup of usersis of sufficient importance, they may have multiple periods
with descending velocities but a higher importance leve for al periods, than norma TSO.

Because the CADAM and CATIA workloads normaly require fast response times and the host
transaction characteristics are hard to quantify, these workloads are often best served with asingle
period service class with a high velocity and high importance, aways balanced by the customer
requirement for the workload. 1f these workloads impact the performance of other workloads on the
0S/390 systemn, mulltiple periods can be defined with a reduced velocity but higher importance for each
subsequent period.

The TSO community using the UNIX shell will often best be served with a service class made up of
multiple periods and using velocities instead of a response time objective. Thisis due to the delay
between command response and trangition from running to input mode as discussed above.

The above recommendations are made assuming each TSO community runs a single type of work and
can beidentified. If the TSO communities can not be isolated and the non typica TSO users make up a
small percent of the transaction rate, then the entire community can often be supported with asingle
TSO sarvicedass. Thissarvice class should be the default TSO service class discussed above with a
percentile response time objective for first period. The normal, application development type TSO
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workload normally has awel behaved first period and will provide a high percentage of consstent
response times. Using alower percentile vaue, such as 70% or some other value, may alow the other
workloads to not have a sgnificant impact on the PI for the period. If the different communities are
consolidated into a single service dlass, the ingdlation should expect to spend some time fine tuning the
TSO sarvice class during the goa mode migration
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___TSO Emergency ID:

Overview:

Ingtallation often have a set of emergency ids used for logging on TSO when there are CPU loops. This
id is often defined at the very highest digpatching priority, and is set with asingle period definition. This
cgpability can il be provided in goa mode.

Documentation References:
Document Section or Page Reference
CHECKLIST TSO Workloads

Issues and Differences:

There are two waysto provide ahigh priority TSO environment for emergency use. If a performance
boost is heeded and the TSO user islogged on then an operator command can be used to movea TSO
userid(s) to SY SSTC while the emergency exists. Another choice isto move the TSO user to a
SPARE sarvice dass with a high velocity and a high importance. If auser defined service classis used,
(not SYSSTC), then the service class should be defined as a single period, there should not be any
need to cause emergency work to transition periods.

Care will be needed to understand the performance impact emergency TSO access may make. If the
issue being worked on is not related to the high priority online environment, but dedls with other
workloads then putting TSO work which may require sustained amounts of CPU at SY SSTC may in
fact impact the onlines. In this case the use of a spare service class, with business objectives below the
online may be a better aternative.

Recommendations:

Review the current requirements for a TSO emergency id. If no such usefor thistype of TSO support
exigts now it will not be needed just because of agod mode migration. If such a capability is needed
then ensure dl the parts of the TSO logon path receives good performanceincluding TCAS.
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__ Discretionary Work and Capping:

Overview:

New support was introduced in R6 which changed the processing of discretionary workloads. With
this new support, work which is over achieving can now be capped, hence freeing CPU which can be
used for discretionary work. Workloads which are digible for being capped are service classes with
velocity goas of < =30 or response time gods of >1 minute. The performance index, (P1), of the
capped work will be kept between .7 and .81

Documentation References:
Document Section or Page Reference
REDBOOK Section 2.2.1.10 WLM/SRM Discretionary God Management

Issues and Differences:

Ingtallations need to be aware of the inherent fluctuation in velocity gods. It's easiest to explain with an
example. If thereisa production online and production batch in a system it may be necessary to
describe the production batch velocity goa using peak hour information to ensure the production batch
workload has some throughput during peak hours, but doesn’t impact the online workloads.

Using the workloads as represented below, the prod batch would be set to a velocity god of 20 to
handle the morning and afternoon peaks. Many systems have workload arriva patterns where the online
workloads recede during a lunch period, during which time production batch fills the void. It isduring
these time periods the production batch work gets more access to CPU and the batch work “ catches

up’.
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If asysem isdesigned in this manner it may not be a good ideato dlow discretionary work to be
defined in the system. The production batch work’ s velocity will rise when there is more CPU and
hence this work may now be dligible to be capped in favor of discretionary work if present. This may
cause the overdl throughput of the production batch work to suffer, as we alow discretionary batch to
run.

Recommendations:

Plan the use of discretionary work carefully. It may be necessary to raise some production batch work
velocity values to dightly above 30, (31 or 32), to disable the capping from impacting workloads. Or
rather than using discretionary use dl velocity vaues with low importance work having very low
importance (5), and alow importance (5). Caution should be used in dassfiying into discretionary such
tasks as DDF work and batch jobs which require DB2 locks.

If these tasks were to obtain alock and not be able to get dispatched due to higher importance work
saturating the system then serious consequences could occur.

Thereis materid in WLM literature which states systems run better with discretionary work present in
the system and so this type of work should always be defined. The WSC knows of no instance where
this has been proven to be true, though we understand this statement is being made due to the perceived
impact of mean time to wait dispatching algorithms. What should be stressed is enough ready work
should be dlowed in the system (In and Ready) to alow the processor to be 100% busy. Thisdlows
gapsin arriva rates of higher importance work to be filled with lower importance work, kesping
throughput high.

The benefits of mean time to wait dispatching may have been outstripped by improvementsin the 1/O
subsystemns, and the improved processor and storage controller caching capabilities. And if mean time
to wait digpatching priorities are beneficid then this support would need to be extended to velocity gods
and response time goals, where workloads with differing business importance could aso benefit.
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___The Use of Velocity Goals:

Overview:

A difficult performance god to effectively manage is execution velocity. Ve ocity isameasure of
acceptable delay. Most andysts don't normally evauate workloads with the perspective of acceptable
delay, rather they discusswork in terms of responsiveness or throughput. This checkligt item will
provide some guiddines for choosing velocity goas and gpplying them to your workloads.

Documentation References:

Document Section or Page Reference

WLMPLAN Chapter 8: Defining Velocity Gods

REDBOOK Chapter 4.2.10: Using Execution Ve ocity Goas
WLMHOMEPAGE Documents. “Veocity Gods What You Don’'t Know Can Hurt You’

Some of the following information is extracted from the white paper by John Arwe (referenced in the
table above), formdly titled “MV S Workload Manager Velocity Goals: What Y ou Don't Know Can
Hurt You’; it will hereinafter be referred to as the Vel ocity White Paper.

Issues and Differences:

* Keep in mind when consdering execution velocity gods (hereinafter referred to merely as vel ocity
gods) the gpparent disconnect between its name and what it actudly measures: avelocity goal
defineshow much delay is acceptable for work when it is reedy to run. Veocity is an artificid
construct which attempts to provide a metric for comparing non-transactional oriented work to
work which has more easily measurable and definable response time goals.

* It may be unredidic to expect any work to attain avelocity even approaching 90-100%.
*  The same work will dmog surely achieve different veoditiesif it were run multiple times. Factors

such as CPU speed, number of available engines, and workload mix dl affect the resulting velocity
of apiece of work.
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A rather extreme example is shown in the following table taken from the velocity white paper. It shows
the effect of moving a multitasking DB2 workload and SY SSTC from a uni-processor 9021 to a

S-way:
Processor Model 9021-711 9021-952
Number of CPUs 1 5
DB2 achieved velocity 13.3 74.9
SY SSTC achieved velocity 17.4 74.7
CPU Busy % 89.75 88.6

* Because of thelikelihood of the variability in achieved velocity, defining fine gradationsin velocity

godsis probably afutile effort. It is better to define ranges of velocity gods.

*  Remember there exist the additiond controls of importance levels and resource groupsto “rein in”
potentia “resource hogs’. For example, it is perfectly acceptable to define alow importance but a
high velocity god to CPU-intensive work which must run and yet not be dlowed to dominate the

system.

Recommendations:

*  Useresponsetime gods, (which are more easily quantifiable and consistently measurable),

whenever possble. However, some work, (such as long-running jobs which generate few samples),
can only be defined using velocity gods.

Consider moving “well-behaved” production applications which are consstently small consumers of
CPU cycdlesinto SYSSTC.

For the remaining work, create afew “bands’ of velocities. A good starting point might be to define
three: low, medium, and high with goas of 10, 40, and 70 respectively. Observe how well thisfits
your workload mix, and adjust accordingly.

Congder usng low importance levels and/or resource groups for work with the potentid to
dominate system resources.
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_ Multiple Period Batch:

Overview:

Multiple periods are possible in goad mode aswdll asin compat mode. Up to 8 performance group
periods are possible. In most cases ingtdlation should ensure enough work is running in each period to
ensure WLM treats the service class period appropriately.

Documentation References:
Document Section or Page Reference
WLMPLAN Chapter 8, Using Performance Periods

Issues and Differences:

In compatibility mode it was possible to have multiple period batch with later periods having a higher
digpatching priority than earlier periods. Beow is an example of what an | PS specification for this
would look like:

PGN=3, ( DMN=3, DP=M3, DUR=10000) /* BATCH FI RST PERIOD */
( DMN=32, DP=M2, DUR=300000) /* BATCH SECOND PERI OD */
( DMN=33, DP=F3) /* BATCH THIRD PERI OD */

Thistype of specification causes last period to have ahigher priority than first period. Ingtalations will
use this technique for a variety of reasons. One reason a specification like thisis doneis when the
complexity of batch work cannot be determined by externd attributes such as job class. Jobs with the
same job class, and even the same job name, may have vadtly different resource requirements. This
happens in service bureau type organizations, where al clients run the same streams of batch work, and
the resource requirements for the different sreamsiis reated primarily to the Sze of the client. So for
ingtance one customer may run job XY Z againg afile with 100,000 records, while another client would
run the same job againg afile with 10 million records.

Now aswork enters the system it ages through to last period. Other work will enter the system and if
enough work is running in the higher periods this work may dominate the processor and later period
work, at lower digpatch priorities, may not finish because it doesn't get any cycles. Thiswork hasto
finish even if it'smore complex. So once the work provesit’s very complex by fdling through to last
period the work is flushed from the system by giving it a high dispatch priority. This pecification alows
this type of work to complete and free resources being held by the work, such as data sets, tape drives,
and theinitiator.

Recommendations:

Continue using multiple period batch definitions. If you have the IEAIPSxx definitions like the one
outlined above unpredictable results may occur in god mode. Ingtdlaions will need to review carefully
how important this throughput technique is to the batch processing. Resource groups will not be a
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solution because resource groups apply to the service class and are not definable at the service class
period level.

Note:

Prior to R10 it was possible to define a service class period where the later periods had a higher
importance or amore stringent god. New service definitions created for R10 or later will not dlow the
gpecification. See the section on R10 Enhancementsin this chapter.
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__ PVLDP - They’re Just Different:

Overview:

PVLDP is used to assign the privileged dispaich priority for work on aWLM compat mode system. It
is specified in the IEATPSxx member of parmlib and is no longer externdized in WLM goa mode.
PVLDP isinvolved with enqueue promotion as well asit isthe digpatch priority of initiators prior to job
selection. These digpatch prioritieswill be dynamically caculated by agod mode system.

Documentation References:

Document Section or Page Reference

InitRef 40.2 Statements/Parameters for |EAIPSXx
WLMPLAN 9.2.1.2 System-Provided Service Classes

APAR APAR OW55344 for initiator management in WLM

Issues and Differences:

Enqueue promotion is the process used by OS/390 to aid in the resolution of enqueue delays. Enqueues
are normdly issued to alow only one unit of work to have control of aresource while the resource is
being changed. It is possble for the unit of work which owns the enqueue to have alow dispatch
priority and hold the resource for an extended period of time due to the inability to gain accessto the
CPU. If this condition occurs, OS/390 will detect it and can promote the dispatch priority of the
enqueue holder to the vaue specified by PVLDP. The unit of work can run & the higher priority until it
rel eases the enqueue or consumes the number of service units specified by the ERV parameter in
IEAOPTXX.

Competibility mode systems required the ingtdlation to define the value of PVLDP. WLM goa mode
will dynamicaly cdculate the vdue. This caculated vaue will be higher than a percentage of the work
currently using the processor. This should guarantee the holder access to the CPU dthough the relative
dispatch priority of the enqueue holder could be different from the compat mode system.

The PVLDP vdueis the dispatch priority of initiators prior to job sdection. Thiswill change when a
system migrates to goa mode. Goal mode initiators are assgned the SY SSTC service class prior to
job sdlection. This can dso change the relative dispatch priority of initiators on god mode systems
versus the compat mode environments. This needs to be understood if the indtdlation causes alarge
increase in path length for the initiator prior to job select. Examples of increased path length are
complex RACF account code vaidation or compute intensve SMF exits. Some customers have found
the need to keep the PVLDP vaue below the dispatch priority of CICS or other high performance
address spaces to make sure the initiators do not pre-empt these workloads. This capability is not
avalable in god mode prior to R10. APAR OW55344 now dlows the ingtdlation to specify an option
for initiator digpatch priority. See the R10 Enhancements section in this chapter.
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Recommendations:

The change from a datic, externaly specified dispatch priority to adynamicaly caculated valueis not
expected to cause problems for ingalations moving to god mode. However, the relaionship of the
dispatch priority of initiators and enqueue promoted work may be different to the dispatch priority of
other workloads on the god mode system versus their relationship on the compat mode system.

The normd path length through the initiator isvery short.  Ingtalations should minimize their use of any
functions which can increase the path length of the initiator prior to job sdect. Thisis especidly
important for machines or LPARs with asmall number of processors. If initiators executing in SY SSTC
pose an issue for you then set the keyword vaue in IEAOPTXxx appropriately as documented in the R10
Enhancement section.

Some customers have reported complex RA CF accounting vaidation routines or compute intensive

SMF exits have taken the processor(s) away from workloads such as CICS and other high importance
workloads. Rework of their complex exitstypicaly have resolved the problem.
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Enclave Information:

Overview:

This section was created to help document the various places where you can reference information on
enclaves, what they are, who uses them, how they function, and what accounting

information, (SMF), is changed as aresult of using enclaves. An enclave represents a* business unit of
work”. It is managed separately from the address space in which it executes and can be assigned a
performance objective in compatibility mode aswell as god mode.

Documentation References:

Document Section or Page Reference

REDBOOK Section 2.3

WLMHOMEPAGE Documents/ pre-emptible SRBs WLM, DB2 and Enclaves
WLMPLAN WLM Planning Manud at the R9 level or higher

SMF Type 30,72 and 97 records

RMF MONITOR III Overview section - detail reports

Issues and Differences:

The SMF accounting process for enclaves needs to be understood. Enclave transaction counts and
resource usage are recorded in the SMF 72 record for the enclave' s service classpgn and report
class/rpgn for accounting and charge back. Exigting fields include data from enclave transactions.

There are no SMF type 30 records for enclaves themsalves. Transaction counts and resource usage are
recorded in the SMF 30 records of the owning address space. New SMF30 fiddsrecord enclave
active time, transaction counts, CPU time in seconds, CPU service units, 1/0O time and |/O counts.

Resources consumed by the DDF transactions are no longer reported in the DDF address space's
SMF 72 record unless the enclaves are in the same service class/pgn as the DDF address space.
The net result of DDF using endavesis there will be many more transactions with aincressein CPU
time/service in the service classpgn where enclaves are running, and a corresponding decrease in the
DDF address space SRB cpu timeg/sarvice in the SMF 30 record.

0S/390 R9 introduced a new construct called multisystem enclaves. Before R9, the scope of an
enclave was limited to a single sysem. Multisystem enclaves dlows awork manager to extend the
scope of an enclave to multiple sysemsin apardld sysplex. Along with this dso came the introduction
of anew SMF record. CPU time used by enclaves on other systemsis charged back to the originating
jobs SMF 30 record. A new SMF record, record type 97, identifies CPU time used by enclaves on
behdf of jobs on other systems. See the WLM planning manud.
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Recommendations:
Familiarized yoursdf with the new SMF records. ZOS R1.3 provides the ability to reset enclavesvia
the SDSF R1.2. Seethe section on DDF Service dassin this chapter for more information.
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When to use I/O Priority Management:

Overview:

I/O priority management is a service definition option which, when enabled, dlows the I/O prioritiesto
be managed separately from the dispatching priorities according to the goals of the work. This option is
disabled by default in the service definition but must be enabled in order to
exploit dynamic aias management of paralel access volumes (PAVS).

Documentation References:

Document Section or Page Reference
WLMPLAN Chapter 8and 11

REDBOOK Section 2.2.1.9

WSCSHORT WSC Short Subjects Presentation

Issues and Differences:

As part of the calculation for the achieved velocity god of a service class I/O priority management
includes disconnect time as a component of 1/0 using. Asaresult, if your DASD subsystem contains
high disconnect times, the velocity values reported will be higher than if 1/0 priority was disabled. Since
the Performance Index, (and subsequent WLM decisions), are based on the goas set versus goas
achieved you may need to create or adjust your velocity godsif you chose to enable this option.

Disconnect time isincluded as ausing sample. More using samples hence the higher the velocity.
However, in most DASD 1/O high disconnect timeis an indicator of an 1/0 issue, and may lead to
performance problems because it is taking longer to get data. WLM will report this as improved
performance, (a higher achieved velocity), at the same time the work is actudly suffering.

Recommendations:

If an andysis of your DASD subsystemn shows high disconnect times and little or no 10S queuetime
then we recommend you set this option to NO. If you have high |OS queue times and aso have high
disconnect times or wish to enable dynamic dias management then you will have to evauate the benefit
of turning 1/O priority management on in your ingalation. Y ou will need to set and monitor your service
classvelocities carefully. RMF workload activity reports will show the velocity calculated if 1/0
samples are included, look for the fidd listing velocity migration values. Y ou may dso want to consder
using static PAV's, which do not require 1/0O priority management be enabled, versus dynamic dias
management of PAVs.

NOTE: An APAR has been taken by IBM to diminate the disconnect times from the velocity
cdculation used by WLM. The APAR isOW47667 and is gpplicable to R8 systems or higher. Once
this APAR is gpplied the generdl recommendation isto turn on /O priority management.
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__Using DB2 Subsystem Classification Rules:

Overview:

DB2 subsystemn classfication rules are used for DB2 sysplex parald query support only. Other DB2
work, such as DB2 Stored Procedures or DB2 Didtributed work, (DDF) do not use DB2 rules. The
DDF workloads or stored procedure workloads use the rules associated with their controlling work
managers.

Documentation References:

Document Section or Page Reference
WLMPLAN 9.0 Defining Classfication Rules for Each Subsystem
REDBOOK 1 5.1.1 - 5.2 DB2 Sysplex Query Pardlelism

Issues and Differences:

With Sysplex Query Paralelism, DB2 work must be classified potentidly twice. Once on the originating
system, (the coordinating system), and again on the remote system, (the assstant system(s)). On the
originating system the work manager which introduces the query will be used to classify the queries
which run on the originating syssem. So if DDF introduces the split query, DDF dassfication rules will
be used on the originating system to classify the work, and this classfication is used to run any of the
Flit queries running on the ariginating system. The sameistruefor aTSO, Batch, CICS, or IMS work
unit which issues the query request. The work manager for thiswork will use the gppropriate
classfication rules and this will determine the WLM sarvice class definition for work on the originating
sysem.

Query work which is digible to be split into multiple queries, and is eigible to have some of the queries
run on remote systems within the parale sysplex will need to have anew WLM dassfication done for
the split query on the remote system. It isthis remote query which would use DB2 rules. This happens
becausein away DB2 on the remote system is the work manager on the system ‘sponsoring’ the
remote split query. Asareult the classification would need to be done usng DB2 rules.

Recommendations:

Ensure dl remote query work is classified appropriately. If not classified appropriately, remote split
query work will be running in the default service class SYSOTHER. SY SOTHER work getsa
discretionary goa, so the remote split query will run at the lowest digpatch priority in the system.
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DDF Service Class:

Overview:

DDF isafeature of DB2 which dlows a DB2 gpplication to access data at other DB2 systems and at
any remote relationd database systems which supports DRDA. Introduced in MVS V5.2, and
enhanced in OS/390 R3, an OS/390 dispatching construct called an enclave was created. DB2 V4.1
uses this condtruct and in the classification rules, under subsystem DDF, you can assign these enclaves
to different service classes with different performance objectives.

Documentation References:

Document Section or Page Reference
REDBOOK Section 2.3 and 4.4.6
WLMHOMEPAGE Preemptible SRBs
WLMHOMEPAGE Enclavesthe insde story

Issues and Differences:

In compatibility mode if you have not set up your |PS/ICS appropriately the enclaves will run at the
priority of the DB2 DIST address space. In god mode, if you do not creete any classfication rules for
the DDF subsystem, the DDF enclaves will be assigned to the service class of SY SOTHER, not the
sarviceclassof DB2 DIST. Thisisnot how it worked in compat mode. Unclassified work in compat
mode ran at the dispatch priority of the DB2 DIST address space.

Enclave sarvice class assgnment can only be done through the classification rulesin the policy* . Unlike
other work, there are NO operator controlsto reset the service dass of an enclave onceit is dassfied.
The only way to change the service class of an enclave isto change the dassfication rules and ingal and
activate anew policy. The new dassification will take place when an enclave matching the classification
rules sarts. There is no operator control available to change the service class of a currently executing
enclave.

*Note: WLM z/OS R1.3 and SDSF R2.12 provide the ability for users to now reset, quiesce and
resume enclaves by overtyping the SrvClass fidld with a different service class or use the action code
fiedd. See APAR PQ50025 and PQ65547. Care should be taken when reseting enclaves as this new
capability aso adlows you to reset dependent enclaves as well as independent enclaves. Dependent
enclaves execute under the same service class as the task that caled them. So for example, if aTSO
user issuesa SQL cdl to DB2 and an enclave is created for that request, the enclave executes under
same sarvice class asthe TSO user. Thusif you quiesce or reset the enclave you are performing that
action against the TSO user not just the SQL transaction.

The monitoring of the enclaves for accounting purposes has changed and depends on whether they are
dependent or independent enclaves. For information on accounting services for enclaves review section
2.3.5in the redbook.

Recommendations:
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For setting up the service classes of DDF transactions we recommend you initidly sart by cregting a
default service class with 2 periods. Specify thefirst period as a response time goa and the second
period as avelocity god. Review the DDF datistics over time and then if warranted or if more
individua control is needed add additiond service classes as appropriate.

Be careful if you define DDF work as discretionary because DDF transactions can request DB2 locks
and may cause performance problems if they don’t receive enough service to complete in atimely
fashion.

When setting up service classes for DDF work try and limit the number of service classes you define.
Because some DDF gpplications produce infrequent arrivals review the RMF reports for the service
classes and watch the number of completions, kegping in mind WLM is more responsve when there are
more completions in an interva due to the sampling based nature of it’s resource adjustment agorithms.
Review your fallback plans aswell and be sure to review section 4.4.6.1 in the redbook to make sure
your requests are classified gppropriately in compatibility mode as well.
Usersof PeopleSoft gpplications often make extensve use of the correation information (Cl) for
classfication.
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____SPAS Service Class:

Overview:
DB2 stored procedure address spaces (SPAS) exploit WLM to manage the performance of individual
client requests. WLM isinvolved with DB2 SPAS in three ways:

1. Managing performance objective of the DB2 enclaves

2. Contralling the number of active DB2 SPA S address spaces
3. Controlling the distribution of the stored procedure requests across the server address spaces.

Documentation References:

Document Section or Page Reference
REDBOOK Section 5.2
WLMHOMEPAGE Enclaves the ingde story

Issues and Differences:

The classification of client requests depends on how the stored procedure is accessed. This processis
described in the manuals but further clarification is often necessary. When the request comesin
remotely, viaDB2 DIST, thistype of request is referred to as independent enclaves and isassigned a
sarvice dass usng the DDF rules.

Which qudifiers to use in classfication depends on how the request is made to DB2 SPAS. If thefirst
SQL statement issued by the DDF client isa CALL statement, use the procedure name (PR) work
qudifier in your dlassfication rules.  If the first statement after the connect isnot a CALL to a stored
procedure, for instance an SQL SELECT, followed by a Stored procedures CALL statement, then
DDF dtributes such as plan name (PN) would be used to classify the work. The resulting service class
would be use to process both the SQL SELECT statement and CALL.

Recommendations:

Review with your database programmers and administrators how the DDF requests to the SPAS will
be made s0 you can use the gppropriate classfication qudifiers. For your fallback plans be sureto
review section 5.2.2.2 in the redbook to make sure your requests are classified gppropriately in
compatibility mode as well.
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_____UNIX Service Class:

Overview:

When programs issue the fork or spawn C function or use the OS/390 callable service, WLM provides
anew address space. These address spaces or processes as they are referred to in UNIX can be
associated with a user, be a daemon process, which typicdly perform continuous or periodic system

wide functions, or be akernel process.

Controlling OMV S through WLM has implications across four subsystem types, STC, OMVS, ad
TSO and JES.

Documentation References:

Document Section or Page Reference
REDBOOK 1 Section 5.4

WLMHOMEPAGE Effective use of WLM Controls section 9
UNIXSSPLAN Chapters 1,3, 16

Issues and Differences:

The subsystem classfication of OMV S related tasks will differ depending on how the UNIX work
enters the system. When using UNIX sarvicesin a TSO session by issuing the OMVS or the ISHELL
command, as opposed to an rlogin, the ingdlation should check the goa's associated with first period
TSO. Work in thistype of TSO environment can run for along time (20 seconds or o), without
accumulating any sarvice, resulting in high average response timesfor first period TSO. OMV'S and
BPXOINIT are system tasks and therefore use the STC cdlassification rules. Daemons and kernel
processes are typicaly darted & sysem initidization time, but can dso be initiated from ashdll, from a
catal oged procedure, or by executing the BPXBATCH program. Thistype of work isviathe OMVS
rules, except for BPXBATCH, which uses JES rules. User forked transactions are so classified using
the OMV S dassfication rules.

Recommendations:

By default, (viathe PPT), the OMV S and BPXOINIT address spaces will be classfied into the
SYSTEM sarviceclass. So udng the SPM qudifier in the STC rules is the recommended approach
rather than pecifying a unique service classfor these tasks. The FTP task is started under the OMVS
rules, however.

Some processes are forked by the UNIX system services initidization process, BPXOINIT, and are
classfied viathe OMV S rules. Those which execute under the userid of OMV SKERN should be
intercepted by using the userid qudifier under the OMV'S rules and assigned a velocity god higher than
other forked processes.
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By default, the fork and spawn services set the jobname vaue, (which uses the transaction name
qudifier), to the userid of the issuer and then adds a number, (1-9), to theend. You can usethis
qudifier under the OMV S rules to assign these user processes avelocity god whichis lower than the
OMV SKERN useid forked processes. Due to the variable nature of UNIX workloads, multiple period
sarvice classes, usng velodities, are generdly appropriate. Y ou may switch to a percentile response time
god for fird period asatuning action at a later time if appropriate after reviewing the service class
reportsin RMF

For TSO, use apercentile response time god rather than an average response time goa keeping in
mind an OMV S environment can affect the goas for other TSO users based on response times.
Condder isolating TSO OMV S usersinto a separate service classif there is going to be a sufficient
number of these users.

If any UNIXstask will be started using the BPXBATCH interface be sure to setup appropriate JES
rules.

Review your fdlback plans aswedl and be sure to review section 5.4.3 in the redbook and the UNIX
Systems Service Planning manua to make sure your UNIX transactions are classified appropriately in
compatibility mode as well as god mode.

Since the introduction of UNIX can be very variable it isagood idea to place checksin the

performance reporting system to ensure work is running in the correct service classes, and no undefined
work is running.
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IWEB Service Class:

Overview:

The IWEB work requests include al requests from the world-wide-web being serviced by the Internet
Connection Server (ICS), Domino Go Webserver, or IBM http Server for OS/390. As of 05390
Release 6, these requests a so include those handled by the Secure Sockets Layer (SSL). As of
0S390 Release 7, this d s0 includes transactions handled by the Fast Response Cache

Accdlerator.

Documentation References:

Document Section or Page Reference
WLMPLAN Chapter 9
SC24-4826 HTTP Sarver Planning, Ingdling, and Using

Issues and Differences:

Specia Note for the Fast Response Cache Accelerator.

In OS/390 Release 7, there is afunction called the Fast Response Cache Accelerator for high
performance handling of cached static web pages. Y ou must classfy thiswork as described below.
Otherwise, it will be assigned the default service dass for IWEB work.

The transactions handled by the Cache Accderator are dl joined to asingle, long-lived enclave. This
enclave would be assigned a unique transaction class (as specified on the Webserver
FRCAWLMParms directive). This transaction class should then be assigned to a service

classwith asingle period and a velocity god in the service policy under the IWEB subsystem type.
Neither response time goals nor multiple periods are appropriate for thiswork, as WLM is not aware of
theindividud Cache Accderator requests. (Because each individud transaction is

so trivid, it would cost more resource to manage them than to just process them.) In RMF reports, you
will see zero ended transactions for the Cache Accderator service class (assuming you have no other
work running in this service class), but you will see some amount of accumulated service for thissingle
enclave.

Recommendations:

The transaction class qudifier (TC) is probably the most useful qudifier because of its flexibility.
Transaction classisthe arbitrary class name you specify in the ApplEnv directive in the Web server
configuration file. Y ou can use the filtering function in the Web server to assign transactions to
transaction classes based on the requested URL. Then in turn, the transaction classes can be assigned
unique service classes viathe WLM policy using the transaction dass qudifier.

For the IWEB rules (as well as others) it is highly ussful to specify unique report classes for transactions
that use the same service class. Thisdlows you to better isolate various

transactions and their performance and greatly help with any problem determination tasks and capacity

planning..
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__CB (Websphere Application Server) Service Class:

Overview:

WebSphere Application Server V.4.0.1 for z/OS uses the workload manager (WLM) to manage the
performance of gpplication server regionsin z/OS. Each WebSphere transaction is classfied by WLM
according to the 'CB' service classfication rules, is dispatched asaWLM enclave in a server region,
and managed according to its service god objectives.

Documentation References:

Document Section or Page Reference

REDBOOKS

WLMPLAN Chapter 9

WSCHOMEPAGE Techdocs number TD100887 and TD100889

Issues and Differences:
WebSphere gpplications are deployed within a \WebSphere generic "server.” One or more " Server
Instances’ must be defined on one or more systems within the WebSphere "node.” Each Server
Instance congsts of one "Control Region” and one or more "Server Regions'. The Control Regions are
started by an MV S operator command as MV'S "Started Tasks', and Server Regions
are started by WLM as needed.
The classfication can be based on the following classfication criteria

Server name (CN) — Thisisthe "generic' server name.

User ID assigned to the transaction (Ul)

Transaction class (TC)
The Server ingance name (Sl) can dso be used for classfication, but thisis usudly not very useful
because you cannot control which server instance runs a transaction.

Server Region Classification

Y ou should dlassify the WebSphere Application server regionsto ahigh STC importance service class
S0 that they can beinitidized quickly when WLM determines they are needed. The service class chosen
will be the WLM goa when Java Garbage Collection (GC) is running which can be CPU intensve.
Place these server regionsin the service class hierarchy to ensure that higher importance work such as
WebSphere transactions, CICS, or IMSis not adversely impacted.

Number of Server Regions: See"Managing the Number of Application Server Regions with
WebSphere V4.0.1 for zZ/OS and Workload Manager" TD100887 on Techdocs at
http://Amww.ibm.com/support/techdocs/ TD100887 for tips on managing the number of WebSphere
Application server regions.
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Control Region Classification

Thereisacertain amount of processing in the WebSphere gpplication control regions to receive work
into the system, manage the HTTP transport handler, classify the work and do other "housekeeping.”
Therefore, control regions should dso be dassfied in "SY SSTC" or a high importance and velocity
god.

Recommendations:

For the CB rules (as well as others) it is highly useful to specify unique report classes for transactions
that use the same service class. Thisdlows you to better isolate various

transactions and their performance and gresatly help with any problem determination tasks and capacity
planning.
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0S/390 R10 Enhancements:

Overview:
In OS390 Release 10 and later, new options are available to help performance administrators protect
critica work. Although gpplicable to severd other subsystem types, CICS and IMS work will
particularly benefit from these enhancements:

1) Long-term storage protection (available on Release 10 with APAR OW43810 ingdled)

2) Long-term CPU protection (available on Release 10 with APAR OW43855 inddled)

3) Region Management -- exemption from transaction response time management (available
release 10 with APAR OW43812 inddled).

4) Additiond classfication criteria (qudifier types) in the classfication rules.

Documentation References:

Document Section or Page Reference
WLMPLAN Chapter 12
WLMHOMEPAGE Protecting Y our Loved OnessWLM God Mode Enhancements R10

Issues and Differences:

CPU protection

Problem:

In goad mode, thereis no way to guarantee the dispatch priority of "loved ones' is higher than other
work Usudly thisis only an issue for cusomers with very tightly monitored CICS/IMS regions.

Solution: Allow loved ones to be identified so that their dipatching priority is always above that of less
important work.
CPU protection is always by service class

Storage protection
Problem:
In god mode, thereis no way to guarantee "loved ones’ are storage isolated proactively.

Solution:

Allow loved onesto be identified and assign protective storage isolation.

Regionswith low overnight activity are protected from page faults when interactive users return in the
morning. Regions are dways protected from sudden changes in storage demand(runaways)

Storage protection is assigned in the CICS/IM S subsystem type classfication rules. Since individud
transactions cannot be managed, protection isfor the entire service class.
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Both CPU and Storage Protection are:

Available to any address space.

Allow protection of low activity regions that cannot be managed as servers

Allow protection of regions running conversationd transactions

Guarantee preferential resource access

Available for CICS/IM S transaction service classes. You don't have to know transaction

topology (which regions serve which transaction service classes), if the transaction topology changes,
WLM adjusgtstoit. You protect the transaction service classes and WLM protects the regions serving
them.

Region management

Problem:

In god mode, CICS/IM S transaction management isal or nothing. Y ou are unable to manage just the
production regions by transactions and the test regions at he region level. Also sampling overhead is
incurred even if data sampled is not used for workload management.

Solution:

Allow regionsto beidentified by how you wish them to be managed. Each region can be managed
ether by transaction response times or by velocity gods. When using region management the vel ocity
regions are sampled less frequently. A new column on classfication rules alows you to specify ether
transaction or region. Transaction isthe default.

If you use region management by specifying region in the classfication rules, you can aso code sarvice
dassesin the CICS/IMS rules and add transaction response time gods here. Then the RMF reports will
give you informetion on the distribution of work. The CICS/IM S sarvice class rules will not be used in
this case for workload management since you have specified region as your method of managemen.
The velocity god service classes specified in the STC rules (or JESif batch jobs) will be used. Thiscan
be vauable in planning your service class definitions if and when you migrate to transaction management.

New classification attributes

New qudifiers have been added to the alow more specific classfication of tasks. The following are the
new qudifiers:

Syslem name, system name group, Sysplex name, scheduling environment name, and subsystem
collection name.

The system name and system group name alow you to assign goal's based on execution system.

The sysplex name alows you to assign gods based on execution sysplex. The sysplex name makesiit
esser to use a Sngle service definition across multiple sysplexes.

The scheduling environment name is an enhancement which was requested by customers currently using
scheduling environments.

The subsystem collection name is a generd way to talk about "subsystem name" that includes the effect
of subsystem clusters. Used with JES2 X CF group name, JES3 JESplex name or the subsystem
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collection name associated with the originator of the DB2 query. A single job class can now have
multiple definitions within a JES2 JESplex or JES3 Globa/Loca plex.

Migration issues.

Explaitation of any new function above causes anew functiondity leve in the service definition
(functiondity level 011). Functiondity level 011 aso imposes new redtrictions on the service definition.
Service classes used for CICS and/or IM S transactions cannot be used by other subsystem types.
Multiperiod service classes must have periods whose importance's do not decrease, thet is, later
periods must not be more important than earlier ones.

Recent changesto initiator dispatching priority:

APAR OW55344 will provide the option of controlling the dipatching priority of initiatorsin WLM.
An new externd, INITIMP, will be avalablein the [IEAOPTxx member of parmlib. Y ou

will have the option of specifying avaue for this keyword which will control how the DP of initiatorsis
set. Pleasereview the APAR or the INIT and TUNING Guide for more details on this.

Recommendation:

Generdly speaking, the features of CPU protection and Storage protection should only be used if your
individua circumstances reguire it. These functionslimit WLM’ s ability to dynamicaly manage dl of the
workloads. Most customers should not see aneed for this specific type of protection. Use of region
management and the new dassfication attributes however, may well provide more flexibility in your
policy and dlow you to manage your workload more effectively.
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