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zCP3000 is a tool for performance analysis and capacity planning on zSeries. The
purpose of the performance analysis phase of the process is to determine the state of the
configuration prior to capacity planning. Some of the questions that need to be answered
prior to capacity planning are as follows.

e [s the hardware configuration correctly specified?

e Where, if any, are the current bottle necks? Clearly if there’s a DASD bottleneck,
upgrading the processor may not provide the expected capacity improvement.

e s there a significant latent demand? One expects that the workload moved to a
new processor to immediately remain the same. Latent demand creates a burst of
new work when the capacity of the environment improves. It should not be
unexpected.

e Does the modeled sample interval represent the business environment? Should
there be more than one model interval selected?

Overall Process

e Load EDF Files
e Review Intervals
e Review Physical & Logical Configuration
e Analysis
o Enterprise - Processor
= CEC(CPC)
= Partition (SYSid)
=  Workload (application, service class, or collection of service
classes)
o Enterprise — BCU (Basic Configurable Unit)
= Controller

= Paths
= DASD
=  Data Set

o Enterprise Sysplex

© Copyright 2006, IBM Corporation Version 3/21/2006
http://www.ibm.com/support/techdocs
Using zCP3000 for Performance Analysis Page 2




Loading Files

Data is loaded from data ﬁles designed for zCP3000. The files come from z/OS and
: Sopn__Smartst z/VM. Both CP2KEXTR and
r’ CP2KVMXT (the output from these
N programs were also for CP2000)
produce .EDF files: One file per system

Nonior CP2KVMXT
image (z/OS) or collection of Virtual

SE"
Business ni Customer
R Girpes. Machines (z/VM).
CP2KEXTR uses an extensive set of

- CPZKEXTR Cut/Paste
SWF Power P m
e - . SMF record and produces other files for
ﬁ Type11g |Type30

Kt | sou | oo MS Word use in other types of analyses. This is
e *. Net Browser - explained in the documentation for
Dk E . R EX TR,
[;l \. . « Registration Log file I(E

Magic
Analysis o Error files

Since multiple files (data from multiple partitions) can be processed in zCP3000, there
7] are some restrictions and choices when these files are

: zCPI000 Interval Reconciliation

There e 48 g i e 50 | loaded.

T34 av i s e 8, ol ko o gm First off, zCP3000 checks that the Dates, times, and
e durations from all the .EDF files match. If zCP3000 finds
e S intervals in any (EDF file that are not in all the .EDF files,
wodmsaine w o = & 0 the window at the left will appear identifying the intervals
im R that zCP3000 intends to delete. If you press OK, these

j:,:: T - intervals will be deleted from the model.

oo oomwsnw e w w1 Ope oddity is found in the matching of dates and times.
R The Dates and times in the .EDF file are the local times
T ——— for the partition. We know of course that one partition

wio e waw e we o w s could be supporting Paris (UTC +1) and New York (UTC
s s s e == o -5 where UTC is Coordinated Universal Time or Zulu

time with Greenwich, U.K. as UTC 0.) You will notice
that zCP3000 has identified two different UTC values in the data. The user has to set the
preferred local time for the analysis.

If the window does not appear, everything matches.

Quite often the number of workloads in the EDF files far exceeds
the number of active workloads. The installation may have one
Work Load Manager (WLM) specification for the entire
installation. This means that there may be a number of workloads
that are 0 resource consumers for the sample set. There may also
be a number of workloads which could be insignificant
consumers.

The insignificant workloads are defined as those whose maximum
CPU consumption for any interval was less than 1%. Press OK
and these will be deleted from the model.

Why delete workloads? Foremost, this keeps the workload graphs
simpler. Nothing messes up a graph like a lot of workloads in the

I
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legend and nothing in the graph.

When might you retain a small workload? It might me a significant workload to an
important person or the small CPU workload may have a non trivial storage usage.

If you decide to keep all the workloads, you can go through the arduous task of deleting
them afterwards. Not usually done.

Interval Selection

When the EDF files are finally loaded, zZCP3000 chooses the 90™ percentile as the default
interval (if there are enough intervals). This is the 90" percentile of the CP data from all
the CECs. You can reset the interval to any one you want. You can also influence the
choice by checking zAAP, ICF, or IFL data to include any combination of processor
time.

z CP2000 INC. - zCP3000 PA Overview D@g
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The interval chosen will be used globally to describe the resource demand behavior for
all the CECs, system images (SYSIDs), and workloads. Hence it is important to review
the data carefully to insure the right workloads are active and is in the proper proportion
for the selected interval. If you must model separate intervals for separate CECs, you will
have to build a separate model for each CEC.

A specific interval is the method of choice in capacity planning. You want to see a large
enough number of intervals to view the workload behavior. But you also want a single
interval to model. The use of an average across many intervals smoothes out the resource
interdependence too much.
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Configuration Specification

The input to zCP3000 is ordinarily EDF files. The EDF files come from our CP2KEXTR
program for z/OS and CP2KVMXT for z/VM. Each file contains detailed information on
the CEC and one partition’s workload. When you load the EDF files into zCP3000 (using
the File load), the PA Overview window shows each CEC partition structure for the

K. CP2000 INC. - zCP3000 PA Overview Dg
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partition information in the EDF files along with the DASD configuration. The partition
definition data in the EDF file is much more extensive than simply the one partition’s
information. If you double click on a CEC, the current configuration information is
displayed as seen on the right above.

In many cases, there are more partitions in the CEC than EDFs in the input. For example,
there’s no EDF from an internal coupling facility. However, there is information in the
EDF about the logical configuration and utilization. There may even be other z/OS
partitions for which no EDF was provided. These will automatically be generated by
zCP3000. On the CEC window you can visually review the configuration for the selected
interval. Return to the Overview window to examine the logical configuration.

Right click on any CEC and select the Definition item from the pop up.
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Z. CP2000 INC. - zCP3000 PA Overview

File Edit View Action Help Analysis |
Tal<le[[a]Ta]
~CECA
FSYS1= Yo7 —
FPRT1= SYS6 B
R . Define CEC CECA
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A ||A 09/28/0511:00 | 2084-C24 160 20 20 090 [J
B ———— 09/28/05 1200 |2084-C24 16.0] X X
09/28/0513.00  |2084-C24 16.0 200 20 00| [
A A Name | CliPgm | cPs| ICFs| IFLs|weight| cap | Mix | MinCap| MaxCap
Y81 20S16 120 00 00 500 [ |LolO-Mix 31344 38540
- ZAAP | 20 | | s00f [ | | B204 6204
CFi1 |CFCC | 00/ 10 00 Ded [ [CFCC | 3366  386.6
CF13_|cFcc | 00/ 10| oq 5 [ [cFcc | 1326 3824
FVWINPAZ8 VDSNPO1 VAZPAN1 viisoiy NPRTI #0814 | 4.0 00 00 80 [1 |LolO-Mix | 5234 13758
] [ ] Ipnra 0S14 | 20 00 00 63 [ LolO-Mix | 4166 6952
= == == == PRT4 2/081.4 | 40 00/ 00 125 [ LolO-Mix | 8178 13756

SvS2 #0516 | 200 00 00/ 63 [J |LolO-Mix | 4060 677.4
-ZAAP | 10 | e (| | 2335 3575
TST3 20814 | 20 00 00/ 10/ [J |LolO-Mix | 661 6952

[ cancat || aonty |
What appears is a complete description of the logical configuration. (The logical
configuration can be interval dependent. IRD and WLM can change the logical
configuration in an attempt to meet the objectives specified.) On the top is the physical
processing unit configuration by PU type. zCP3000 makes an attempt to recognize the
different PU types configured in each partition. However, often the PU type cannot be
distinguished. For example, an IFL PU often appears as an ICF. You can edit the
configuration on this window. You can change the physical configuration (on top) and
logical configuration, control program and workload mix on the bottom. This information
comes from the data in the EDF file.

Enterprise Processor Analysis

On the PA Overview window, press analysis. A list of analysis will be displayed. Each
analysis at any level has both a graphic and text. The text does not merely describe the
graph; it usually provides intelligent commentary about the specific data shown in the
graph using the graph data to illustrate the meaning. We call this SmartText.
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. cP2000 INC. - 2CPI000 PA Overview
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] FICECRPRIZ CECRICF23 2 3 | 8042 | 5257 2 3
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EOrCnEYSs 0 0 | 8003 | 8208 [] i
o b si6 | am [ o019 | 5,308 282 i

e SCECRTSTE 57§ iFE | RO0T | R i7 0

I # $35

CECWTSETI ] 43 | 9430 | 9,633 » 24T

» CECWTSTI 3| n] s | vees 1 DA

The maearmum vabee of 9,665 eccurs on 0VIL05 ot 1100

This graph is usend in estimating the sive of & processor to which you are

Hour migrating multiple sysiem images. Using this data which has & peak to average

ratio of 1.0, one woud compute a SDF of 95%. Therelry you would estmate the

| iteasen nuirnher A MIPS secrired 10 he i the el (Q AAS QRTH ¥

In this sample, the analysis displays the MIPS consumed by partition over the samples
found in the EDF file. The text can be very interesting. Often we forget why the graph is
important... the SmartText reminds us. The graph and SmartText can be saved in a
HTML document. The document will be build with a cover and preface. As you see
analyses that appear interesting, these can be dynamically included in the document as
you review each analysis. This document can later be formatted with MS Word or your
favorite word processor as a particularly impressive customer deliverable.

To get to the CEC window, double click on a CEC and press analysis. Here also, as with
most windows in zCP3000, there’s an analysis button.

© Copyright 2006, IBM Corporation Version 3/21/2006
http://www.ibm.com/support/techdocs
Using zCP3000 for Performance Analysis Page 7




™E Partition Utilization : zCPI000 Graph and Text: CEC1000
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This is one such analysis. It shows the utilization for each partition defined in the CEC.
As with the processor report in RMF, the physical utilization (part of the PR/SM
overhead) is shown. You should step through all the analyses at each level to familiarize
yourself with the contents of each.

System ID: SYS1 Trans | Input | Input | DASD | Intensity
Description ” wMPU | PRTY | Rate | cous | zaaP% | 1o sy
P LA 2 SR B e e G S L SYSTEM.SYSTEM M 255 00 38 00 14749 1
Na Hard Capping SYSTEM.SYSSTC | M 254 0.0 11.4] 0.0 31139 1
SYSBACH.STCWAWIP | 1] 57 0.0 il 0.0 B50.0/ 1
(O SYSBACH.STCHIGH M 55 00 738 0.0/ 24398 0
Defined Capacity (CPC / System): 761/ Not Set BATCHBATCHHOT M 54 36 137 00| 1,9123 4
efined Capacity Used: SYSBACH.DDFHIGH ] 54 19.6 6.4 0.0 6742 20
L e 428 SYSBACHDDFMED | M 43 38 2.5 00 4138 []
Processor Power: 3,954 BATCH.EBATPROLO | 42 0.5 6.4 0.0] 1,394.3 [i
Control Program: z/0S (Bit=64) SYSBACH. OMVBAT M 42 00 158 211 4103 0
SYSBACH.DDFLOW M 23 0.0 0.0 0.0 1.4 1
Parallel Sysplex ID: SYSBACH ' - . . : : :
CPUBusy: 916% | (Physical is 68.7%)
ZAAPBusy: 21.1% |
DASD IO Rate: 12428 | /second (RIOC=0.08, DASDIOMSL=21.4
Paging Rate: 0 Isecond
P Stor Online: [12238
Compute
Storage Calibration: 1.16
Current Sat. Design Point (SDP): |90%
Historic Peak-to-fAverage Ratio: [1.00 |
Cancel | Apply CR=0.871 Total: 91.6 211 ==l =
: cancel || Apply
zAAP CR= 0.949 System: 91.6 T

From here you can review the partition (system image) information or by selecting the
Workload tab, the workload details. Each of these windows (shown together above), have
an analysis button.
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. workioad Logical CPU samples (w/CR) : 2CPI000 Graph and Text: WK1000
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The analyses found off these
two windows are particularly
important in the performance
analysis process. These should
be reviewed carefully. As a
high level indicator, the
performance health of the
system image, look at the
Heath Check Analysis on the
System window. This analysis
puts the system level data
(system performance variables,
workload variables, and 1/0
information through a set of
rules which assess the
acceptability of the variable.

On the workload table, you can right click on a workload to delete it. You can also
change the capture ratio methodology to I/O or System. Setting it to one will show the

uncaptured time in the analyses.

If you use the workload window and double click on any workload, you can examine the
workload details. Note that some important variables may not be in the EDF (because it
may not be in RMF). For example, the number of transactions may not be available for a
CICS service class. Using the transaction rate and CPU%, zCP3000 can figure out the
MIPS/transaction. Without the transaction rate... no can do. However, you could provide
an estimated MIPS/transaction and zCP3000 will compute the other since the three are

related.
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EI SYS1: 5YS zCP3000 - CP2000 INC,

CLOX

| “svstem | workoods L Workload Information - SYSBACH.STCHIGH
Description H wieu || pRry | rans | oot “ o

SYSTEM.SYSTEM M 255 00 8 00

SYSTEM.SYSETC M 254 00 114 0.0 31134

SYSBACH.STCWAWIP | [ 57 00| 77 00/ 6500 Workload Name:{SYSBACH.STCHIGH |

28

BATCH.BATCHHOT | M | ‘Workload Type: CB-L -

SYSBACH DDFHIGH ]

SYSBACHDDFMED | 1] I I o T o e

BATCH.BATPRDLO ] a2 05 6.4 0.0/ 1,394.3 Multip ge:| =i [] Sysplex:

SYSBACH OMVBAT M4z 00 158 214 4103

SYSBACHDDFLOW | W 23 00 o0 00 14 Priority: 551 Stability Measure: 0.99

Tr: tions/S 1:0.03 | MIPS/Trans: 31371.67
Trans n Time (Sec): 234.530 Compute
CPU Witilization (wio CR): 20.7 | CPL% with CR: 23.8 CP MIPS: 941,
Capture Ratio: 0.871
ZAAP Utilization (wio CR): 0.0 Capture Ratio: 0.949 ZAAP MIPS: 0.
DASD Li0s/Sec:2439.8 | DASD Resp Ms.|2.
CR-0.871 Total: 016 214 Satcal | Relative )0 Content: 0.061
ZAAP CR= 0,949 5 916 Cance e — |
DASD Paging Rate: 0.0
Central Storage Mb Used:(1401.10
Expanded Storage Mb Usedz0.00 |
CPUHIO time per Transaction{ms)=265996.319
MNum of active users (MPL): 9.00 MIPSUser: 94.115
Total Population: 10. TransUser: 0.003
Previous Next | Apply |

Enterprise I/O Analysis

In you now return to the Overview window and double click on any BCU, the BCU
window will appear.

2000 |NC. - ZCPI0OD PA Overview

mzCPHU 0: Enterprise Analysis - BCU Data

o P BCUs

] [ i SYSTEM Image: |Enterprise v

) IQ BCUid Clype | LORate | MaxResp | AvgResp | | %cached | Read® | RaHit% |
VAZP401 | 2105-800 15.45| 1963 368 5683 1000%  455%  99.3%
Ia i 8 VDSNFO1 | 2105-800 | 10,328.50) 12421 253 26,6020/  100.0%  829%  94.2%)
= > VR3-508 | 2105800 160150 50.04. 192 308007  1000%  77.2%  983%
I [ ) VUNKNOO1 | 2107-3A2 002 097 094 002 ~ 0.0%) 0.0% 0.0%
A A VWWPA28 | 2105-800 | 1046045 197.68 416 4354288 100.0%  838%  885%

o

a X
BCUd | CTyse | WORate | MaxResp | AvaResp | Intensity | % Cached | Read% | RdHil%
Selected 22,406.92 197.68 325 7284000 1000%|  829%  91.8%
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On this window you can review the BCU information for the Enterprise (averaged across
all the system image usage data) or you can view the data from a specific partition. (Use
the drop down list near the top which defaults to Enterprise.) Of course there’s an

analysis button here too.

:E 170 Intensity by System : zCP3000 Graph and Text: BCU1103

File

‘ BCU IO Intensity for the Enterprise I

50000

e
=]
=]
g

3
4 This graph shows the /O intensity for the selected interval, by SYSID, for each BCU. The /O intensity
|is calculated by multiplying the 1/O rate by the total response time. The total is sorted by size, and BCU

| VWWPAZE is the largest. This graph can be used to recognize “hot spot" controllers.

By comparing the 1/O intensity of the BCUs we can readily see which BCUs have the biggest impact on
the overall DASD performance and answers the question: How much time is each BCU being used?
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BCU

This analysis shows the I/O intensity for each BCU by partition. An easy way to answer

the question: “Who’s using which BCU?” This is very nice.
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E zCP3000; System Image Analysis - BCU Data

SYSTEM Image: ROS
] m T I T [l ara— Cik | I I I T cacte read |
Addr ” WOLSER " Rate H Resp | Conn “ Disc ” Pend | 10SQ |_| {ms) || RT/ST ” #hlloc || BCUid “ Type H Status Pct ” RDHT | PAHT
1060 SYSPOB | 40875 3.06 216 0.00 0.45 0.45(1250.78) 367.88 1.42 4B6.7VAWPA..| 33909 N 99.06 1.00 1 %
1800 | SYSPO2 | 42505 267 221 0.0 0.45 0.01/1134.88 19552 1.21] 18840/ VWWPA..| 33808 | N 99.75 1.00 1
5C59  WWP813  1023.26 1.01 0.61 0.01 0.39 0.00/1033.49 409.30 1.63 19.0/vDSNPO1| 33909 N 99.91 1.00 1
1B09 | SYSPO4 | 12672 6.36 593 0.00 0.43 0.00 80594 5449 1.07] 17555 \WAWWPA,,| 33909 N 99,54 1.00 1
5606 BETASG 794.56 0.86 0.42 0.03 0.41 0.00| 68332 34961 1.91 2.5/VDSNPO1, 33909 N 99.59 1.00 1
5883 | WWP403 | 24277 2.06 1.31] 0.33 0.41 0.01) 50011 182.08 1.28] 4.0VDSNPO1| 33808 N 99.98 0.98 1
5359 | HSMBCD | 508.08 0.91 0.48  0.06 0.37 0.00] 46235 21847 1.69) 1.0VDSNPO1| 33808 N 100.00 1.00 1
1C40 ROPR14 391.36 115! 063 0.04 0.47 001 45006 20351 1.72 7AWAWPA | 338098 N 2366 098 1
1D2B | WWPB47 | 88.22 3.91 214 1.30 0.45 0.02 34494 15615 1.14] 59.0/VWWPA...| 33908 | N 94.84 0.92 1
153C | WWPO0Z | 112.36 254 1.34 0.73 0.44 0.03] 28539 13483 1.23 692.2 VWWPA...| 33909 N 94.47 0.96 1
1E3E | ROPR1S | 160.88 1.55 1.07] 003 0.45 0.00) 24952 7727 1.41] 191.8 VWWPA...| 33808 | N 100.00 1.00 0
1E1B | WWPE5sE 61.41 3.89 1.52 1.89 0.46 0.02| 238.88 14554 1.14 12.0WAWWPA...| 33909 N 94.49 0.85 1
1D1F | WWPB45 | 7238 3.28 159 125 0.44 000 237.41) 12232 1.15] 96.0 VWWPA,,| 33908 N 97.07 0.32 1
1438 | WWPO18 | 62.86 3.76 202 1.27 0.47 0.00 23635 109.38 1.14 258.3 MWWPA..| 33808 N 95.50 0.93 1
1D2C | WwPB48 | 51.81 4.34 1.18] 2.73 043 0.00 224.86 183.72 1.1 101.0 WYWAWWPA..| 33808 N 90.83 0.79 1
5046 | WWPLDEB | 23.28) 9.52 288 8.0 0.44 0.00) 23144 5242 i.05 3.0VDSNPOT| 33808 | \] 17.48) 0.49 i
1444 | WWPO149 55.72 384 1.86 1.5 047 0.00) 21396 11033 1.14 2359 WWWWPA..| 33909 M 94.42 0.90 1
1E20 | WWPO11 | 62.56) 3.40 182 1.09 0.47 0.02 21270 88.84 1.7 380.3 WYWWWPA..| 33808 N 95.29) 0.92 1
5163 | WwP3s1 81.11 2.61 0.82 1.27 0.41 011 211.70 14519 1.25 17.0/vDSNPO1| 33909 N 98.63 0.92 1
1800 | wwP0Dg | 8845 2.39 127 068 0.44 000/ 211.40 99.06 1.23 T4 WAWPA, | 33808 N 92.05 0.95 1
173E | WWPBE4 52.52 4.00 1.70 1.81 0.45 0.04| 210.08 120.80 1.14 96.0VWAWPA...| 33909 N 93.80 0.88 1
1535 | WwWPO04 |  69.53 3.02 1.43] 1.11| 0.44 0.04) 209.98 11055 1.8 831.5 WVWWPA..| 33808 | N 93.73 0.93 1
1A36 | WWPO17 | 62.51 316 127, 1.4 0.46 0.02) 18753 11814 1.18 206.0 MAWWPA..| 33808 | N 95.03 0.92 1
S566F | SYSCK2 | 1410 13.91 713 0.40| 6.38 0.00 18613 8560 1.85 1.0VDSNPO1| 33808 N 5712 1.00 1
1636 | WWPOOT | §6.37 347 163 147 0.45 0.02 18560 109.36 1.16 847.0 WVWAWPA..| 33808 N 89.97 0.91 1
1E23 | WWwPO14 50.87 3.84 2.16 1.20 0.47 0.01] 18534 8546 1.14 403.9 YWWPA...| 33909 N 95.57 0.92 1
5361 | SYSP11 | 102.61 1.87 1.43 000 0.40 0.04) 181.88 4515 1.31] 548.9 VDSNPO1| 33808 N 99.41) 1.00 1
1E1E | WWP859 = 102.33 1.82 1.09 0.28 0.45 0.00| 18633 7474 1.33 13.0WWWPA..| 33909 N 99.70 0.98 1
1538 | WWPODE | 52.30 3.25 141 137 0.44 0.03 16998 9623 1.17] S82.7|WAWPA,.| 33808 N 9162 091 1
1530 WWPOD1 55.15 3.02 1.29 1.28 0.44 0.01] 16655 95.41 1.18 794.4 VWAWPA...| 33909 N 92.38 0.92 1
1736 | WWPBEE | 36.50 4.35 2.35] 163 045 002 15877 7665 117 B7.0VWWPA...| 33508 | N §2.18) 0.52 i
1C1A | WWPO16 | §7.51 2.74 130 088 0.46 0.00 157.58 8281 1.20 346.4 WVWWPA..| 33808 N 95.72| 0.93 1
1636 | WwWPB35 | 31.41 5.01 1.72 2.73 047 0.08 157.36 10334 1.3 70.0/VWWWPA...| 33908 | N 82.89 0.82 1
1435 | WWPB38 | 0.08 15563 11297 1.3 B83.5/VWWWPA...| 33908 N 76.88 0.79 1.0 |
5D4C | WWPB43 0.08| 14916 8533 1.27 107.0VDSNPO1 33909 N 54.64 0.92 1.0
¥

If you select a specific system image from the drop down list and press DASD, you’ll get
a complete overview of the DASD data for that system.

You can sort any column by clicking on the header. Above you see the DASD sorted by
Response Time Intensity. The analyses from here will display all the DASD. You can
also select some number of the actuators (top ten?) and the analyses will be for only the
selected actuators.

If you have SMF 42.6 type data in the EDF file, the Data Set button (WDSN) will be
enabled. This will display the available data set information for the selected actuators.
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:EZCPSOOO: System Image Analysis - BCU Data Q@R

Analysis
VOLSER | Disk Type | | voRate || Service |
VWWWPAZE 33909 0.24 0.03| 7.80 7.80 -
WWPA28 33808 0.001 0.00/ 11.90 11.90/
WWPA0 | 33909 | 0.00/ 0.00 10.21 1021
WWPASZ1 33809 0.00/ 0.00 11.05 1 1.05I
VWNPAIZ | 33008 | 0.00] 0.00/ 11.12 1142
VWWPAIZ | 33008 | 000 0.00/ 10.85 10.85 -
LAk 1 A0 nnn Ao A0 O4 Ann4.
VOLSER | | voRate | Response | Service | workload | Data Set Name | \
SYSPO6 | 59400 16500 360, 2.60 BATCH.BA... *SYSP06 %
SY8P02 | 36870 12280 300 2.60 BATCH.BA... *SYSP02
SYSP04 | 43581 59.70] 7.30 7.00 BATCH.BA .. *SYSP04
SYsP11 | 88.83 4230 210 1.80 BATCH.BA... *SYSP11
WEIGDT | 0.00] 0.00] 5.40| 7.80 BATCH.BA... "WBIGO7
(e 0.00] 0.00] 390 3.50 BATCH.BA... "WAWI28
WANID2 | 0.00] 0.00 4.70] 4.30 BATCH.BA... "WAWID2
WANIDE | 0.93 0.30 310 2.50 BATCH.BA... "WAWID8
SORT21 | 0.00 0.00 350 3.20 BATCH.BA... *80RT21
SYSP0B | 0.28 0.10 280 2.20] BATCH.BA .. |SYSPS SMADSNPO.SMA7 34 LOAD
8YGPO2 031 010 310 3.0, BATCH.BA .. [SYSP7 DSN7101.DSNP SDSNLOAD
WANIZT 0.00] 0.00] 380 3.40 BATCH.BA . "WAWIIT
WAWIDT o.00| 0.00] 350 3.20 BATCH.BA _ ™AaNI01 —
D oon o0l + o0 + colcaveaine hoaras

So, not only can you identify the problem actuators, you can identify the datasets on the
actuator and the service class that is using the dataset. You can identify the problem and
the application causing or suffering the pain... if you have the SMF 42.6 data.
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Enterprise Sysplex Analysis

The Sysplex view of the enterprise is the most encompassing. You view the logical
structure of the application. The communication between systems participating in the
Sysplex is via locks, lists, and structures in the coupling facility (CF). Double click on
any CF and the information appears.

e E cri1: Coupling Fac... Dﬁ]@
8 ]o] View_Ho  nasis |
oupling Facility Name:  CF11
ﬂ a e; SYSBACH
ey F Machine Type: 2084-316
i .a g ilization: 240 %
e : . CF engines: 1
A | ik | g orage Defined: 958 mb
= [‘ ]\'@@ mp Storage: 10 mb —
n—an orage Available: 879 mb ; D@g
A |a uty interval 1905.09.28 10:00:00 MRl i
Structure Name Type | Size| Regsisec CF Health Check Analysis
HSA_LOG LIST 8.0 0.0 CF Utilization aver Time
. " - quc FPATH1 lusT 342 B9g0 Relative CF Utilization by System
| I | | | | | | SYSIWLM_WORKUNIT |CACH 6.2 0.0 Request Rates by Request Type anjd System
= = = = SYSDWLM_117B2084 |CACH 100 2.0 Request Rates by Structure Type System
SYSIWLM_26012084 |CACH  10.0 2.0 Request Rates by Structure and uest Type
CF Subchannel Utilization
5 Structures Totals | 68.4 703.0 CF Subchannel Wtilization over Tim
CF Subchannel Contention
selan || show || dx |

£ CP2000 INC. - zCP3000 PA Overview |:|E|®
Flle Edt View Action Help aavss | The analysis illustrated here is the CF Health

[a]=]a] [2] [a] Check. It is particularly useful in getting an
overall view of the CF behavior.
You can also obtain a logical view of the Sysplex

Sysplex SYSBACH by means of the View item on the menu bar.

PSYS 1 rSvS2 - This shows the Sysplex as a logical structure. If
B ||ED |: the enterprise had multiple Sysplexes, you would
FSYS3= pSYSin see them separated.

il (]

FSYS5= RSYSEm

LLELELEELELRLt et enis

vk

............
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Alternate Processors

After reviewing the performance data, you can take a first look at the impact of a
migration from the existing CEC model to a new model. This is done on the Overview

window. Right click on a CEC, click on Alternates and select Alternatives.

[ CP2000 INC. - 2CP3000 PA Overview [
e Lo veew Action Ul _ Anadsis
YT CIREIN

L ey -
P— . Alternate CPUs for CECA D@J@
B3] e,
P — Model ] cPs | zaPs | ICFs | FLs |  MIPS
@@ 2084-C24 16.0 20 20 0.0 53290
z Broperties
PHIT4 I\;l laternate Pr
@M Model | cPs | zaes | icFs | FLs | WiPs
rer—— 2084-C34 18.0 20 2.0 0.0 5,853.1
M M 2094-518 ] 110 20 20 00 53180
=l &l =] &
LPAR Definitions for 2094-711
Name | CtPam | CPs | ICFs | IFLs | Weight | Cap |  Mix MinCap | MaxCap
5Y81 205 1.6 8.0] 0.0 0.0] 500 [ LolO-Mx | 31888 38009
- ZAAP 1.0 o [ 4726 472 5/
CF11 lcFee il 10 00 Ded [] |CFCC | 5525 5525
CF13 [cFeC 0.0] 1.0/ 0.0] s [] cFce | 5409 549.9
PRTI 205 1.4 30| 0.0 0.0 80 (1 Lolo-Mix | 5227 14987
PRT3 05 1.4 1.0/ 0.0 0.0 63 [J |LolO-Mix | 4187 508.1
PRT4 P05 1.4 30 0.0 0.0 125 [ |LolO-Mix 8168 14987
5Ys2 P05 16 10 00 0.0 63 [J |LolO-Mix 3953 4797
AP 1.0 o [ 526.4 526.4
TST3 205 1.4 1.0/ 0.0 0.0 100 [0 |LolO-Mx | 66.5 508.1
| petete || Mew || cancel || apoy |

Processors are added to the alternatives list by pressing New. Since the alternative model
may have a different number of PUs, zCP3000 rescales the logical configuration to match
the base processor model. The logical configuration for each model can be inspected by
selecting that model. You can also change the logical configuration if you are not
satisfied with zCP3000’s choice.
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X

E. LPAR Current CEC CP Util by System (w/Alts) : zCP3000 Graph and Text: CEC1013 =]

q
3
PP | || This graph plots the CP busy value for the partitions running PU type of CP (6 on CEC4). The
| WEWA LI VuliLaliull By Sysieln § | base utilization is computed using 16 CPs. The power value of the CPs is computed using all the
PUs on the machine 16 CPs, 2 ICFs, 0 [FLs, 2 zAAPs).

Three values are given for each alternate. For example, the 2084-318 has 3 MIPS values [5,703,
{6,003, 6,303).

# The center bar for the 2084-318 is the projected utilization for change from the
currently used MIPS value of 5,168 to the MIPS value of 6,003 on the alternate Model
for the equivalent workload MIX

# The left bar and right bar represent a reasonable expected vanation of +/- 5% in the

40
20

: ired CTTIAL WIotioo ot (8t s e CDUR wee attained. # would ol & higher
attained CPUY. Notice that if the lower CPU% was altained, & would imply a higher
]___III__IIL Fm——
0

-
o
|
-
A
.. |#PU Shared | 2/0S§ i DASDio/M P
Partition < Type - Level Mix [RIOC SU used %
z/03 . g
100 SYS1 12 | CP Y 16 LolO-Mix |0.079 al %
b
m — |_| PRTI 4 | CP Y Z;Of LolO-Mix |0.079 21 g
: k7
PRT3 |2 |cP #08 i |
80 ¥ 14 LolO-Mix |0.079 21 é
- Z
A EN L
E § % § § § & FRT4 4 | CF T ﬂlO4S LolO-Mix |0.079 21
K .
= X \ NN 12084316
,E 60 N i sys2 |2 |cp| ¥ z;O: LolO-Mix |0.041 1
= _ 0P .
: TST3 2 |cP b4 =05 LolO-Mix |0.079 21
5 1.4

1 2 3 :
Model CPU% Model
: CPp [#CP| CP ZAAP
¥ o
Model |-5% [Expected | +5% | \pe (" | e | Config, o

Once you have selected the models you want, press Apply to exit. This saves what you
have done. Then go to the CEC window and look for analyses which compare the base
model to the alternatives.

This analysis shows the base processor utilization (for the selected interval) and the
projected utilization of the exact same work on the alternatives. You’ll see three bars for
each alternative. The center bar is the utilization scaled to the MIPS rating of the
alternative. The bar to each side is the view if the MIPS rating were + or — 5% of the
expected value. This is a warning that the MIPS rating is really not a single number but is
an expected value with a range.

And more

On the Overview window there are a number of additional functions you can perform.
Using the Actions menu item:
e You can create a small document containing the key graphs found in zCP3000.
e You can set the Saturation Design Point (SDP) for all system images. The default
is 90%.
e zCP3000 uses the zPCR default processor 2084-301 to compute ITRRs. It then
scales the ITRR to 450 MIPS. You can reset the scaling processes to match the
MIPS requirement of the customer.
¢ And when you are ready, you can begin the Capacity Planning process. In this
step you will specify the growth for the workloads. Before you enter this phase,
you should save the model (in a file with qualifier .3pa). This is the subject of yet
another zCP3000 monograph.
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