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Trademarks

The following are trademarks of the International Business Machines Corporation in the United States and/or other countries.

The following are trademarks or registered trademarks of other companies.
* Registered trademarks of IBM Corporation

Lotus, Notes, and Domino are trademarks or registered trademarks of Lotus Development Corporation
LINUX is a registered trademark of Linus Torvalds
Penguin (Tux) complements of Larry Ewing
Tivoli is a trademark of Tivoli Systems Inc.
Java and all Java-related trademarks and logos are trademarks or registered trademarks of Sun Microsystems, Inc., in the United States and other countries
UNIX is a registered trademark of The Open Group in the United States and other countries.
Microsoft, Windows and Windows NT are registered trademarks of Microsoft Corporation.
SET and Secure Electronic Transaction are trademarks owned by SET Secure Electronic Transaction LLC.

* All other products may be trademarks or registered trademarks of their respective companies.
Notes:  
Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment.  The actual throughput that any user will 
experience will vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the workload processed.  
Therefore, no assurance can  be given that an individual user will achieve throughput improvements equivalent to the performance ratios stated here. 
IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.
All customer examples cited or described in this presentation are presented as illustrations of  the manner in which some customers have used IBM products and the results they may have achieved.  
Actual environmental costs and performance characteristics will vary depending on individual customer configurations and conditions.
This publication was produced in the United States.  IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject to change 
without notice.  Consult your local IBM business contact for information on the product or services available in your area.
IBM considers a product �Year 2000 ready� if the product, when used in accordance with its associated documentation, is capable of correctly processing, providing and/or receiving date data within and 
between the 20th and 21st centuries, provided that all products (for example, hardware, software and firmware) used with the product properly exchange accurate date data with it. Any statements 
concerning the Year 2000 readiness of any IBM products contained in this presentation are Year 2000 Readiness Disclosures, subject to the Year 2000 Information and Readiness Disclosure Act of 
1998.
All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.
Information about non-IBM products is obtained from the manufacturers of those products or their published announcements.  IBM has not tested those products and cannot confirm the performance, 
compatibility, or any other claims related to non-IBM products.  Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.
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Topics
 IBM Resource Link - Request an ID today!

http://www.ibm.com/servers/resourcelink

New IBM zSeries 800

So, what EC level is that?
Remote Entire HMC Desktop
EC Level determination
z900 EC levels and functions - 38g and 3Cg
New Function APARs for hardware planners

Parallel Sysplex and CFCC Levels

Supported EC levels for zSeries Compatibility
G5/6 EC Levels 
G3/4 EC Levels 
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Planning
Get ready for system installation
P&D and Exception Letters for new Driver (LIC levels)

Education
Online courses, task-oriented videos, how-to's, pointers to 
IBM-sponsored education

Hardware and Operating System Publications Library
Documentation including the latest updates

PDF format 
Viewable online or downloadable

Technical Support
Research/Subscribe to APAR status, Customer Assets, 
Hardware Alerts, Cross Platform Support 

Group Discussions and ESP Forums
Early communication between customers and IBM 

IBM Resource Link
The Site for Hardware Information
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           9672 z900             z800          Multiprise          
2000        

        
                   

Multiprise 
3000

9672

IBM zSeries 800

0A1 0B1 0C1 001 0A2 002 003 004
  13   20   25   32   44   60   84 108MSUs

Model

Models 0LF and 0CF
1 to 4-way

Complete z/Architecture (64 bit)
OS/390 V2.8 & up, z/OS all, z/OS.e
VM/ESA V2.4 & up, z/VM all
VSE/ESA V2.4 & up, TPF 4.1
Linux Kernel 2.2 & 2.4 (31 and 64 bit)

Flexible Model Structure
1 to 4-way 
z800-001 ITRR close to G6-X17  
3 sub-uni, 1 sub-dyadic 
CUoD and CBU
Linux Model 0LF, CF Model 0CF
z800-004 upgrades to z900-104

8, 16, 24 or 32 GB memory
No concurrent upgrade

zSeries I/O Subsystem supports
All zSeries I/O cards (16 max)

Up to 240 Escon
  No Parallel, OSA-2 FDDI, or ICB-2

SOD: Linux FCP support
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Remote Entire HMC Desktop
HMC Web Server at Driver 26
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Driver Level
HMC/SE Application Version

Supported 
Driver Version

z800 Dr 3G? 1.7.3

z900 Dr 3Cg 1.7.2

z900 Dr 38g 1.7.1

z900 Dr 36j 1.7.0

G5/6 Dr 26w 1.6.2

MP3K Dr 24q 1.6.1

G3/4 Dr A2i 1.4.4
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z900 EC Levels

Machine GA Dr HMC 
LIC EC

SE 
LIC EC

z900 Server 12/00 36j H25122 H25177 

z900 Server/CF 5/01 38g J10012 J10005

z900 Server/CF 10/01 3Cg J10645 J10638

New Driver Planning - Consider Driver 3Cg NOW!
No charge, ordered as an ECA by service 
HMC part applicable to older machines and required on any HMC 
that will control a CEC at the new level 
Old driver MCL support - 6 months (Dr 36 is out of support) 
Outage to install (today)

Service Recommendations - Stay current! 
Plan nondisruptive MCL apply at least every 3 months
Plan two 4 hour outages for disruptive driver or disruptive MCL 
apply each year
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z900 Driver 38g
Available - 3/01, GA - 5/01

zSeries 900 Servers
IRD Support in PR/SM and Channel Subsystem

Min/Max/Initial Weight, I/O Priority Queueing, Managed Channels
WLC Support in PR/SM

MSU Defined Capacity, Soft Capping 
FICON SX (short wave)

FICON LX available Driver 36 as FCV only
FICON native (FC mode) LX and SX
Peer mode ISC-3 (CFP) and ICB-3 (CBP)

ICP peer mode was available with Driver 36
ICB-2 (or ICB) has no peer mode support 
ICB-3 supports only peer mode

Concurrent MES other than CUoD
CUoD for CP/ICF was available with Driver 36

More Subchannels: HSA up to 512K, IOCDS up to 63K

zSeries 900 Model 100 CF - GA
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z900 Driver 3Cg
GA 10/2001

zSeries 900 Servers
Concurrent Memory Upgrade 
Concurrent CBU model (CP) downgrade 
IRD LPAR Weight Management for z/VM and Linux
HiperSockets (IQD Channels) 

Driver 3C + MCL Bundle 13 (01/16/2002, Concurrent)
FICON CTC

Driver 3C + MCL Bundle 14 (02/08/2002, Concurrent)
FICON Express and OSA Express High Speed Token Ring
PCI Cryptographic Accelerator
Dynamic I/O Change for Peer and Receiver Links

zSeries 900 Model 100 CFs
Up to 64 external coupling links

zSeries 900 Servers and CFs
CFCC Level 10
Sender Links in CF partition
Up to 64 total links
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Intelligent Resource Director

Leverage platform strengths through 
integration

Workload Manager
Parallel Sysplex
PR/SM
Channel Subsystem

View a cluster of LPs on a zSereis as single 
pool of computing resource

Move physical resource to priority workloads in 
an LPAR cluster
Extend goal oriented resource management 
across logical partitions transparently to 
application subsystems
Initial resources managed: CPU and I/O
Requires Parallel Sysplex, WLM Goal Mode, WLM 
Structure and Level 9 Coupling Facility
z/OS V1.2 adds z/VM and Linux for zSeries 
support for LPAR weight management

zSeries IRD Scope

z/OS

LPAR Cluster

z/OS

z/OS

OS/390

CF

z900

Linux, z/VM

S
ys

pl
ex

Outside
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zSeries Image Profile Control
CPU Management 
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zSeries CEC
Linux LPAR z/OS LPAR

CHPID FF

L - DD DD

TCP TCP
. . 
.

z/OS LPAR

DD

TCP

Linux LPAR

L - DD
TCP

z/OS LPAR

DD

TCP

z/OS LPAR

DD

TCP

Linux LPAR

L - DD
TCP

z/OS LPAR

DD

TCP

CHPID FE

"Production" "Test"

Up to 4 "simulated virtual LANs" per CEC
Each LAN has its own CHPID. New type (IQD) controlled like regular CHPID
Can be shared by all defined LPARs

Each OS image configures its own usage of available HiperSockets CHPIDs
Each CHPID has configurable IQD frame size (16K, 24K, 40K, 64K)  
Allows optimization per HiperSocket for small packets versus large streams (affects 
MTU size of 8K, 16K, 32K, 56K)

CHPID FF

z/OS LPAR

DD

TCP

z/OS LPAR

DD

TCP

Linux LPAR

L - DD
TCP

z/OS LPAR

DD

TCP

CHPID FE

"Internet DMZ" "Back-End"

Firewall

Linux HTTP 
Servers

Solution: HiperSockets Multiple "LANs"
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FICON - Breaking the Barrier

FICON and FICON Express Channel Performance Version 1.0,
GM13-0120-00
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FICON 
Director

Processor 1* Processor 2*

FICON Channel 
FICON native (FC) Mode

Disk
Control Unit

LP2 LP3LP1 LPB LPCLPA

FC FCFCFC

FICON Channel 
FICON native (FC) Mode

zSeries FICON CTC

A FICON native (FC) channel can be used for both FCTC and normal 
I/O operations at the same time.
A single FICON native (FC) mode channel with FCTC control units 
defined can communicate between LPARs on the same processor 
as well as images on other processors.
A pair of FICON native (FC) channels are  recommended for larger 
FICON CTC configurations.

z800 or z900 Dr 3C

LPB LPCLPA

FC

FICON Channel 
FICON native (FC) Mode

FICON 
Director

* For FICON CTC function, at least one CEC must be z800 or z900 at Dr 3C. The other can be 
the same or G5/6 at Dr 26 or z900 at Dr 38. Channels can be FICON or FICON Express.
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APARs for Hardware Planners
(New Function)

IYPIOCP - OS/390 and z/OS (See II02369) 
z900 Driver 3C - Level 1.1.1- OW50966
z800 GA - Level 1.2.0 - OW52993 (PTF still OPEN as of 02/23/02)

HCD and HCM support for everything below
HCD - OW45976, HCM - IR45358  (OS/390 V2.6 & up)

HiperSockets - z/OS V1.2 & up (See II13242)
IOS - OW50750
Comm Server  (aka VTAM)- OW49475
TCP/IP - PQ55705

FICON CTC - OS/390 V2.8 & up
IOS - OW48283

Dynamic I/O Peer and Receiver - OS/390 V2.8 & up
IOS - OW48534 (PTFs still OPEN as of 02/23/02)
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Peer Mode Links
zSeries to zSeries only
ISC-3, ICB-3, and ICP
Peer to Peer
Peer - One CF; multiple 
z/OS, OS/390 can share
6 CHPIDs - Saves 2  with 
internal Coupling Facility

MIF

zSeries

CF CF

MIF

Peer Mode

z/OS or OS/390
Images

z/OS  or OS/390
Images

zSeries
P p

p

p p

CF CF

MIF

z/OS or OS/390
Images

z/OS  or OS/390
Images

S/390 or zSeries

s s

r

s s

rr r

p

Send/Receive Mode

Send/Receive Links
zSeries to 9672 (or zSeries)
ISC-3 and ICB-2 (z900)
Sender to Receiver
Sender - MIF shared
Receiver - No sharing
8 CHPIDs

Note: Minimum connectivity illustrated, duplicate links are recommended for availability.

LP1 LP2 LP3 LP4

LP4LP3LP1 LP2

LP1 LP4

LP3

LP4

LP2

LP1

MIF

zSeries Peer Link Sharing
CHPID Saving 

S/390 or zSeries
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Requirements: 
z/OS v1.2 + PTFs
zSeries 
CFCC Level TBD
CF: ICF or Model 100

S/390 G5/6 
CFCC Level TBD
CF: ICF or Model R06

A robust failure recovery capability 
BENEFITS:

Ease of middleware and ISVs to use 
CF for high availability
May eliminate the need for 
standalone CF in some situations 

ICF z/OS

z900

z/OS ICF

z900

System Managed
CF Structure Duplexing
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Level 2

IMS/CICS  
Performance

World's Leading and Unrivaled Coupling Technology

Initial CF
HW  and 
Functions

VSAM RLS

Cache Vector index
Comparison

Enhancement

Continuous
Operations

Dynamic Alter
CICS TSQ
System Logger

Level 0

Level 1

List KEY and
List cursor

Enhancements

Level 1

DB2 Performance

Register Name List and
Batch Unlock

Level 2

Structure
Enhancements

(255/Structure &
1023 Structure/CF

Level 2

IMS Shared 
Message Queue

Base

Level 3

DB2 CACHE
Duplexing
Dynamic ICF 
Expansion 

Level 5 - G2 Last Level
Level 6

CF Resource Mgmt

Level  7 (3/99)Level 8 (6/99)
G3/4 Last Level

 Dynamic ICF 
Expansion into 

shared ICFs
Structure rebuild

Dynamic CF    
Dispatch
ICF Support

Level 4 - G1 Last Level

DB2 AvailabilityIC Channel 
ICB
TPF support

Systems
Management

Shared ICF
IBM Concurrent 
Conditioning for 

S/390

IBM Coupling Facility Control Code

Level 9 (6/00)

MQSeries V2.2
Multi-system 

Enclaves
IRD Support

Level 10 (10/01)

Dynamic I/O Peer
and Receiver

Structure Changes
Sender in CF

z900 GA
G5/6 Dr 26

z900 Dr 3C

Level 12 (3/02)

64-bit z800 GA

Note: Level 11 - Reserved for G5/6
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S/390 G5/6 EC Levels

Machine GA Dr HMC 
LIC EC

SE 
LIC EC

S/390 G5 Server/CF 9/98 12k F11114 F11122 

S/390 G5 Server/CF 3/99 14x F11532 F11542
S/390 G6 Server
S/390 G5 Server/CF 6/99 22e F12003 F12010

S/390 G6 Server
S/390 G5 Server/CF 6/00 26w F99933 F99918

Note: MCL support -  12k,  14x, 22e - NONE. Plan to 
migrate to 26w ASAP! Only Driver 26w is supported for 
G5/6 sysplex coupling to zSeries. 
Note: Driver 26w requires a #0041 or #0061 HMC. For 
HMC compatibility with z900 upgrade to #0061 or #0073 
HMC with #0047 DVD-RAM drive and Driver 3Cg.  
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S/390 G3 - G4 EC Levels

Machine GA Dr HMC 
LIC EC

SE 
LIC EC

S/390 G4 Server/CF  
S/390 G3 Server/CF
S/390 Multiprise
S/390 StarterPak

4/98 A2i F10972 F10980 

Note: Driver A2i is the only G3 - G4 EC level with MCL fix 
support. It is the only level supported for ISC link 
connectivity to z900. 
Note: For HMC compatibility with z900 migrate to #0061 
or #0073 HMC with #0047 DVD-RAM and Driver 3Cg.  
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