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Agenda

Background

Parallel RECON Access Overview

Performance Overview
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Why Parallel Recovery Control (RECON) Access
Use cases

 I must restart several IMS images at the same time and open

access to my databases in parallel

 I need to run a large number batch DB utilities at the same time

 I need to reduce my transaction response times when log switchs

occur

All can be addressed by parallel RECON access
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Parallel RECON Access

Allows multiple DBRC instances to access the RECONs

concurrently
– DBRC instance: IMS Online subsystem, batch job, or utility
– Parallel RECON Access is optional
– Multiple requests from a given IMS are processed one at a time

Eliminates serialization of accesses between DBRC instances
– Data set RESERVE (or global enqueue) eliminated

Reduces RECON contention
– Could provide better responsiveness from IMS online and batch
– Removes growth constraint
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Parallel Request Processing
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Parallel RECON Access

Uses DFSMS Transactional VSAM (DFSMStvs)
– System facility that provides locking, logging, caching, and commit for

concurrent updates to VSAM data sets (RECONs)
• Exploits Parallel Sysplex

Uses Structured Call Interface (SCI) for DBRC communication

Prerequisites
– Hardware

• Parallel Sysplex environment
– Requires Coupling Facility

– Software
• z/OS DFSMS Transactional VSAM (DFSMStvs)

– Requires RRS

– DFSMStvs is a priced feature

» Software license required
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Parallel RECON Access Definition and Set Up

 IMS and IMSplex definitions

RECON definitions

MVS/DFSSMS related Setup
– SYS1.PARMLIB member definitions
– SHCDS data set
– Log stream definitions
– Structure definitions

Security specifications
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Parallel RECON access processing

 External Changes
– Commands
– User Exits

 Some behavioral differences from serial access processing
– Initialization
– Locking
– DBRC activity quiesce
– Failure Handling
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Turning on parallel access

 Parallel RECON access is turned on and off by a DBRC

command
– IMS systems do not have to be shut down

 CHANGE.RECON ACCESS(PARALLEL) turns on parallel access
– There must be two active RECON data sets and a spare RECON
– RECON associated with an IMSPlex
– No RSR tracking subsystem

 CHANGE.RECON ACCESS(SERIAL) turns off parallel access
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User interfaces - Commands

 CHANGE.RECON new/change keywords

 LIST.XXX new keywords

 BACKUP.RECON new behavior with PRA

 LIST.RECON Output changes
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User interfaces – RECON I/O Exit

 The RECON I/O exit routine (DSPCEXT0) interface is extended to
support parallel RECON access
– A Request Token replaces the RESERVE Sequence Number

• This token is a STCK for parallel access
– A DBRC Instance Token is passed on every exit invocation

• May be used to qualify the Request Token for parallel access in case of duplicate
STCK values

• 16-byte area
• The Instance Token is zeroes for serial RECON access

– The Changed Record Count is always zero for parallel access
– A new flag indicates parallel RECON access
– There are new exit invocations with parallel access

• Commit exit call - invoked when the previous updates for the current series have
been committed to the RECON data set

• Backout exit call - invoked when the previous updates for the current series
have been backed out
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RECON I/O Exit (cont.)

 Multiple instances of the I/O exit can be running in parallel
– May cause different behavior if exits write to common data sets.

 With PRA, Request Token/Changed Record count cannot be

used to determine if updates were missed.

 Updates during backout not passed to exit
– Done by TVS
– Should save updates until commit before (discard if backout)
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User interfaces – DBRC SCI Registration Exit...

 The DBRC SCI Registration exit routine (DSPSCIX0) interface is
extended to support the DBRC group ID
– A RECON Data Set Name
– An IMSPlex name return area

• 5-byte area in which DSPSCIX0 returns an IMSplex name
– The IMSPLEX EXEC parameter value

• if specified as an EXEC parameter, the value of the IMSPLEX parameter
– The parameter list version (new)
– A DBRC Group ID return area (new)

• 3-byte area in which DSPSCIX0 returns a DBRC Group ID
– The DBRCGRP EXEC parameter value (new)

• if specified as an EXEC parameter, the value of the DBRCGRP parameter

 Sample Exit updated to support DBRC Sharing Group ID
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DBRC Initialization – Configuration matching

 During initialization, if another DBRC is active, the new one will be

given its configuration information
– Access mode
– COPY1|COPY2 Data set names

 If the access mode is PRA, then the new DBRC must match the

COPY1|COPY2 configuration

 WTOR issued if configurations do not match for online DBRC

region

 User can CANCEL or determine the cause and RETRY

 Matching also done on end-quiesce processing
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Quiesce Overview

 DBRC quiesces RECON activity to allow certain processing, for

example:
– BACKUP.RECON
– copying to the spare data set

• I/O error processing
• CHANGE.RECON REPLACE

– LIST command processing
– turning on/off parallel RECON access

 Allows requestor to have sole ownership of RECON data sets
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Locking Overview

 Locking is used to prevent access to a resource

 For serial access we lock at the data set level by RESERVING the

RECON data sets
– the 'lock' is held for the entire DBRC request

 For PRA access, TVS locks at a record level
– the locks are held for the duration of the VSAM access or until a commit point

 Record level locking introduces new ‘failures’
– Deadlocks
– Timeouts (waiting to get a lock took too long)
– Retained Locks (TVS unable to backout updates)
– Lost Locks (let’s hope never see this!)

 Access to RECONs w/o DBRC must understand locking implications
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Locking of VSAM Records with PRA

Locks are either shared or exclusive
– Shared for get requests
– Exclusive for 'get for update' requests

Locks held during access or until a commit point
– Locks for updates held until commit
– Locks for read depends on options

• LIST command with CONCURR
– Lock released after record is read

• LIST command with STATIC
– Locks held until commit

• Other reads hold locks until commit
– Except reads used to browse multiple records looking for a specific record
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Failure Handling - Retry Overview

 With TVS, new VSAM request errors can occur that DBRC needs to

tolerate
– Deadlock/Timeout/TVS failure for example

 Will not ABEND or return to the DBRC request caller with a bad RC

since these errors can be recovered from by DBRC
– In general the error requires DBRC to backout the current UR
– DBRC then needs to retry the DBRC request

 DSP1184W message if same error hit 5 times

 I/O errors require the DBRC request be retried with PRA if in-flight

updates exist.

 Certain Quiesce failures will also be tolerated by retrying the DBRC

request
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Automated Operation Issues

 RECON Reconfiguration
– New set of messages (quiesce related) issued when using parallel access

• Key messages: DSP1130I and DSP1132I
• No automatic loss messages (DSP1141I, DSP1145I)
• DSP0388I message still issued

 Repeated Retry
– Key messages: DSP1184W
– Messages issued of same error encountered several times
– Could mean TVS is unavailable or application holding lock

 Configuration Matching
– Key messages: DSP1175E and DSP1176A
– Check that job has all 3 RECON DDs if DD allocation done
– Check that all volumes for RECONs are available
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Serial vs. Parallel RECON Access Comparison

Serial PRA

• Hardware reserves (or global serialization) serialize
access to the entire RECONs

• Individual RECON records are locked for
serialization

• Deadlocks and lock timeouts may occur

• RECON status maintained in RECON
header/header extension

• RECON header/header ext. read during "logical
open" to determine RECON status

• RECON configuration information maintained in
RECON header extension

• RECON header read during "logical open" to get
any updates due to CHANGE.RECON

• "Multiple update" processing used for recoveries
from failures

• TVS log used for recoveries from failures

• Uses VSAM LSR pools • Uses VSAM RLS pools and cache structures

• SCI registration and ARLN are optional • SCI registration and ARLN are required

• I/O Error results in reconfiguration and retry of last
I/O

• I/O Error results in reconfiguration and retry of
entire request
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Performance Considerations

 Transactional VSAM access has extra overhead vs. traditional

LSR access
– Cross-address space access to SMSVSAM server
– Overhead of CF cache access
– Overhead of record locking
– Overhead of logging

 However... access to the RECON is no longer serialized across

the entire sysplex! Also, no logging in RECON

 Performance considerations
– SMSVSAM local buffer pool sizes
– Cache structure sizing for VSAM RLS buffer caching
– RLS lock structure sizes
– Log stream structure sizes
– DEADLOCK_DETECTION settings
– Etc.
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Time savings and ECSA savings translate into $$ saved

PRA: DEDB areas Pre-open faster

PRA: Batch Image Copy jobs complete faster

PRA: Database Recoveries complete quicker

WADS Channel program: 10% reduction in response time

Logging: Extended Format OLDS (striping): 35% log rate gain

Logging: 64-bit log buffers: ECSA reduction

FastPath 64 bit buffers: ECSA reduction

FastPath Secondary Index: 60% ITR improvement

APPC/OTMA Synch SMQ with XCF: 40% to 50% ITR gain
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Go to www.ibm.com/software/systemz/events/calendar to:

●Replay this teleconference

●Replay previously broadcast teleconferences

●Register for upcoming events

Thank you for joining us today!


