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Learn How To Implement Cloud on System z

CloudReady evolving to SmartCloud
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Cloud Computing for Linux for System z providing
customer value today

» zEnterprise (z196) represents world's most powerful and scalable processor

e System z represents both the lowest TCO coupled with industry leading
Qualities of Service for deploying private and/or hybrid clouds

» Coupled with advanced virtualization features (like new Live Guest
Relocation) in z/VM

» Automate provisioning and provide broad spectrum of key cloud capabilities
* Focus today on new CloudReady offering
e Roadmap in place and delivering key product support for z/VM 6.2

e System z on Smarter Computing roadmap

» Migration paths from today’s products to tomorrow’s portfolio

Deploy a cloud solution for 50-70% less

ks
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Organizations are now moving beyond virtualization
to higher value stages of Cloud

Cloud focuses on
eased service
consumption &

management
Consumption based

metering and dynamic
capacity optimization

Virtualization
underpins

Cloud

End-to-end real-time
monitoring and optimization

Business service catalogs and self service

Service delivery automation

Virtualization administration and management
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Cloud on System z provides significant new
customer value along with IT challenges

Value Challenges

« Elastic scalability

* Rapid provisioning

« Advanced virtualization
* Image management

e Multi-tenancy & Isolation
* Flexible pricing

« Better user experience

Compliance/Audit
Software licenses
Avalilability

Data Protection/Integrity
Transaction integration
Analytics/capacity planning
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System z ideal platform for private cloud focused on
provisioning LOB, Development and Test

Create maximum Business flexibility while maintaining
System z required integrity and performance

| OB Workloads Development and Test
* |dentify Application components . '
0o /"\_.\ Create _Standardlzed Image
* Create Workflow to provision ‘ « Dynamically allocate resources

» Define Security and SLAs

» Assign LPAR or Virtual
Machines

* |solate with ability to share
resources and report on
utilization

* zVVM supports 1000’s VMs with
rapid provisioning

» Most efficient use of energy and
software licenses

* Reclaim resources when done
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Start small and grow cloud capability over time with
IBM Linux on System z tools

Modernize System z by Q!

moving to Private Cloud in a
stepwise approach SmartCloud
% Orchestration
| O
~ SmartCloud o
! Provisioning
Cloud Ready

for Linux o O
System z

Add components to
address key capabilities

SmartCloud
Control Desk

SmartCloud
Workload
Automation

SmartCloud
Monitoring
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Get started quickly with Cloud Ready for Linux
on System z

 Image/SW-based Cloud Service Delivery with integrated provisioning,
monitoring, service catalog & service desk, storage management, and HA

e Services to have cloud service management solution up and running quickly

Business value addressed:
» Reduce high administration and capital cost

Remove inefficiencies due to image sprawl and maintenance

Move away from manual management of disparate environments

Centralize cloud administration including service catalog

Run workloads with superior reliability, security, auditing, privacy,
data integrity, automation and full isolation
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Cloud Ready provides delivery and service management to
achieve business value quickly

» Provides infrastructure to create and deploy standards in virtualized
and mixed environments

* Image Management:. OS, Applications, Releases
e Standards Management: Performance, Backup, Security

* Reduces cost to delivering services
* Process Automation: Streamline manual procedures
» Resource throttling: Automated de-provisioning of resources

» Establishes Common Service Delivery Model for deployment
e Services rendered through a common Service Catalog

* Includes Plug-n-Play Service Management Infrastructure
« Automated validation of assets prior to deployment
 Integration with incident management
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Cloud Ready supports quick and easy provisioning of
Images and applications

» Automated provisioning from simple VMs to
clustered infrastructure applications

« Automated and integrated server lifecycle
management for physical and virtual machines
across platforms and hypervisors

* Pre-built automation that can be leveraged by
customers existing tools

Benefits:

» Client turnaround time reduced per service request from 2 months down to 4 hours

|
|
|
|
|
» Build simple to complex VMs consistently and fast in an automated fashion :
|
* Ensures standardized VM rollout at large volumes according to enterprise best practices !

|

|

« 24/7 highly available with highest security standards
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Easy to use administration capability for implementing
Cloud on z with Tivoli Provisioning Manager (TPM)

10

&

{8l Most Visited (8 Problem loading page | BM @ IBM Thinkpad T43 Lapt

8 httpsy//tpmdem10.democentral ibm.com9443/maximo/ui/login

4]
Y mouse ball replacemen...

R
I3 Bookmarks

Automation Package Developer Compliance Analyst Deployment Specialist Process Management Requester | Provisionin Admmistramr‘ Provisioning Configuration Librarian
iy

. utomation Development Appicfions

Provisioning Workflows.
Provisioning Workflow Status
Provisioning Compters
Virualizatien Management
Provisioning Task Tracking
Provisioning Task Defintions

Server Provisioning

\ Provisioning Administration Applications

mx|

‘ Other Configuration and Development Applicafions

aux|

1 Favorite Reports

WWhat s the status of al tasks?

How many tasks are in & specific state?
What workflows have run recently?
1-30f3

oﬂx!

Includes pre-built workflows

to provision Linux on

System z

i Change ContentLayout (EB Display Setings <2 Create New Template 8 Modify Existing Template WS Update Start Cente

Qi 40

LEY

Al i Error Wessage
TPM ' tf

10493 T prETET

10492 Ad ministration TP DevicePowerOft

10491 ZTPN_DevicePowerCn

10,450 ZTPN_DevicePowerOff

10489 ZTPW_VirtualServerBuild

10483 ZTPN_DevicePowerOn
| 10,487 ZTPN_DevicePowerQff

10,486 ZTPN_VirtualServerBuid

10,485 ZTPN_VirtualServerBuid

Set Graph Options 1-100f 80 | [lext Page »
‘ - . |
; Status of my Recent Provisioning Tasks 7 Fiter > () E_j 22X ‘

Provisioning Task Status Start Date

SOAP Run Waorkflow <1344305847458= Success 8612917 P

SOAP Run Warkflow 1344305736937 Success BiB2 515 P

SOAP Run Warkflow <1344297459214> Success BIB/12 6:57 P

SOAP Run Warkflow 1344287645084+ Success B2 414 M

SOAP Run Workflow 1344285150324 Success Bi6/12 349 P

Graphical View 4-50f92 | NextPage »
| i |
Daa MotelObjectFider 7 it * () (] e=x

Obiect D Obiect Object Type:

1,004 Favorite Computers Computer Group

1,005 Favorite Software Group

1,008 50X Group Computer Group

1016 Deployment Engine Service Access Point Device Driver

1018 55H Service Access Point Device Driver

1,020 SNMP VM Service Access Point Device Driver

1022 FTP Service Access Point Device Driver

1024 Telnet Service Access Point Device Driver

1028 Telnet_TS Service Access Point Device Driver

1028 Stack Of Patches Device Driver

Set Graph Options

1-100f 883 | Next Page »

© 2011 IBM Corporation



Load pre-defined standardized system and application
Images quickly for user deployment with TPM

& tpmdem10.demacentral.ibm.com/cgi-bin/deploycgi3
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Add new pre-defined
Linux images quickly
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Linux monitoring of deployed images via Enterprise
Portal ensures successful deployment
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Ability to monitor specific Linux guest resources of
provisioned machine for performance
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Manage overall Health of entire z machine with

W cee

File Edit Wiew Helo

OMEGAMON XE for z/VM and Linux
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OMEGAMON view all LPARSs running on z/OS
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Use Cloud Ready to get up and running quickly, and
supports moving to SmartCloud as needs grow

Cloud Ready for Linux on System z SmartCloud
ﬁjtomation with Cloud \
System Automation for Multiplatform

Security
Resilience

4 Storage

Cloud Backup/Recovery
Tivoli Storage Manager

Cloud Monitoring

ITM (OMEGAMON for z/VM & Linux) Control Desk

_ _ Provisioning
Service Lifecycle Management

SC Control Desk (TSRM)

Automated Provisioning
\T\ivoli Provisioning Manager

* Services for all stages of Cloud on z design & implementation
* Knowledge Transfer & on-going support, as needed.

Monitoring

ITM — IBM Tivoli Monitoring
SC — SmartCloud

16 © 2011 IBM Corporation



(el
jll
u¥|||

[Jn]]
]
I

Accelerate business transformation with capabilities
from IBM cloud offerings

SmartCloud — IBM'’s vision for cloud computing

IBMSmartCloud Foundation

Platform as a Service Technologies

¢ ¥ 8 & &

o o o o System z an obvious choice for cloud
Application Application Application  Application

Lifecycle Resources Environments Management Integration COmpUting:
Infrastructure as a Service Technologies * Leading virtualization capabilities,
massively scalable
'g AN — §§ * Superior user experience
Infrastructur Management Availability & Security and Usage and ¢ Great economiCS

e & Admin Performance Compliance Accounting
Platform
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SmartCloud Provisioning adds automated
provisioning for applications

IBMSmartCloud Foundation

AUTOMATE OPTIMIZED Platform as o Scivics T echnologies
WORKLOADS
= Exploit patterns for standardized et eat —_ T

middleware and application deployment

Infr asuuciuie ¢S a Service Technologies

= Manage advanced image lifecycle and
' S £€
analytics LT QS F % S¥

Infrastructure Management Availability and Security and Usage and
Platform nd Administration Performance Compliance Accounting

= Supports multiple (pluggable) hypervisor
on heterogeneous platforms

Benefits:

Time to market - Demonstrated 35x improvement for deploying new applications

18 © 2011 IBM Corporation
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Smaurt Cloud Orchestration adds control and
automation to private Cloud

IBMSmartCloud Foundation

Platform as a Service Technologies

¢ e & @

Application Application Application Integration
Lifecycle Environmel nts Management

CONTROL

Tivoli Service Automation Manager

Advanced cloud delivery including service
orchestration and runbook automation

Infrastructure as a Service Technologies

IBM Service Delivery Manager

_ & Il £€
S| & | &) §

Infrastructure Management Availability and Security and Usage and
Platform and Administration Performance Compliance Accounting

Advanced cloud delivery including service
orchestration, runbook automation,
monitoring, usage and accounting

Benefits: !
« 40% - 60% reduction of admin costs, through extensive automation of service delivery |
» Achieve standardization of services, resulting in 50% manual labor reduction :

19 © 2011 IBM Corporation
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SmartCloud Control Desk provides IT Asset and
Service Management across entire enterprise

IBMSmartCloud Foundation

Platform as a Service Technologies

Comprehensive IT Service Management solution

* Reduce cost and minimize service disruptions
n A : :
v % @ & @ » Automated service request handling

Application Application Application Application Integration
Lifecycle Resources Environments Management

 Efficient change management,

Infrastructure as a Service Technologies * Optlmlzed asset IlfeCyCIe management

D
KD
N

ce . : :
& (’3 v 2 £€ Integration of Assets, Cls, Tickets

Infrastructure Management Availability and Security and Usage and
Platform ind Administration Performance Compliance Accounting

o= e e e e e e e e = = e e e e = = e e e = = = = =y
1

Benefits: !
* Minimize outages related to changes within IT Operations by up to 70% :
 Increase Process Speed and Efficiency by up to 40% :
 Increase Service quality and responsiveness by up to 60% i
» Optimize Software license usage and bring savings back to the business !
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Smartcloud Monitoring includes capability planning
and analytics

IBMSmartCloud Foundation Cloud Health Visibility and Optimization:
_ _ » Performance and availability metric integration
PO s e EEes VEernainaise for end to end cloud health visibility, optimization
v and assurance recommendations
? K & & &
Application Application Application Application Integration Foundatlon for an EXtenSlbIe CIOUd

Lifecycle Resources Environments Management

Environment:
» Capacity trending and analytics ensure room for
business expansion

Infrastructure as a Service Technologies

fo) & &) &

- ' Performance & Capacity Analytics:
" atom© and Admimstraton Peiormance.  Complance  Acceuntng * Rich capacity optimization recommendations
improve resource utilization and cost

: Client Success I

|
I =Major cloud service provider consolidates 59 development & test labs I
I into 6 centralized labs. I
' |
1 =Utilizing SmartCloud Monitoring, able to increase utilization significantly, I
I increasing VM density by 58% I
I e e e e o o o o e o bt~ "__EE Y 1
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Cloud Ready for implementation today moving to
SmartCloud as business requirements change

* Get started quickly with Cloud Ready
« Add SmartCloud capability over time

* Lots of value from Private cloud on z:
« Automated Provisioning leading to DevOps Integration
* Workload aware monitoring and capacity management
« Automated compliance and reporting

e System z and zEnterprise designed to support Cloud:
« Automated HA and DR at workload level
» Workload level accounting and analytics
» Secure isolation across smarter infrastructure

http://www-03.ibm.com/systems/z/solutions/cloud/index.html
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Thank You for Joining Us today!

Go to www.ibm.com/software/systemz/events/calendar to:

» Replay this teleconference
» Replay previously broadcast teleconferences

» Register for upcoming events
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