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What is new in Messaging

The Messaging agents are in different products now

— OMEGAMON XE for Messaging for z/OS

— ITCAM for Applications agent bundle for distributed

— The agents are supported and developed by the same team, so kept in sync

V7.0.0 added support for WebSphere MQ publish/subscribe to monitor topics and
subscriptions

V7.0.0 added topology views

— Applications connected to the queue manager

— Message Broker and message flow topology views

V7.0.1 updated SMF monitoring data support for z/OS

— Added Topic Manager data and new attributes in Message Manager and Log Manager
V7.0.1 introduced granular security for distributed MQ Configuration component

— Available when Hub TEMS is on distributed platform

— Note that when the Hub TEMS is on z/OS, there was already a similar capability

Support for latest versions of WebSphere MQ and WebSphere Message Broker in both
V7.0.0 and V7.0.1 (but maintenance may be required)
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What is new in Messaging — Coming soon
= In 4Q2010, a monitoring agent for WebSphere MQ File Transfer Edition will be available
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Data collection methods — Sampled data ) ¢

= Sampled data is collected by the agent on an interval defined to the agent

= Examples: Queue Statistics, Channel Statistics, Managers, z/OS SMF data, z/OS Application
Statistics, Message Flow Statistics

= Values returned to a workspace are those collected at the time of the agent sample processing

= Data samples are kept in memory for recent workspace requests and for historical collection if
enabled

= Recommended for regular monitoring by multiple users to reduce requests to queue manager
— Especially when there are a large number of objects in the queue manager

= Recommended for historical collection

— If applicable, data is summarized across the samples feeding into a given historical

collection interval
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Data collection methods — On-demand data

= On-demand data is collected by the agent at the time that the agent processes the query
for the data

= Examples: Queue Status, Queue Data, Channel Status, Current Queue Manager
Status, Message Statistics, Application Connections

= Values returned to a workspace are those just collected in real-time
= No data is kept in agent memory

= |f historical collection is enabled, it will represent a snapshot at the time of the historical
collection interval

= Recommended for monitoring status in real-time

— Caution against constant data requests for workspaces or situations; possible impact
when there are a large number of objects in the queue manager
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Data collection methods — Background-collected data ) ¢

= Background-collected data refers to any that our agents receive from the queue
manager or message broker as they produce it for monitoring

= Examples: MQ Queue Statistics, MQ Channel Statistics, MQSeries Events, Archive
Message Flow Accounting, Broker Events

= Queue manager or message broker is configured to produce the data

= Values returned to a workspace are those produced by the queue manager or message
broker at the time it produced the data or simple calculations from those

= Records are retained in agent memory for recent workspaces or historical collection

= MQ Event monitoring is recommended especially when there are a large number of
objects in the queue manager

= Accounting and statistics data provides attributes good for historical collection as
another alternative to historically collecting on-demand data
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WebSphere MQ monitoring — Out-of-the-box

Sampled data on queues, channels and queue manager providing statistics and
definitions

— Some individual attributes require enablement (as described later)

— Agent parameters allow specifying for which queues and channels to sample data
— By shipped default, all channels and all predefined queues are monitored
Sampled page set information on z/OS only

Error Log information on distributed only

All on-demand data can be queried

— Some individual attributes require enablement (as described later)

Take action and message manipulation

— Take action is allowed by default, and the agent’s user ID is used for actions

— Message manipulation is limited to viewing header (MQMD) information and statistics
— Agent parameters allow specifying security settings related to these features

— Action Log provides audit of MQ: take action commands and message manipulation

You may see that more data is available if you already enabled queue managers as
described later
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WebSphere MQ monitoring — Queue statistics

ey, « In sampled data about queues, some attributes require

Hlz el e HEl configuration in agent parameters; there are 2 options
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WebSphere MQ monitoring — Queue status

= In on-demand data about queues, some attributes require configuration

= Enabled by queue manager queue monitoring configuration

— At queue manager level, set MONQ to value other than Off or None for any queues
that use queue manager setting

— At queue level, set MONQ to value other than Off (value of Qmgr uses queue
manager MONQ setting)

= Attributes: Oldest Message Age, Short Term Queue Time, Long Term Queue Time,
Last Get Date and Time, Last Put Date and Time
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WebSphere MQ monitoring — Channel statistics/status *

= |n sampled and on-demand data about channels, some attributes require configuration
= Enabled by queue manager channel monitoring configuration

— At queue manager level, set MONCHL to value other than Off or None for any
channels that use queue manager setting (low, medium, high rates of data collection
are available); similarly set MONACLS

— At channel level, set MONCHL to value other than Off (value of Qmgr uses queue
manager MONCHL setting)

= Example attributes: Short and Long Term values for Compression Rate, Compression
Time, Net Time, Exit Time, Transmit Queue Time, and Recent Batch Size
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Bl WMOSERIES - GMOS Mumber of Channels e e
B o agent 2 Hinactive Channels
= = windows Systems M ~ctive Recaiver Channsls
CE ThAM358 Cinactive Receiver Channels
[ ~ctive Sender Channels
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Status rame Tvpe Mamte——oreos— | orep I cant KBiSec | Complete | Defn | LILWWID | Messages | Seghlo | Date & Time | Committed | Commitited | Date &7




| IBM Software Group | Tivoli software

WebSphere MQ monitoring — Event messages *
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Event messages are produced by the queue
manager for various conditions and actions

Enabled at queue manager level with some requiring
additional enablement for queue

— Selectively enable queue manager for any of the
various types of events — queue manager,
channel, bridge, performance, configuration,
command and logger

— For performance events, enable queue for depth
and service interval events

— By default agent will consume and process events
as they occur, but there are options for modifying
the agent’s behavior, for example, if you have
other applications that process events

Example events: Channel Stopped, Queue Depth
High, Queue Full, Queue Service Interval High, Put
Inhibited, Get Inhibited, Not Authorized, Queue
Manager Not Active
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WebSphere MQ monitoring — z/0S SMF statistics *x

<2 Navigator = m @ * Provides performance monitoring on z/OS platform via
@< View: | Physical o] & capture of MQ SMF record data
= % = Enabled by system and queue manager parameters:

o Fa Meta — SYS(TYPE(115)) in member SMFPRMxx of

555 M7B SYS1.PARMLIB

@ Applcaton Debuggin — YES for SMFSTAT in CSQ6SYSP macro
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Channel Definibionz

Charrel Inifiator Status Buffer Manager, Log Manager, Message Manager and
Channel Performance TOp|C Manager
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= Example attributes:

Message Manager Performance Percent Available Buffers, GetPage I/O Percent, Unavailable
— Log Buffer Waits, Archive Read Log Percent, Percent Read
Page Set Stalsis Logs Delayed, Logging Suspended, MQPuts Per Second,
. Aueue Definiions - MQGets Per Second, Publications Per Second,
Subscriptions Per Second
L ﬁ Phyzical |
EETnpic Manager Performance S T 0
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WebSphere MQ monitoring — z/OS application statistics 7«

= Provides application MQI monitoring on z/OS platform via hook that intercepts MQI calls

= Enabled by agent parameters:

— SET MQIMONITOR STATUS(INSTALL) MGRNAME(MQM1) BUFFERSIZE(32) -
BUFFERSIZEMAX(512) BUFFERINCREMENTSIZE(32)

— SET APPL NAME(*) MGRNAME(MQM1)

= Statistics are collected and computed for the agent sample interval; they are reported at the
application, transaction/program and queue levels

= Example attributes: Average MQ Response Time, Average Application Time Between
Calls, Percent MQI Failures, Messages Read, Messages Put

= Use TRACE(YES) on SET APPL to also gather detailed Application Debugglng data

== Havigator _lo Application Statistics Summany 1 B R == e = B |
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= & 7011 otal Caun

= B MoSERIES
= MEDC:Z01 1 MAESA
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L] FPublish Subscribe =
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WebSphere MQ monitoring — MQI statistics *

= Provides MQI, queue and channel statistics for distributed queue managers

= Enabled at queue manager, queue and channel levels
— For queue manager statistics, set STATMQI(ON) for queue manager

— For statistics per queue, set STATQ(ON), or at queue manager level for all queues
with STATQ(QMGR) setting

— For statistics per channel, set STATCHL(LOW/MEDIUM/HIGH), or at queue manager
level for all channels with STATCHL(QMGR) setting; also set STATACLS

— STATINT(n) gives the interval length in seconds that records are produced

= By default, agent will consume and process records, but there are options for modifying
the agent’s behavior

Qﬁ Havigator = MM =3 _[lo Hormal Rate -~ =
- View:lF‘hvsical E' [} = . .
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. = = o = et R H
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Ll [mal Statisti = % E E Ime aleum, Ota yte ate,
L Publish Sul Workspace | 3 Ml Statistics
= Take Action... y | B2 Mo Channel Statistics Message Rate
o Physical LinkTa.. v FH «mo cueue Statistics
[T] Ma aueue Statistics Od vaunch. o
B3 sitations... Interval Start Interval End Creat Q Def Q o
s M Split vertically Sa?SZTinie DnateeNS?Tirr:'le Datere&aT?me IS s u“lg'::pBB = Minuli?gsth Maxulggpe)t
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| S ETEM CHANMEL T — (770 NA RS 4T | ORZZANANN4 47 | ORMAMN 21°-25 37 || acal Fradafinan n n
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WebSphere MQ monitoring — Application accounting Y
= Provides application MQI statistics for distributed queue managers

= Enabled at queue manager and queue levels
— For statistics per application, set ACCTMQI(ON) for queue manager

— For statistics per queue per application, set ACCTQ(ON), or at queue manager level
for all queues with ACCTQ(QMGR) setting

— For both, ACCTINT(n) gives the interval length in seconds that records are produced

= By default, agent will consume and process records, but there are options for modifying
the agent’s behavior

= Example attributes: Get Rate, Put Rate, Get Fail Count, Put Fail Count, Commit Fail
Count, Backout Count, Queue Time Average, Queue Time Maximum, Put Max Bytes
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ol Chanfiel Dennion =
L] channel Perfarmance 2.0 1.0
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|;| Dead-Letter Queue Messages
g Error Log ] DDpen Rate
L] mMaseries Events = B ciose Rate = (S s———
] queue Definitions 1 2 20 B rut Rate @ i|:||='ut Fail Rate
kS Z /B Fut1 Fail Rate
|;| Queue Manager Status | §_ Erut1 Rate E] il:leet Fail Rate
] aueue statistics Bl o=t Rate . | B Browse Fail Rate|
] [ABpplication Accountinol M erowse Rate | _
= mal Statistics WWorkspace » | B application Accounting HEETRRES|
L Publish Subscribe L AR » | B v oueue Accounting - AW
2 I _ 73320 094230 17:33:20 09/23/10 17:33:20
=2 Physical LI * hd Date & Time End Date & Time
1 Launch...
[[] @ueue Accounting - | Situations... L F 0O B O =
Application Split vericall Interval Start Interval End Sequence
pr"?lame g Szlit horizontvall\,f re! Date & Time Date & Time ijber RIEEESSY N SRTEATIE LESERE)
? iU TRAT MAITME kM glocal exe = = TEFFD102440020 0952310 17:28:20 O9/23M017:33:20 | 717 |8roo 2 SYSTEM Og
|7 | IbmiTMTMATMB amalocal exe | =  Print Preview.. QUEUE 09/231017:28:20 | 0923M1017:33:20 | 717 5700 2 SYSTEM | 0OF
? iU TRT MAITME M glocal exe @ Frint... T 0952310 17:28:20 O9/23M017:33:20 | 717 g8yoo 2 SYSTEM Og
? ibmMUTRTMAIThMEWMglaocal exe Q Find... EMT 092310 17:28:20 09231 017:33:20 | 717 8roo 2 SYSTEM aB
| #7 [ I T TMAITMEkmMglocal exe Proparios... SVENT 09230172820 | 02310173320 | 717 5700 2 SYSTEM | 0B




| IBM Software Group | Tivoli software

WebSphere MQ monitoring — Historical data

= Most data is available to be configured for historical collection

— Regular ITM historical configuration is required to turn on historical collection and
warehousing features

= Sampled data is different

— HISTORY(YES) must be specified in agent parameters for sampled data to be
retained and processed for historical collection

— Attribute group names for historical data collection are different than the names for
current data

« Contain “Long Term History” in the name
 Attributes available are the same

« For example, Queue Statistics = Queue Long Term History; Channel Statistics = Channel Long
Term History

= Agent parameters indicate the amount of data kept in agent memory for “recent” data
requests, but if history is enabled, more may be retained depending on the interval

— AGGRHIST(n) applies to sampled data — how many recent intervals to keep

— RETAINHIST(n) says how long to retain deleted objects in sampled data, which are
reported mostly for linking to historical data

— RECENTACCOUNTINGSAMPLES(n), RECENTSTATISTICSSAMPLES(n)
— ERRLOGMAX for distributed

— SET EVENTLOG controls Event Log retention except on z/OS (where kept in PDS)
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Message Broker monitoring — Out-of-the-box

[ Broker Summary - WINZK3I-Z-FIX - SYSADMIN
Eile Edit Yiew Help
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== Havigator = MO =
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L,_J Froduct Events

= 21l Broketr|

=l B2
Broker Infarmation
L Broker Events
Message Flow Events

L Broker Statistics

;l Execution Group Statistics

L message Flow Statistics

L] sub-Flow Statistics

|;| CandleMaonitor Maode Statistics

|;| Archive Message Flow Accounting
L] shapshot Message Flow Accounting

L] Execution Group Information

|;| Message Flow Information

L] mMessage Processing Mode Information
L reighbors
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Event data — both Broker Events and Product
Events

“Information” workspaces for components,
broker, execution groups, message flows,
subscriptions, retained publications

Take action is allowed by default, and the
agent’s user ID is used for actions

— Agent parameters allow specifying TEP users
who can issue Ql: take action commands

You may find more data available if you already
enabled brokers

Performance data is typically not available out-
of-the-box |

— The options for this kind of data require
configuration of the broker as described later

Note that this agent does not support on-
demand data — it is either background collected
or sampled
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Message Broker monitoring — CandleMonitor statistics *

= Provides performance statistics gathered by the

B Message Flow Statistics - WINZK3-2-FIX - SYSADMIN

[ ———— CandleMonitor node and summarized in
hre-- U ki (A & 0 & @ & “Statistics” workspaces for sub-flow, message
== Havigator = @O = .
— o = a flow, execution group and broker levels

= —| = Enabled by deploying the CandleMonitor node in

5 s message flows
= Bk2 _ o .
=) Brover information — At a minimum, node must be configured at the

T —— | start of the message flow to gather most
S statistics
L] sub-Flow Statistics . - .
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|;| FPublish-Subscribe Statistics
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1;:'%“' S = Agent samples data collected by the

=N CandleMonitor each statistics interval or adhoc
Execution Group | Message Flow | Status Tfogié?; ?nupra?rgamui? via take action command for “User Statistics”

= Example attributes: Average/minimum/maximum
flow times, average/minimum/ maximum queue
times, average/minimum/maximum message
sizes, input/output rates and counts
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Message Broker monitoring — Message flow events *

= Provides Message Flow Events feature as alert
mechanism for failures in flows

=] Message Flow Events - WINZK3I-Z2-FIX - SYSADMIM

File Edit “iew Help
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Message Broker monitoring — Archive accounting *

= Provides performance statistics gathered by the broker given in archive “Accounting”
workspaces for message flow, thread, node and terminal levels

= Enabled by broker command mgsichangeflowstats -a
— Specify —o XML parameter for agent to be able to get the data.
— Use mqsichangebroker —v to set interval in minutes for broker to produce statistics
— Can issue commands via Take Action to the agent

= Archive accounting is intended for long-term

ﬁ_"auiga‘tur = [

E . . .
- view Prysies . . production broker monitoring, but can be
=N T - enabled and disabled at will, and selective of
@ componens execution groups and message flows
= Sl = Example attributes: _
M i Average/minimum/maximum CPU times,
B oo s a2 average/minimum/ maximum elapsed times,
L Broker Statistics - average/minimum/maximum message sizes,
L Execution Group Statistics . ot .
—Edd i input wait time, counts of commits, backouts,
L Sub-Flow Statistics errors, node and terminal invocation counts
|;| Candlemonitor Mode Statistics
L [Archive Messade Flowes tise ol
L] snapshotmMessaae FI WWorkspace P | H «Archive Message Flow Accounting
|;| Publish-Subscribe Sis Take Action... » E Archive Thread Accounting
L Execution Group Inforn - /| Archive Mode Accounting
L] Message Flow Infarm ik T g 5 Archive Terminal Accaunti
- o i ] Laurnch... = e
-lwl Pl | Situations... - hMessage Flow
E Archive Message Flow Accounting m S el ereally
. = Split horizontally -
Execution | Message Start End . - put Byte | Avo Elapsed | Max Elapsed | Min Elap
Graup F Loy Diate & Time | Date & Tim '%' Frint Prewview. Rate Tirme Tirme Tirme
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Message Broker monitoring — Snapshot accounting

= Provides performance statistics gathered by the broker given in snapshot “Accounting”
workspaces for message flow, thread, node and terminal levels

= Enabled by broker command mqsichangeflowstats -s
— Specify —o XML parameter for agent to be able to get the data
— Can issue command via Take Action to the agent

= Snapshot accounting at 20 second interval is intended for problem determination of
message flows, and is not recommended for long-term production broker monitoring

= tavgsor VWM—-—:EE = Example attributes:
S @opssen = Average/mllnllmum/maX|.mum CPU tlme§,

_ = Productevense average/m!n!mum/ maximum elapsed tlmes,

average/minimum/maximum message sizes,

input wait time, counts of commits, backouts,

= B2
. errors, node and terminal invocation counts
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L] Broker Events
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|;| Eroker Statistics
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L sub-Flow Statistics
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L] Execution Group Informati Take Action vy | E2 Shnapshot Thread Accounting
|;| Message Flow Information . E Shapshot Mode Accounting
) R, PO SN - VR PN N Pap Link To... »
4 i Snapshot Terminal Accounting

Launch...

== Physical

EI Snap=hot Mes=sage Flow Accounting

Situations... hes=age Flouw

Execution
Group

hMessage
F o

Start

End

Date & Time

Date & Time

Split harizontally

T3
=
m Split vertically
=
&

Frint Preview...

Bvte

{=]

Ao Elapsed
Time

Max Elapsed
Time

Min Elapsed | ~

Time




| IBM Software Group | Tivoli software

Message Broker monitoring — The choice

= Typically, a choice is made between using CandleMonitor node and accounting statistics

Advantages of broker accounting statistics

— Can be configured dynamically with command, using Take Action if desired
— Has CPU timings down to node level

— Has error counts and node invocation counts

Disadvantages of broker accounting statistics
— Can affect performance of broker, especially Snapshot data
— Archive interval has a minimum size of 10 minutes

Advantages of CandleMonitor statistics

— Message Flow Events available including automatic events for exception in flow
— Statistic sample interval can be lower and is one minute by default

— Performance of broker is not impacted

Disadvantages of CandleMonitor statistics
— Modification of message flows required; kgipnode.cfg change requires broker restart
— No CPU timings
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Message Broker monitoring — Publish-Subscribe statistics *

= Provides performance statistics gathered by the broker given in publish-subscribe and
multicast summary, group and topic workspaces

= Enabled by broker command mqgsichangeproperties <broker name> -e <execution
group> -0 DynamicSubscriptionEngine -n statsinterval -v <time interval>

— Specifying a non-zero time interval (in milliseconds) enables data
— Can issue command via Take Action to the agent

ﬁl\lauiga‘tor = 1. H
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= %ﬂ‘iiﬁpmms * = Example attributes:
&G ol prokar Client and neighbor messages/bytes sent,
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Message Broker monitoring — Processing node data *

= Provides detailed broker configuration data for Processing Node Information, Processing
Node Attributes and Message Flow Topology workspaces

= Enabled by agent parameter
— Specify defaultCollectNodeData="YES”

= Default is NO because some sites have an enormous amount of data that impacts the
time it takes to initialize the agent and recollect the data when a broker deploy occurs

— Improvements in V7.0.0 and above agent do help with this issue

= Example attributes: Attribute name, description and value; internal attributes required
for drawing topology view similar to that in Message Broker Toolkit
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Message Broker monitoring — WMB V7

-
e = WebSphere Message Broker Version 7
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Message Broker monitoring — Historical data

= All broker data is available to be configured for historical collection

— Regular ITM historical configuration is required to turn on historical collection and
warehousing features

= “Accounting” attribute groups will record only archive accounting data by default

— defaultHistoricalAccountingType agent parameter can change this, though not
recommended

= defaultPersistentBrokerData="YES” allows agent to receive accounting and event data
from period when agent is down

— But if you leave the agent down for long periods, this is not advised due to buildup

= Agent parameters indicate the amount of data kept in agent memory for “recent” data
requests, but if history is enabled, more may be retained depending on the interval

— defaultRetainRecentArchiveSamples(n)
— defaultRetainRecentSnapshotSamples(n)
— defaultRetainBrokerEvents

— defaultRetainFlowEvents

— retainProductEvents
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Recommendations (1)

If large number of objects (queues and channels):

— Use WebSphere MQ Events if possible for situation alert monitoring
» For example, Queue Depth High, Queue Full, Channel Stopped

— Use the configuration parameters to limit number of objects monitored to those
necessary
- SET QUEUE, SET CHANNEL and SET APPL agent configuration parameters

— Can limit to particular names
— Defaults that help for large number of dynamic queues: SET QUEUE QDEFTYPE(PREDEFINED) and SET
APPL STATISTICS(NODYNAMQ)

* Queue manager MONQ, MONCHL, STATQ, STATCHL, ACCTQ all can be specified for only
certain objects of interest

— Reduce the amount of data kept in memory

+ Defaults that heé) AGGRHIST(15), RETAINHIST(120), RECENTACCOUNTINGSAMPLES(5),
RECENTSTATISTICSSAMPLES(5)

Use on-demand data in situations in which you cannot tolerate the delay that a sample
interval causes

— For example, Queue Data gives the Put and Get inhibited status and Percent Full as
also available in sampled Queue Statistics

z/OS SMF data gives good monitoring data about your queue manager at low expense
— On distributed, enabling MQI Statistics at the queue manager is recommended at a
minimum

As discussed, choose either CandleMonitor or broker accounting statistics to monitor
your broker message flows — usually you do not need to have both
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Recommendations (2)

'mm History Collection Configuration

= Don’t configure history “on” for all attribute groups — too much data!
— Duplication between sampled and on-demand data is a waste
— Sampled data attributes will cover historical interval where applicable; not a snapshot

- Sampled and/or background collected data is usually recommended for recording

+ Exception: If you use MONQ, you may want to historically record Queue Status
snapshots

— With new ITM configuration capability, you can limit to recording only rows for queues with
MONQ activated

— Can replace the need for using Message Statistics attribute group for oldest message age —
and note that Message Statistics only has data in history that match queues that have
Message Statistics situations active for them

— You probably don’t need to record definitional data historically

= |TM allows you to direct different historical configuration settings to different managed
systems now; you can also configure filters for historical like with situations

= Your historical collection interval should be an hour or less (preferably less)

— The longer your historical collection interval, the more memory your agent is going to
need to keep data around for historical recording

: B 'S @ -
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Recommendations (3)

= MQ monitoring attribute groups to consider for historical recording:
— Queue Long-Term History
— Channel Long-Term History
— Current Queue Manager Status

— z/0S: Message Manager Long-Term History, Buffer Manager Long-Term History,
Log Manager Long-Term History, Page Set Long-Term History

— Distributed: MQI Statistics, MQ Queue Statistics, MQ Channel Statistics
— MQ Action Log (pre-configured “on” for action audit)

= Message broker monitoring attribute groups to consider for historical recording:
— Broker Information
— Broker Events

— Message Flow Events (if used)
— Message Flow Statistics or Message Flow Accounting
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Documentation References

= Table defining which MQ monitoring attribute groups are sampled, on-demand and
background-collected:

= Listing of all MQ monitoring attribute groups and attributes:

= Listing of all message broker monitoring attribute groups and attributes:

= Reference for configuration required for optional MQ workspace data:

= Information about setting STATISTICS(YES) on SET QUEUE:

= Information about setting access to Message Manipulation features:

= Comparison of CandleMonitor and broker accounting statistics:




