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Agenda

 What is new with OMEGAMON XE on z/OS 4.2.0?

 z/OS Workloads - where is the pain today?

 Exploring one z/OS LPAR – Lets do it !

 Perplexed with your Sysplex?

 z196/z10 Processor’s – Come in all shapes and sizes

 z/OS Storage – what’s up with Virtual and Real? 

 z/OS DASD, DASD and more DASD exploring

 Let OMEGAMON explore 24X7 for you !
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Exploring z/OS with OMEGAMON XE on z/OS

What is new in OMEGAMON XE on 
z/OS 4.2.0?
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OMEGAMON XE on z/OS 4.2.0 updates

 z/OS 1.12 Currency Support

 Enhanced Critical Memory Alerts using z/OS ENF signals 

 Address Space Storage by Subpool and Key and LSQA 

 Enhanced HiperDispatch support

 LPAR Group Unused Capacity 
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OMEGAMON XE on z/OS 4.2.0 Important links: 

zAdvisor: http://www-01.ibm.com/software/tivoli/systemz-
advisor/2009-12/omegamon-xe-version-420.html

 Information Center: 
http://www.ibm.com/developerworks/wikis/display/tivolidocce
ntral/Tivoli+OMEGAMON+XE+on+zOS

 Service Management Connect for System z (SMC)
https://www.ibm.com/developerworks/servicemanagement/z/i
ndex.html

 zWiki: 
http://www.ibm.com/developerworks/wikis/display/tivoliomega
mon/Tivoli%20OMEGAMON%20XE%20on%20zOS

http://www-01.ibm.com/software/tivoli/systemz-
http://www.ibm.com/developerworks/wikis/display/tivolidocce
https://www.ibm.com/developerworks/servicemanagement/z/i
http://www.ibm.com/developerworks/wikis/display/tivoliomega
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When Exploring – may need GPS/map to help navigate 

SYSPLEX LEVEL on the 
Tree

LPAR LEVEL on the Tree
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Exploring z/OS with OMEGAMON XE on z/OS

z/OS Workloads – Where is our pain 
today?
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Sysplex Service Class – Pain identification 

What 
Service 
Class is 
having 
issues?

Are the issues with 
lower importance 

work?
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Service Class – Sysplex WebSphere Addr Spaces

What LPAR and What Address 
Space in this Sysplex Service 

Class are needing what resources?
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Service Class LPAR WebSphere Addr Space CPU

“High end cpu 
users” on this 

LPAR?
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Service Class – Sysplex CICS Addr Spaces CPU

We see the 
I/O regions 
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Service Class – LPAR Navigation to Enclaves

What 
about 

DDF, zIIP, 
Enclave 

usage and 
issues?
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Service Class – LPAR DDF Enclave CPU usage

Check out 
Enclave CPU 

usage by 
Token
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Service Class – LPAR Address Space CPU Usage

Any 
zAAP

rollover 
to 

CP’s?
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LPAR WebSphere Workflow Analysis

Other 
OMEGAMON’s

on the Tree
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Service Class – LPAR Address Space Bottlenecks

Left Brain 
ViewRight Brain View
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Exploring z/OS with OMEGAMON XE on z/OS

Exploring an LPAR – Lets do it !
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z/OS LPAR/System 4.2.0 Health workspace

1) Warnings to review

2) CPU 
running hot?

3) Which address 
spaces using CPU the 

most?

4) Any JOBS waiting for 
datasets or other ENQ lock out 

issues?
5) Common Storage 

usage issues?
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CPU Loop Warning alert – helps with loopers:

SP13 warning –
looping address 
space detected
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Development Systems = Target Rich Environment:

For the Month of Nov – List 
of 8 Looper warnings on 5 

LPARs detected !
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LPAR – SP13 – JOB = PLDSIP51:

Job – PLDSIP51 
is detected as a 

looper !!
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JOB – PDLSIP51 – Wait/use details:

Only using CPU and 
waiting on CPU

Magic happens here in 4.2.0  –
Does the address space do any 

NON CPU items????
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Look at detailed CPU Use numbers:

Since started at 10:45 am till now 2:00 
pm ,used 3839 cpu tcb seconds
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Overall LPAR impact at CPU use level:

LPAR CPU -
Pegged at 

100%
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Check back at usage – up to 5676 secs cpu:

By 2:34 PM now up to 5676 
tcb cpu seconds !!
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Link to Inspect Data Shows Hot Spot Offsets
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Additional Inspect Data Shows CSECT Hot Spots
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You take action to cancel LOOPER
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Now this one looks like  a LOOPER

High CPU 
usage
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CPU Loop Index tells you to relax !!

Index factors 
in the I/O 

going on by 
the job
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A overnight Looper– over 50K z10 cpu seconds:

Left without action –
Job loops all night !!
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Many good 
workspaces 
to explore 

USS 
performance 

in XE
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High Process 
CPU user
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Out of 
Control 
Process
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Thread ID of 
Process –
LOOK AT 
THE CPU 
USED !!
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Was a Process 
LOOPER and we 

cancelled it.
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Getting any HiperDispatch benefits yet?

HiperDispatch 
Active ??
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The HiperDispatch Details – IF 1

z/OS view vs
z196 view

CP by CP view
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Unused Group MSU’s average for the LPAR – IF1

How much room do 
we have left on this 

LPAR?
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In 4.2.0 – USS - UNIX Processes, files, MFS, zFS

Full set of USS 
monitoring 

Workspaces
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Running out of USS, Internet, IPV6 Sockets?

Sockets info to 
alert on – Are we 
running OUT of 

sockets?
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USS zFS monitoring added in 4.2.0:

Kernel 
Operations 

Details
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USS zFS User Cache monitoring in 4.2.0:
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4.2.0 – Suspend Lock Information – RMF-collects: 

Suspend Lock 
Spin Locks Held

Spin Lock Waiters
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Exploring z/OS with OMEGAMON XE on z/OS

Perplexed with your Sysplex?
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XCF Systems – who is talking to whom?

Class, Paths  
From, To, 

Status
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XCF Classes – How we doing?

The 
details 

are 
here !!
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XCF Groups – Who has problems?

Check out the 
Problem 
Status 

members
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XCF Paths – An alert on a problem !
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XCF Path issue – Expert Advice
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Whats up with the CF’s in our Plex?
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Whats are the CF’s detail stats in our Plex?

Check out the 
detail activity to 

the CF
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Do we have any structure(s) in our CF?
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Who is using that structure in our CF?
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Plex wide Enqueues – RRS in this example?
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Exploring z/OS with OMEGAMON XE on z/OS

z196/z10 Processors – Come in all 
shapes and sizes !
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What is the LPAR Setup, Busy and weight Info?

How is my z10 
addressing 

the LPAR cpu
needs?
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z10 - CPC Capacity Upgrade/Provisioning – 4.2.0
New Attributes: 
•TempModel, ID, 
Permanent Capacity  
• OOCoD/CPM, CBU 
Adjustment 
indicators

YES – added 
capacity !!
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New in 4.2.0 - zIIP exploitation (redirect OMEGAMON 
collection cycles to zIIP)

 OMEGAMON XE on z/OS DASD data collection 
processing is redirected to zIIPs where these are 
available. 
 Redirection of processing occurs by default. 
 zIIP redirection may be disabled by adding a 

“KM5ZIIPOFFLOAD=NO” statement to the 
RKANPARU(KDSENV) parm file.
 A specific area of OMEGAMON XE DASD analysis 

was selected for zIIP redirection.



© 2011 IBM Corporation60

Who is using the zIIP? – look at enclaves?:

zIIP Processor 
being pushed
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What is the zIIP processor doing?:
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Batch job – Which job is doing what?

Batch workload 
hitting the zIIP !!
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SMINCIDC LONG SQL – lots of GETPAGES:

End result – Normal DB2 job doing 
what it does and ends in a bit over 6 

hours !!
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ICSF status in the Plex
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Service Call Performance – for the LPAR
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Exploring z/OS with OMEGAMON XE on z/OS

What’s up with zOS Virtual or Real 
Storage ?
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LPAR - ECSA Allocation Warning

Very important to monitor 
ECSA issues !
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LPAR view of Common Virtual Storage usage

Oh my, ECSA is 
over 90% and 

growing
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IF1 - Common Storage subpools and key usage view 

ECSA SP 241 
Key 0 and 7 are 

the big areas



© 2011 IBM Corporation70

The “Real Storage” LPAR usage view 

Where are the 
real frames used 

now in z/OS

IF1 - Frames 
used % - for 
Real Storage 

usage?
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The “Real Storage” z/OS alert is active now 

Looks like this is not 
a one off issue
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The “Real Storage” Alert trends on the LPAR  

We have a Real 
Memory starved 

LPAR 
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Address Space usage of Storage -overview

Address Space 
Storage overview, 

Common use or IF1 -
LSQA view 
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Address Space Real and Virtual Details

Which address 
spaces using the 

most Real or Virtual 
Storage?
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Monitored Address space LSQA usage – IF1 

Are your Server 
Address Spaces 
running out of 

LSQA or ELSQA?
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L

We can chase 
ECSA/Common 

usage by Address 
Space
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Here are the big 
ECSA users, 

*SYSTEM* and  
NET33



© 2011 IBM Corporation78

Look at the Large 
ECSA Orphaned 

Storage Elements !!  
This can be the root 
cause of over use of 

ECSA problem.
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Exploring z/OS with OMEGAMON XE on z/OS

zOS Dasd, Dasd and more Dasd
exploring ?
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Shared DASD Groups in the Sysplex

What groups 
and devices in 

the plex are 
getting hit 
hardest?
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Shared DASD Group in the Plex

Which LPAR 
in the Plex is 

getting 
impacted the 

most?
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LPAR – z/OS DASD view

Checking 
for long 

response 
time, delay 
times ,etc
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Exploring z/OS with OMEGAMON XE on z/OS

Let OMEGAMON explore 24X7 for you !
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It is all about Situations  – Availability, Performance 
exploring

 Situations are the building blocks of systems management 
logic in the Tivoli Enterprise Portal (TEP)
 Situations may be used to highlight performance problems 

within z/OS resources
Monitor z/OS resource usage (CPU, Storage, I/O)

Monitor z/OS sysplex effecting items (Locks, XCF, CF)
 Situations may be used to identify z/OS problems that impact 

availability
Monitor application availability

Monitor major subsystem (CICS, IMS, DB2) availability
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Situations–Highlight Performance And Availability Issues

Flyover pop-up 
shows the name of 
the ‘situation’ alert

Click to see alert detail
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TEP – Enterprise Console - Overview
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Is everything just fine? (or not !) 
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Tivoli Event Console (TEC) and Netcool/OMINbus event 
forwarding enablement- 4.2.0
 With Tivoli Enterprise Console (TEC) or Netcool/OMNIbus, in 

addition to IBM Tivoli Monitoring, to manage events, you can now
forward events reported by OMEGAMON XE on z/OS monitoring 
agents to these event management products. 

 Before events can be forwarded, event forwarding must be 
enabled on the hub monitoring server, and a default destination 
server must be defined. In addition, the TEC or Netcool/OMNIbus 
server (the event server) must be configured to receive the 
events, a forwarding process must be installed on the event 
server, and, for events forwarded to TEC a baroc file for the agent 
must be installed and imported on the event server. 

 After situation forwarding is enabled, by default all situation events 
are forwarded to the specified event server. However, you can 
customize which situation events are forwarded and to which 
event server, using the Situation editor in the Tivoli Enterprise 
Portal.  
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Tivoli Event Console (TEC) and Netcool/OMINbus event 
forwarding enablement, TEP … Situation definition:
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Tivoli Event Console (TEC) and Netcool/OMINbus event 
forwarding enablement, … TEPS Console (ITM events):
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Tivoli Event Console (TEC) and Netcool/OMINbus event 
forwarding enablement, … TEC Console (forwarded events):
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Tivoli Event Console (TEC) and Netcool/OMINbus event 
forwarding enablement, … Netcool Console (forwarded events):
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Summary

 What is new with OMEGAMON XE on z/OS 4.2.0

 z/OS Workloads - where is the pain today?

 Exploring one z/OS LPAR – Lets do it !

 Perplexed with your Sysplex?

 z196/z10 Processor’s – come in all shapes and sizes

 z/OS Storage – what’s up with Virtual and Real? 

 z/OS DASD, DASD and more DASD exploring

 Let OMEGAMON explore 24X7 for you !
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Thank You for Joining Us today!

Go to www.ibm.com/software/systemz and click on events to:

 Replay this teleconference

 Replay previously broadcast teleconferences

 Register for upcoming events

http://www.ibm.com/software/systemz

