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Automation Helping Enterprise Service and Continuity

= |T challenges = Reasons for planned downtime
« Downtime unaffordable * Maintenance
* Heterogeneous environments * Tests
« Complexity

= Reasons for unplanned downtime
* Operator errors

« Application failures
 Environmental failures

= Customer pressures
 Application availability
» Operations complexity and costs

« Automation implementation and
maintenance costs

* Education requirements related
* Rapid change of IT infrastructure

e | oss of business £

e |_oss of customers — the competition is just a mouse click away i\t

e |_oss of credibility, brand image and stock value X
(il
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Using Automation to Mitigate Risks

= High availability to provide for continuous application processing in the event of an
unplanned outage

= Enterprise-wide continuous availability that accommodates planned outages with minimal
to no impact to the business

= Recovery from disasters that may be caused by nature, deliberate attack, or human error

Repeatable and reliable recovery times

Affordable and frequent testing

S Reduce
&  Cost

Risk ¥
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Reporting for Effective and Efficient Automation
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Alerts and Notification to Enhance Automation

= Flexible model for

scheduling call outs July 2-16: vacation
3:00-9:00 pager
2:45-8:00 email-2
7:00-2:45 email-1

Escalations

= Allows individual notification
preferences

08:00-09:00 pager
14:00-16:00 emall
17:00-24:00 SMS
Sep01-20,2006 vacation

-~

\J.

= Can be used to activate a
blackout period for a given
escalation ID (to prevent
alert flooding)

Stopped with an
acknowledgement 9:30-6:00 voice

8:00-9:00 email
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Ad-Hoc Notification

f ns Console - r orer
@ ~ | & https:/flocalhost:8043bm/consoleflogin. ¥ | 'f Certificate Error ||E| |E| |Live Search |2~
File Edit WView Favorites Tools Help
W Iﬁmbegatedsmmcm l_l - dmh - ;b Page - ) Tools -
=]
|ﬂtﬂp’ﬂ‘[ﬂﬂ$d“ﬂﬂﬂ3 [:i]l'mlﬁ Welcome iscadmin Help | Logout L —
[ hew: [
welcome

Select an ID and specify a priority as well as a message text.

Security

Users and Groups

e
[ Troubleshooting E] ||'" Select Action ---

[l sAIOM Alert Escalation Select J User ID J First name J Last name J Deascri
Abgut I:‘ jowin Jon Winther
Manage policies
eAE Page 1 of 1 Total: 1 Filtered: 1  Displayed: 1

Manage alerts

E Ad hoc notification =
Servers Include user schedule(s)
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Motify group Message text
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At-A-Glance Status of Notifications

Event history ?7-0

L nae——=r
Select | Time stamp Alert ID ~ | Esc. 1Dy -~ | Esc. L... = | Ewent type ~ | Info S
Filter = 4,797 Filtar Filtar Filter Filtar
O 19.02.2007 15:38:48 4797 SMS_ESCALATION 1 Status change new status=exhausted
G 19.03.2007 15:38:48 4797 SMS_ESCALATION 1 Escalation end total notifications: 2
G 19.02.2007 15:38:48 4797 SMS_ESCALATION 1 Escalation level level expired
and
0 19.02.2007 15:33:49 4797 SMS_ESCALATION Helper script end result from MNotifyEmail(5)
result=0K desc=
C) 19.03.2007 15:33:48 4797 SMS_ESCALATION 1 Helper script NotifyEmail.rex started with 2
invoke recipients
C) 19.02.2007 15:33:48 4797 SM5_ESCALATION 1 Person user=Gunnar notificaticn=email
processing
O 19.02.2007 15:33:48 4797 S5M5_ESCALATION 1 Person user=Christa_eMail
processing notification=email
O 19.02.2007 15:32:48 4797 SMS_ESCALATION 1 Escalation level duration=3 minutes
start
O 19.03.2007 15:32:48 4797 SMS5_ESCALATION Escalation start ING140I ALERT 'OS_PROBLEM'
FOR 'IOMBROKEN/APL/SATL' ON
'SAT1' AT 17:33:40 2007-03-19
O 19.023.2007 15:332:47 4797 SMS5_ESCALATION Alert arrival
Page 1 of 1 Total: 10 Filtered: 10 Displayed: 10
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W IBM Tivoli System Automation
Automation Across Diverse Platforms

‘zSeries

PC Systems .-~

S<

Adapter
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IBM Tivoli System Automation

Graphical Interface to Automating Distributed
Platforms ——————
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High Availability for Business Critical Applications

{sillii'egtun (sillii'egtun Database server oA Shared Database server
B
:
g ® Request
g for
g ABAP Engine Central Services Central Services
g o . p
: icfluscl owJcoreco R Ren]
s W e B o a0 BB e
Application server Application server
BEX0 ek Engine  contial’ J2EE ABAP  GW J2EE ABAP  GW
Services
SAP system is complex SAP operation is complex
get=

» Policy-based, “out of the box” support, with powerful grouping and
relationships — no coding required
» TSA provides continuous availability for critical mySAP components by:
= Start, stop, restart, failover, and monitoring
= Supporting new mySAP replication server to
» Enhance performance
= Avoid single point of failure and data loss

_ _ S A " Certified
» Reducing planned outages (e.g. enable rolling 'kernel' upgrade) Integration
12 September 2009 © 2009 IBM Corporation



http://www.sap.com/index.asp

W IBM Tivoli System Automation

Automating Recovery of an SAP Enqueue Server

Rules are defined in the automation policy
= Enqueue Server, Message Server and IP are collocated
= Enqueue Replication Server staris after ES
= ERS is anti-collocated to ES
= ES collocated to ERS if online and ES offline

Tivoli System Automation Actions:

1. Ensure correct start-up sequence /
node of ES and its prerequisites

2. Ensure correct start-up sequence /
node of ERS

3. Recognize Node 1 failure

4. Failover ES and its prerequisites to
Node 2

5. Connect the SAP application server
to VIPA on Node 2

0. Wait for information transfer from

ERS to ES through shared memory
7. Move ERS to Node 3
8. Resume SAP operations Application Server

13 September 2009 © 2009 IBM Corporation
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Crisis Management Based on Documentation

Collaboration
Email = |

Workflow

Alerting and
Notification

Automation | o »
Engine
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Trigger
Message

: Alerting and
AUETIEION | pamgd LIPS g Notification @;

BCPM ensures successful recovery via pre-tested ITIL compliant automated processes
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Recovery Plans and Testing Tailored to Your

Business Needs

Classification,
Cl-Relationship,
SLA,
Execution History,
Recovery Options

Approval Role
and Supervisor

Auto Approval
Flag

.
Outage Auto- S
—> = —» Approve e >RSI\ IM—> Appr.? - > @ Notification
w Analysis 2 PP < Templates
Auto-Approve +
Declare
Disaster

Execut Verif Declare
> y Disaster
Plan Recovery o

Finished

Notification
Templates

16 September 2009 © 2009 IBM Corporation




W IBM Tivoli System Automation

o]
A8

Integrating Automation with Monitoring and
Business Service Management

with Tivoli Enterprise Console (TEC), Tivoli Netcool/Omnibus, and Tivoli Enterprise Portal (TEP)

Tivoli Enterprise

Tivoli
Console (TEC)

or i Enterprise

Tivoli Netcool/ |SeSeLlLISINEET bt Portal (TEP)
Omnibus S Gsas.

AM TB09 DRLUEOSEDEHLES ST W@

.......
ot

1) Automation feeds

status changes
(including aggregated
application information)

2) Launch in context i Automation Resource
from TEC into Automation &

U AR

into TEC or Omnibus

Automation

Tivali Feee o2/~ launches in context
System Automation = to TEP

Application Manager
(SA AM)
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Integrating Workload and System Automation

TWS Network
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i i E i Tevall m
\ ) E E H . falat & teated | | et
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. . c » o mrewusl v ' i
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77 ‘ in a matter of seconds. | = : S
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= Automatic and safe implementation of failover scenario
= High availability of workload automation

= Zero downtime

18 September 2009 © 2009 IBM Corporation
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Tivoli Provisioning Manager High Availability
Provided by Systems Automation

=  System Automation provides:

. . Service IP Resource Grou
 Monitoring i e

* Failover management 4
- Dependency management SN
e Service IP management Failed Standby
¢ Resource group management

©

Service IP

1. System Automation monitors the

environment Shared
Storage

Wt

2. System Automation will detect failure
and manage dependencies of the

monitored elements E ?
3. System Automation will restart 2 2

monitored elements within the resource DBMS LDAP Standby
group based on the automation policies

—
i)
@ |
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Continuous
Availability of Data
within a Data Center

Continuous Availability
& Disaster Recovery
Metropolitan Region

Disaster Recovery at
Extended Distance

Two Data Centers
Systems remain active

Single Data Center
Applications remain
active

Automated D/R across
site or storage failure
No data loss

Near-continuous
availability to data

—)

GDPS/PPRC HM

GDPS/ PPRC HM
GDPS/PPRC

Two Data Centers

Automated
Disaster Recovery
“seconds” of Data Loss

--.---..:ilIlIlll

GDPS/GM (blue line)
GDPS/XRC (red line)

Continuous Availability
Regionally and Disaster
Recovery Extended
Distance

Three Data Centers

Data availability
No data loss
Extended distances

1k

! L]
i g 0£as
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GDPS/MGM
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IBM Tivoli System Automation

IBM Tivoli Automation Resources

= Resource Links = Demonstrations
* Business Continuity Process Manager web site » Business Continuity Process Manager
demo

e GDPS web site
* System Automation Application Manager web site

* System Automation for Integrated Operations
Management web site

e System Automation for Multiplatforms demo

» Tivoli Workload Scheduler demo

+ System Automation for Multiplatforms web site
* System Automation for z/OS web site

* Tivoli Workload Scheduler web site

= |nteractive Forums

e Online discussions with customers and
IBM specialists about these solutions

* Product specific forums

= Annual User Conference

» Subject specific presentations
delivered by customers and IBM
specialists

» Excellent opportunity for interaction
and discussion

September 2009 © 2009 IBM Corporation



http://www-306.ibm.com/software/tivoli/products/business-continuity-process-mgr
http://www.ibm.com/systems/z/advantages/gdps/
http://www-306.ibm.com/software/tivoli/products/sys-auto-app-mgr/
http://www-01.ibm.com/software/tivoli/products/sys-auto-iom/
http://www-01.ibm.com/software/tivoli/products/sys-auto-iom/
http://www-306.ibm.com/software/tivoli/products/sys-auto-multi/
http://www.ibm.com/software/tivoli/products/system-automation-390/
http://www-01.ibm.com/software/tivoli/products/scheduler-zos/
http://www-01.ibm.com/software/tivoli/library/demos/bcpm.html
http://www-01.ibm.com/software/tivoli/library/demos/bcpm.html
http://www-01.ibm.com/software/tivoli/library/demos/tivoli-system-automation.html
http://www-01.ibm.com/software/tivoli/library/demos/twa-demo.html

W IBM Tivoli System Automation
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| 1BM Tivoli System Automation
IBM Tivoli’s Business Continuity Strategy Delivers
Automation and Resiliency to the Enterprise

1ab236266 % |

nnnnnnnnnnn

« High availability

e Continuous application processing

Business Investment

» Fault tolerant cluster failover

e High availability for composite
applications

» Mainframe to distributed
heterogeneous environments

» Alert escalation

e Enterprise business continuity and

automation

v'SA Application Manager
v SA IOM

* Alert escalation

v'SA for z/0S

v SA for Mutiplatforms

p” BCPM " Design
v SA IOM /  Solution

e Protection against unplanned
outages

» Management of planned outages

« Site failover of the entire business
environment

e Disaster recovery
» Alert escalation

Business Continuity Solution Value

>

24 : ‘ September 2009 © 2009 IBM Corporation



IBM Tivoli System Automation

Automated alert and |
escalation mapagehient

Adjunct to automation and
high availability solutions for
remote management,
alerting, and escalation

stand-alone servers

SA z/OS>

Event automation

Complex application automation
for heterogeneous clustered and

-
.
e
-

App

Business continuity workflows
process management

Distributed server clustering with
heterogeneous platform support

.. .
""""
-, 3

» Extends high availability
across clusters and
heterogeneous
environments

* Integrates operational
capabilities end-to-end

» Standalone high
availability for

for z/OS

25

Foundational z
automation
technology

distributed platforms

* Integrated high
availability across
platforms

_—

September 2009

* Provides automated
solutions to improve
business resiliency

» Leverages
automation
technology for
service management
and business
continuity
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Application Level Automation in Complex Environments
= Policy based management for ease of configuration
= Pre-defined policies to accelerate deployments

Enterprise-wide View for Resilient Resource Management
.y = Single point of Control across heterogeneous environments
= Minimize unique skills required to support various IT silos

Scalable, Flexible and Open to Meet Future Demands

= Unique capability to support 3" party cluster technologies for customer
investment protection and migration strategy o
= Integration with Tivoli ISM portfolio to provide integrated solution extensions P&

: Built on Proven Technologies

«* = |BM Cluster technology deployed in 1000s of Sysplex and distributed
environments

= |everage proven cluster technology for distributed automation engine
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