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As the world gets smarter, demands on IT will grow

Smart traffic ~ Intelligent Smart food Smart
systems oil field systems healthcare grids

technologies

Smart water ~ Smartsupply  Smart Smart Smart Smart cities
management  chains countries weather regions
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The World is Changing and Becoming More...

Instrumented
\ 17
P 4

Interconnected

Intelligent
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The World is Changing... and Data Centers want
more...

Rationalization

\ 17

~ P Consolidation

Virtualization

Automation

Optimization
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IT is Undergoing a Transition...

2. Virtual
Systems
0S > VM

Hypervisor
Storage
Servers

/

/" 1.Physical )
oS

Storage
Servers

System Mgr

System Mgr

: = Virtual systems,
= Physical systems, storage and network

storage and network
g = Moderate resource

= Low resource utilization
utilization . Legend
_ | = Low bandwidth links T
= Low bandwidth links : : :
= Manually intensive — Fibre Channel

= Manually'intensive management —— Converged Fabric
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.... to a Dynamic Infrastructure Model A DO

e || Virtual System
To a Dynamic ( 3. Cloud Building))| .-
Infrastructure Block (CBB) y -
model (TR
. i (3 & 4) OO St RN
Industry is transitioning TN T 1 ) S U 0 O
from1 &2

2. Virtual Service Management . Vv "--";
/ Sys’[ems \ g 5|—‘VM é%’
; \ I%E T |[Hypervisor

1. Physical oS> WM - N
@ .7 == = 5 5[ Servers | £ B[ Servers |

: = 5 © = o || Network E

) = 7 o Network E :

@ | Storage 3 = Integrated DC wide,

(% Servers = VMs automatically service management
=y & ULV T (L) = Cross DC VM migration
g -~ = Virtual systems, network & storage state requires Core sw%ch :

= Physical systems, storage and network anywhere within a CBB. Korchestration /
storage and network VLG AD e = Automated, integrated
= Low resource utilization management
utilization , , e i Legend
= Low bandwidth links Ign banawidin links, S e
* Low bandwidth links _ _ enable converged fabric )
= Manually intensive — Fibre Channel

= Manually intensive management * High resource utilization — Converged Fabric

"""""" vpumizing ine
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Virtualization Journey
with Integrated Service Management

Consolidate
Resources

Workloads

Automate
Processes

Optimize
Delivery

Optimizing the
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Client Challenges with Enterprise Workloads

Memory Capacity Do More With Less Simplify
More virtual Buy what they need Speed time from
machines when they need it deployment to

production

: License Fees
Larger virtual
9 Optimized performance

Jncs OperationaliEgigiss for their workload
Bigger databases Energy and mgmt needs
expenses
Faster database , _ Get TorleTO“tgf the
erformance Fit more into the people, IT, an
P datacenter they have spending they have
Greater server Ry Flexibility to get the IT
utilization Reduce cost to qua“fy they need, the way
systems they need it

Optimizing the 7
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eX5 Systems Overview
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Maximize Memory

)
3 "¢” Minimize Cost
(F /J '\ Simplify Deployment

The broadest portfolio of
systems optimized for your
most demanding workloads
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The next generation of x86 is here!!

Maximize Memory

* QOver 5x more memory in 2 sockets than
current x86 (Intel® Xeon® 5500 Series) systems

* Nearly 6x more memory than any 4-socket x86 system
available today

» More memory delivers 60% more virtual machines
for the same license cost

Minimize Cost

* 50% less VMware license cost on eX5 for same
number of virtual machines

« Save over $1M USD in external database storage costs

Simplify Deployment

+ Leverage IBM Lab Services experts to ARk
configure and install hardware and software " i '

« Workload Optimized solutions reduce .
deployment from months to days

« IBM Systems Director provides automated image

deployment and pre-configured server identity

Optimizing the 10

World's Infrastructure
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eX5 leadership for an evolving marketplace with increasing demands

5th Gen: Breakthrough
performance,

ultimate flexibility, simpler
management

4th Gen: First x86 serve
to break 1 Million tp#

g . . L
3'd Gen: First x86 serv 5th Generation

Hot-swap memor

2nd Gen: First x86 serve
100 #1 Benchmark

1st Gen: First x86 serye
with scalable 16
processor de

Optimizing the
World's Infrastructure
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The new thinking from IBM... Introducing the eX5 Portfolio

Maximum memory scaling
independent of processors

One 4-Socket Two 2-Socket

eXFlash FlexNode

System Systems

E::::T IOPs SSD Scheduled
9 provisioning
b World's Infras| .
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Simplify Deployment

= Deploy virtual or physical systems easily by using Automated
Image Deployment with Tivoli Provisioning Manager (TPM)

NEW Pre-configure server identity for BladeCenter HX5 with Open

W55 Fabric Manager
'NE JJ Remotely re-purpose eX5 systems using Node Partitioning IBM® Systems
" feature eX5 systems remotely Director

'NE _,_j Setup automatic recovery parameters of an eX5 system

- -
AAAAA

= Automatic update using hands-off retrieval of update package
. System guardian capability with new Integrated Service Advisor
224 for “call home” capabilities
= Minimizing security-related downtime with eX5 hardware security
and available IBM solutions from Tivoli and/or IBM Virtual Server

Security for VMware

Systems Software

* IBM Systems Director 6.1 can help save 34% in administrative costs.

“Challenges of Operational Management for Enterprise Server Installations,” International Technology Group, © 2008

Optimizing the

World's Infrastructure




48 Cores

HP ProLiant DL785 G Virmark v1.1.1 8 sockets 08/25i/09
YMware ESXv4.0 53.73 @ 35 tiles 48 total cores
View Disclosure 48 total threads
HF HF ProLiant DL785 G6 Wimark v1.1.1 8 sockets 08M1:09
Widlware ESX v4.0 AF.77 (@ 30 tiles 48 total cores
View Disclosure 48 total threads
MEC MEC Yimark v1.1.1 8 sockets 07128109
Express5300/A1160 34.05@24 tiles 43 total cores
Vidware ESX vd.0 View Disclosure 48 total threads
1B IBIM System 3850 M2 Vimark v1.1 o sockeis 06M6/09
Widware ESX w40 33.85@24 tiles 48 total cores
View Disclosure 48 total threads

32 Cores

1B IBM System x3850 X5 Virmark v1.1.1 4 sockets
YWMware ESKiv4.0 build FO.78@48 tiles 32 total cores
240223 View Disclosure A4 total threads
HP HP ProLiant DL785 G5 Vimark v1.1 8 sockets
A = 215621 til=g = i meal R
View Disclosure 32 total threads
Unisys Yidmark v1. 1 8 sockets 05/M19:/09

o

Unisys ES7000 Model
(=

Optimizing the 14
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Budgets are Consumed by Administration and Power Costs

WW Spending on Servers, Power and Cooling,
and Management/Administration

4200000, ] 35,000,000
B Fower & Coaling
$175.000 | W Mgmi & Administration 30,000,000 Expenses for server management and
$150.000 1 [ New Server Spending | R i administration are nearly twice the capital
expense for server purchases
$125,000 - | 20,000,000
e Energy costs have grown to half of
$100,000
- 15,000,000 hardware costs
$75,000 - . .
10,000,000 Both. administrative e}nd energy costs
50000 continue to grow rapidly
§25,000 5,000,000
$0 L0

'95-'9?_‘96 ‘99-’1:[! '01_'92.'03 'MT'DE-'QE.'G?.'DE 09 '10.'11.'12

Source: IDC, Virtualization 2.0: The Next Phase in Customer Adoption, Doc #204904, Dec 2006

0O The innovative hardware, tools and systems management of the new
generation servers can help you achieve breakthrough productivity
gains through automation, optimization and energy management

IBM® Systems 0 IBM Systems Director 6.1 can help save 34% to 42% in administrative
Director costs when compared with unmanaged environments'

1“Challenges of Operational Management for Enterprise Server Installations,” International Technology Group, © 2008

Optimizing the 16
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The New Strategy — Exploiting Tivoli and Systems Software Synergy
Collectively deliver a comprehensive Integrated Service Management solution

IBM® Systems Director

lIOALL NG

Detailed platform
management of IBM
systems

v Consolidated
management across
systems

v Integrated physical and
virtual management

v’ Automated physical and
virtual provisioning

IBM Systems Director

IBM Tivoli®

Integrated visibility,
control & automation
across heterogeneous
business and
technology assets

v'Align IT operations with
the business

v’ Govern and control the
business

v Optimize the business

Optimizing the
World's Infrastructure
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IBM Service Management

Enabling quality service delivery and business innovation

Visibility: Control: Automation:
See your Manage your Improve your
Business Business Business

Respond faster and Manage risk and Lower costs and

make better decisions compliance build agility

Optimizing the

World's Infrastructure 18
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Comprehensive Capabilities, Built on Best Practices

IBM Service Management

Best Practices, Methodologies, and Services

Service Management Platform

Service Service Security, Risk, Network
Delivery & Availability & Storage & Datacenter Asset &

Process Performance Management Compliance Transformation Management Service
Automation Management Assurance

. Control - Automation -l

Optimizing the 19
World's Infrastructure




A Comprehensive Solution

IBM Service Management Reference Model

Deployment Types =
v W -]
ﬂ Re— e e
= & &
Traditional Managed F== " Cloud
(in-house) Services Appliances SaaS (Public/Private)

Service Desk

Self-Service Portal

Integrated Service Management

BCrPOE

Management

{ Configuration)

B PE

Availability,
Capacity,
Performance

1 | + Q
MCIlueTit &«
Problem

Dashboard

Consolidated
Reporting

Nl [0}
Uldlige «
Release

Fault & Event

Operational
Security

Usage &
Accounting |

System

[ Service Asset

Management

Business
Continuity

Dynamic
Provisioning

Workload
Management

Energy
Efficiency

Software Pkg
& Distribution

Backup &
Recovery

Request
Management

| Network Mgmt | |

Application |
Mgmt

Server Mgmt Storage Mgmt <:%(>

Automated Operational Management

Ordering & Billing

Assets and Infrastructure

Diverse Assets

Virtualized & Heterogeneous Infrastructure

Q

o ¢ e

T @ @ > (3 P> & O
Production Distribution  Transportation  People  Facilities Remote Applications  Information System Storage Network Voice Security

Solution Design
Data Modeling
Tool
Configuration
Develop & Test

Optimizing the

World's Infrastructure

20



IBM Systems Director Overview
End-to-end Management

Enterprise
Service
Management

Advanced
Managers

&

Priced Plug-Ins

Active Energy Manager
VMControl

TPMfOSD

Service and Support
Additional Plug-Ins
Additional Plug-Ins
Additional Plug-Ins
Additional Plug-Ins

Transition Manager
Additional Plug-Ins

Automation Update System x & Blade Center
Base Systems
Status Remote Access System z Director
L] : .
I B M Syste ms V|rtua||zat|0n Core Director POWer SyStemS Managers &
Di recto r Discovery Services Storage Configuration Hardware
Configuration Platform
Managers
Resource
Management

Platform Management i
: . . A m &n Manageq virtual
Nawgator for IBM i SAN Volume Controller ZNM and phys|ca|

« AIX web console
« HMC web console
* Remote Access

environments

Hardware
IBM and non-IBM
.“n- -'_ .la hardware

Optimizing the 21

World's Infrastructure




M Systems Director Overview
Consistent user experience with common tasks

« Discover, navigate and illustrate systems on the '
network, visualize detailed inventory and . i
relationships —

- ldentify problematic systems and drill down to === e
the root cause e

« Update firmware, drivers, and operating ERhe———t oo [—
systems, and orchestrate the installation e
process e e 1

» Update plug-ins to add new functions to the = U@%I
base capabilities .

* Monitor systems in real time and set critical e
thresholds to notify administrators of emerging B
problems

« Configure settings of a target system and
create a configuration plan to deploy these
settings to similar systems

* Reduce virtualization complexity
 Manage energy

Optimizing the 22
World's Infrastructure
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IBM Systems Director Managers
e IBM Systems Director Server ~ eeome ©ne s brecer
» Discovery
o Status
« Update “
- Automation -
- Configuration g
* Virtualization -
- Remote Access SR —
4
4
a
7
4

Systerns Director contains the following plug-ins, De ding on its "readinesz," the plug-in might be ready to use, or

* require additional setup and canfiguration,

IBM Systems Director Server s.a
Ready
Manage Users

Discovery Manager s.a
Mo access to & systemns, 48 Systerns have no inventory collecte
Systern Discovery Yiew spsterns needing access

Mavigate Resources  Wiew and Collect Inventary

Status Manager s19
Ready
Health Surmmary  Monitors

All Tasks
Grouped by
Manager

Update Manager s..a
Ready
Getting Started with Updates

Check for Updates

Automation Manager s.1a
Resdy
Automstion Plans  Active and Scheduled Jobs

Configuration Manager s.La

Remote Access sio
Ready
Setup Remote Control

| S
« BladeCenter and System x

* Power Systems
e System z

e Various p|ugins WS st U on syt <

Reffigh Last refreshed: October 1, 2008 7:19:55 Ut

Storage Management s..o

Feady

SMI-S Providers Swsterns And Wolurmes
Storage Subsystems And Volumes

BladeCenter and System x Management s..a

Additional plug-ins are required before Bladecenter chassis can be ffilly managed.
Setup raquired for I/0 module plug-ins  Blade servers and chassi

Servers and service processors

Power S5ystems Management .14
Ready
ALfLiInux virtual zervers  IBM i virtual servers

System z Management

\/ Optimizing the

World's Infrastructure




Focus on Health, Status, Automation

° -

— Favorite systems
Critical monitors
Group thumbnails
* Monitoring
— Monitor resources
— Thresholds
— Events
— Update Compliance
* Automation Plans
— Notify
— Run commands
Trigger tasks

Scoreboard FER Dashboard FER

Active Status Q "l G Packets Processes Datagrams Received

Problems - 100 10
Compliance | - :|4 W w
m D 0 Ml“]fl u WM

Vlew Monitors
Health Summary Fca

Favarites - Administrator.SCENARIOX 141 (View Members) BladeCenter Chassis and Members (View Members)

Name E Type % |/ Access Name % | Access % | Problems
L—EI scenarioxldl.scenario.netfin Operating Syster [l OK @ nETVG 10 | ok | ok
0 BladeCenter Chassis and Me Dynamic: System ' DEC9E243-57C1-3553- [ OK & ok
'_'..:‘-i‘-1C and Managed Power Sy: Dynamic: System ﬂ IBM 7972 2AZ 23A025: [ OK & ok

[E 1em 7998 s0x 100DF5A Server @ ok [ 1em 7958 s0x 100DFs/ (@ OK & ok

[ NETVGQ 10 BladeCenter Cha [ OK ﬂ IBM 7938 61X 100246/ [ OK B ok

< £ >

le]Page 1of2 »|m| [t |[#] Total: 10 |4]Page 10f3 »[¥| [1 [[#] Total: 12

Systems with Problems (View Members)

Name % | Access 2 Problems
L._lﬁEcemaricx'_4'-_.5:e1aric.1et"i-ﬁ U 2K ,-i-, Minor
< >

llil Page 1 of 1 Llﬂ i |E| Total: 1

World's Infrastructure




Focus on Health, Status, Automation

This page displays the Commeon Monitors monitors.

otto0l.austinibm.com

e Health summary Search the table...

. Selact Name % | Monitor Name & | Monitor Type % | Threshold 5t & | Current £3 Warn
- Favorlte SyStemS |:| otto01.austin.ibm.com Active Virtual Memaory (%) Individual 126%
C g | . I:‘ otto01.austin.ibm.com Active Virtual Memory (4K Pages) Individual 564814
- rltlca mon Ito rS I:l otto01l.austin.ibm.com CPU Utilization Individual B Activated 1.159% == 8]
— Group thumbnails | ottol1.austin.ibm.com Disk % Space Used Individual 86.89%
|:| ottol1i.austin.ibm.com Disk Space Remaining Individual &7 Megabytes Fr
|:| otte01.austin.ibm.com Disk Space Usad Individual 444 Magabytes L
® ‘ I:l otto01.austin.ibm.com IP Packets Received with Errors/sec Individual 0 Packats c
. |:| otte01.austin.ibm.com P Packets Received/sec Individual 26 Packets/sec
- Monltor resou rces O otto01.austin.ibm.com IP Packets Sent/sec Individual 22.77 Packets/s
Th h |d i otto01.austin.ibm.com IPVE Error Packets Received/sec Individual 0 Packets/sacon
reS O S (| otte01l.austin.ibm.com IPVE Packets Received/sec Individual 0 Packets/secon:
— Eve ntS |:| otto01.austin.ibm.com IPVG Packats Sentfsac Individual 0 Packets/sacom
. |:| ottol1l.austin.ibm.com Memory Usage Tiiedizle 2-0
- U pdate Compllance [0  ottodi.zustinibm.com Paging Space Fre= [f gojacted Monitor is CPU Utilizstion
I:l ottol1l.austin.ibm.com Paging Space Remai

* Automation Plans ¢

Notif M| 4] Page 1 of 2 [»|w] [1 Ii—l Salectad: 0 Total: 23 Monitor values that are too high:
y Critical:

— Run commands =

Warning:

— Trigger tasks =

Monitor values that are too low:

|:| Warning:

Critical:
1

25

World's Infrastructure




Focus on Health, Status, Automation

Updates ==

Summary page for Update Manager
e Health summary single view Do e ehest ot farmatan. 5ot Svstam comtana povees 1o ansure thas oo syetarms armai corent, - """
— Favo r|te Syste ms Update Compliance (montoring & systems)
Update status for 3 monitored systems:
— Critical monitors
— Group thumbnails
* Monitoring — —
— i Select systems and then click "Show Needed Updates" to display the updates needed for the systems. The updates are determined using
Monitor resources

inventary information, so ensure the latest inventory has been collected for the system.

ThreShOldS Selected systems: | usabOi.rchland.ibm.com = o

- Eve ntS Check for Updates

This page shows the current updates th
superseded or optional updates, click tl

System tasks

Change compliance policies

Show installed updates

A check for updates will download information on new updstes available for your environment.

Show all available updates... Select the update types to check:

Updates needed by "usab01.rchland.ibi Available update types: Selected update types:

i B2 Axx - g
« Automation Plans — Lo o) [l G9 S P

Select | Name ] B eMa i BB security Updates
':?' PTM T ¥E s Dired itic
N t.f I:‘ 4 EFTM Commeon Feature E IEME Systems Director E| Critical
- o I y [0 | G 1eM Systems Diractor Plat B Power System Firmvara Bl 1mportant
= B System x and BladeCenter B Moderate
&4 Service Processor Netw =
R n m m nd I:‘ 24 Service Pro or Network: g bE‘ Catagary El Low
u CO a. S O '::5, USMi Kernel Feature [E ASR Driver E Bug Fixes
. O (), USMi 55H Service Access Bl Backplzn= E Enhancements
- Trl er taS kS O f3. Virtualization Manager B eros = bE‘ SUSE/Novell Linux Enterprise £
2 E Bmc/Hs [E recommended
V% Virtualization Manager Hy B co roM /OVD B ostional
E cHipsET-INF B security
. [E Dizgnostics
Integrated actions for B Embedded Hypervisor
. . [E Fibre
download, distribute, B rerdoiskorne 9 < >

install and uninstall

P 2]
World's Infrastructure



ocus on Health, Status, Automation

=]

Automation Manager
° Health SU m m ary Automation summary within the |ast 30 days.

— Favorite systems Scheduled Jobs

Number of jobs scheduled: O

— Critical monitors e e e e
— Group thumbnails
* Monitoring

11/14/08 2:22 PM  Collect Inventory - November 14, 2008 2[{§/gn Systems Director - Mozilla Firefox

— Monitor resources

IBM" Systems Director Welcome danzio

& IBM Systems Director - Mozilla Firefox B[
— I h reS h O | d S Ele Edit View Higtory Bookmarks Tools Help Automation Automation [ Event Autom "

IBM" Systems Director Welcome danzio Help

— Update Compliance e T

<
LEEETTEIE automation plan.

fully: 1 Job management

Active and scheduled jobs

--- Select Action ---

Event Autom

~ Targets

o Events Ev Common

o Select the type of action that you vant to create, Commen
Commo advanced Event Filters
Search the table... events of common Eerest n your =

environment. For example, the Fal

filters that monitor for

. Select Nsme
— N t f [e] Start a program on a system ttings for that event type.
o I y O Start a program on the system that generated the event Select event types from the folloving list:
Q| Send an e-mail to a mobile phone Genaral ~
R d () Start a program on the managament servar O _common Agent
- u n CO m m a. n S QO send an e-mail (Internet SMTP) O _updates
. () sand =n slphznumeric page (using TAR) [ [ User Login Security
{3 static group: add or remove group members
- T rl g g e r taS kS [ O  Post to a nevsgroup (NNTP)
) Send =n SNMP trap relisbly to = NetViaw host
0  send a Tiveli Enterprise Console event —
© | Static group: add or remave the event-generating system O memory usaae
) 5and =n SNMP inform request to an 1P host DMLUEEC‘
©  Sand an SNMP trap to an IP host Hardvare
Q Modify an event and send it
O Timed zlarm that stsrts & program
4] Page 10f 2 [»]¥] [1 |[A] Selected: 0 Total: 21 Filtered: 21

[ Cancel ]

Optimizing the

World's Infrastructure
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Easy to Navigate Power System

MC and Managed Systems > hci021_520 {Virtualization Commo

Actions ¥ Search the map... [ 't:_‘;‘: ’E% = @ E_l: Q éﬂh E

Power Systems summary
— Launch-point

— Familiar i B
— Intuitive groups ey .

» Drilldown to properties ”~‘L,J~I~ngwu -

— Search e, e ey
— Finger-tip troubleshootingfwet’  meo®  w"  w" @ B0 ek w o
— Contextual tasks

— Inventory

= =

— Relationships
— Dependencies g T A
Launch embedded tasks =

_‘ér

Optimizing the
World's Infrastructure




Easy to Navigate Power Systems

Mavigate Resources FEE

otto01.zustin.bm.com (Properties)

* Power Systems summary R — -

&
L h ] t Wox Related Resources »
au n C pOI n status: [l Ok Topology Perspedtivas 4
Create Group
g
Fa m I | I ar General Active Status Rename.. ration Ewvant Log Inventory
Add to »
- Type: ALX Manag ef Security and Users
-_— I ntultlve groups Description: Automation [3 Role Based Access Control
1P Addres Inventory »| System Environemnts
H H IF Hos Power On/Off » Print Spocling
° riaown 10 propertes MAC Addresses:
Release » C cations Applications and Services
Agent Time Zone Offset: .
) Security » System Storsge Management
Manufacturar:
. System Configurstion » Processes and Subsystems
Machine Type:
Systemn Status and Health » Problem Determination
Madel:
F. . | h . cerial Number: Qe2044A Parformance and Resource Scheduling
- |nger' |p rOU eS OO Ing Operating System Type: AIX Deviess
Operating Systemn Va : 6.1 Advanced Acoounting
Management Software: IBM-IBM Director Core Services- i [z3 st =
O n eX u a aS S A ppced Software License Management
&Y 18U Systoms Director B |ad Partition Administration
Be Edt Yew Favoites Toos Heb i
r Systems Managemant
nve n O r Ll © LP13UT9 - 1BM Systems Di
Be it Y i I uted Command Execution Manager
. Integrated Solubons Console ) Welcome gregh u H44 ;s_ Management Interface Tool (SMIT)
* View topology ma Fo— e S
Fie Edt Vew Favoites Toos e

— Relationships | e | =
— Dependencies

itps://magpe09:53: toPacton =sccure al=l] G-

tbriconsok/iog

"WPAR Maragersues [ AD Ogen Beta Forum W ROGTVG - AX and Sys.. % WPAR - Fiome | p Consoe- magges | Lab Mochines - System... ) Phonesal

o sobs that are cu .

e jobs queves that are currently active,

the subsystems that ars curantly active

@ Sertings

E SR [T TP

Sham All rk biad sl Memmory

Clesa
b @ A uows s
B + » "

~ 0 s

— IBMi, HMC, AIX

o ren D

magge09:533 @ |

- | 29

World's Infrastructure




Virtual Servers and Hosts

virtual Servers and Hosts (View Members)

] ]
SI m ply VI rtual == ey
Selact | Name State % | Access % | Problems % | Compliance % | IP Addresse: & | CPU utilizati & | Processors  $
[ vsmesxi-host = oK s oK I ok 9.5.23.51 [ Ti= z
IF] & 20035erver_Base Stopped W ok ok W ok [ o= z
[} F & z0035=rver_gwssa Suspanded W ok ok ok [ o= z
[F & bvs_fce Suspended ok @ ok W ok [ o= 1
[l & hatteras Stopped ok W ok W ok [ o= 1
[F] & ken Stopped W ox ok W ox [ o= 1
. E & mike Stopped ok ok ok o= 1
- Vlrtu aI Servers and HOStS ] & rhsinstall Stopped ok ok @ ok [ TJo= 1
O § testaoreg Stopped B ok ok 3ok o= 1
_— HMC and Systems ] & vmi Stopped Wox ok ok o= 1
F E vsmesxz-host ok ok ok 9.5.23.53 [ == z
_ H _ ¥ & pan Stoppad ok & ok W ok [ o= 1
Llfe CyCIe management O & gary Suspended ok W ok W ok [ o= 1
[F & Greg Stopped ok W ok W ok [ o= =
- TOpOIOgy Maps O & gurtest Stopped ok ok ok o 2
. . O & vm2 Suspended ok ok W ok [ o= 1
® Edlt Vlrtual resources O & vimcewen Started W ok Mok ok [ = 2
. [F] [E vsmesx3-host W ok @ nformation | @ OK 9.5.23.11 [ 5= z
_— Ed It HOStS Create Virtual Server =0 2
2
2

Edit Virtual Servers
GUI or command line

Create Virtual Server

—3» Welcome

Host Welcome
Namea
* Relocate e Welcara to the =
Fres=mmET = = I E = er acon — e
1 H Meamory This wizard will he ¢ @ = S e Sl ey e r— ) 1
— Live relocation Dok s s .
Disk Selection B Selectin
Plan for relocation bevin . o
- Device B Choosir §
Physical Slots B Selectin E heio31.520
LeTr E'"Ettl-ngs u i O7F2FD.4:SLOT hci062pl. Dukln;;;
¢ Deploy Summary Setting | J{ E‘% pokipm. @
SEIEH!H bool:0  viani  vlam2  viam9 ddilpar1  mewWM2 T vioswvrd
B Sclectin g I 3
] i e -
SEIEEtIn hci030_520 P:‘ EQWGSZHJWFZFD.

— Virtual Appliances
— AIlX, Linux on z
« Configure

=

of o

vian:1 viam3

d L]
9406520.107F2FD.Zhme...  9406520.107F 2FD.2:N0

o

vian:4

9406520.107F2FD 21

9406520.107F 2FD.2:: 1

9406520.107F2FD 2:r00tvg =

d g

9406520.107F2FD 22

9406520.107F2FD. 23 9

L

AAIRNIIIA

<

Root: hci031_520 Description: Topology Map  Depthi| 3 ¥| Resources: 29 Relationships: 70 Selected: 0
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Edit Host wFEE

Edit Host

Simply Virtual

’ MUIti-PIatform Management Processor allocations across the host:
— Virtual Servers and Hosts s

Virtual Server Shared Minimum Proce: | Assigned Proce: | Maximum Proce | Sharing Priority | Minimum P

- HMC and Systems mpotestaix3 1
— Life-cycle management N
— Topology Maps mptestaix3

mptestaixl

. pval021.pdl.p... I— I— I_
— Edlt HOStS pll0D23_5uSELD [ | | I_
I_
b4

Disk Memory Praceeear

4| |Medium(iza)

Mediumi(i28) *

MNone(capped) *

= = = =

4
4 Mediumi128) *
1
1

MNone(capped) *

O O N O R ) Y

— Edit Virtual Servers - st [ l [

<

— GUI or command line e ___
* Relocate I R T ———————

— Live relocation N Extended

— Plan for relocation rocassor mode:  Use Shared Processors
* Deploy (ater(izey 8

— Virtual Appliances

Minimum: Mipimum:
— AlX, Linux on z 1] o) 0.4] (0:1-02
Assigned: Assigned:
. . 1] (1-4) 0.1 (0.1-0.2)
Conflgure Maximum: Maximum:
4| (1-4) 4| (0.1-4)
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Active Energy Manager WEHR

Energy Management Active Energy Manager@ sctines

status. Moniter power and temparature valuss. Configure ensrgy settings

Waork with active energy managad resourc
and automate tas

n responsa to enargy

Status

. Top 5 highest average input power values in the past Status Tasks
24 hours Corporats Access event log
600w BamBam Moo tealas
ccounting 4 lawestosies view problems
. SouthSales
549w Accounting 2 it
530w 40 others

99w Enginesrin
Top 5 highest ambient temperature values in the past

24 hours 20 days

 Monitoring, automation e
— power and temperature
values

20C 40 others 25C Engineering
Active Energy Managed Resources (View Members)
- Calculate energy cost
Search the table... T=mckre e

W I I M Name % | Typ= $ | Description
att_ Our eter [d oe4Fo000-FicE-110A-80... | Server brownout22]

Monitor

Navigats the list of active snergy managed resources. Right-click

N N c Maonitor Tasks
resource to view active enargy properties and peform energy tas

i w

[l BSOCLANCEY SystemChassis
. .
[ ] ‘ Onflgurl ng Energy ‘E hfactorzéi.raleigh.ibm.com | Virtual Server
E IBM 8676 L2X KPFRZDS Server

< b4

- Power Capping W] 4] Page 1 of 2w]m| [1
— Power savings mode Manage

Set power caps and power

Total: 7 Filtered: 7

ver mode. Configure energy-related

Management Tasks

H metering devices.
— ontigure : | Work vith pover poliies
The number of rescurces using Active Energy management functions

Set power cap
Currently Within last 24 hours o R
25 Power cap 24 Power cap Set power savings options

* Update PDU firmware oz S
. Topo|ogy Map Automate

Create sutomation plans to run in response to energy events.

Automation Tasks

11 . [}] i
S el I l u e In O Evant sutamation Manage thresholds
Specify actions to take in response to energy events.

License

Beta period expires on Jan 12, 2003 (in 146 day

Active Energy Manager home page
Go to the product home page to purchase the full license.

Active Energy management functions have been used on 65 resources
in the past 24 hours.
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Energy Management

Energy Usage Summary

— power and temperature ™=
values

— Trend Data
— Watt-Hour Meter

« Configuring Energy
— Power capping
— Power savings mode
— Configure PDU

* Update PDU firmware

Topology Map
— System “plugged into” PDU

Target

To display metered =nergy and its corresponding cost, choose = target resource and time period. If the resource cost
properties have not been set, use the cost properties link to set them before calculating the cost.

Target:

Time period:

Last hour

Calculate Energy Cost

M| Custom settings

brownout221.rchland.ibm.com [¥ Cost properties

Energy

fl 323, 0.64
a

Energy Cost

Price per kilovatt-hour:
Cocling rate multiplier:
Nameplate energy cost:

Meterad energy cost:

Selact

O

Nameplat J—
Meterad i 4800
e
anon
049 3800
w200
220
£
200
e R
$0.14 -
1.3 800
$0.34 10
$0.15 .
s B B E g g "%‘ g B - - z =
]
[
£ PR O S N N N N IO
| |7
g o
c = P P P B B B 2 - = P 2 e
This page displays the Active Energy Monitors monitors.
OB4FO000-F1CG-110DA-28044-0...
Search the table...
Name 3 Monitor Name 3 Monitor Type % | Threshold 5t © Current &3
0B4F0000-F1C6-| Ambient Temperature Individual 25.00
OB4FO000-F1C6E-| Average Input Power Individual 445,40
0B4F0O000-F1C6E-| Average Output Power Individual 428.00
OB4FO000-F1C6E-| Effective CPU Speed Individual 100.00
0B4F0000-F1C6-| Exhaust Temperature Individual 40.00

O
O
O
O
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Energy Management

Power Capping =]

Choose sither an absolute power cap, or a percentage of the available power cap.

¢ Energy Usage Summary @® activate Power Capping O Deactivate Power Capping
e Monitoring, automation [abasiute valus (o] 8
— power and temperature s
values e
— Irend Data T T —r— °
— Watt-Hour Meter
4] Page1of 1 »]M] [1 |[*] Total: 1
[
.
- Power Capplng Active Energy Manager Resources (Wiew Members] ;
. ctions ¥ aarch th Related Rescurces
- Power SaVIngS mOde » = At Topology Perspectives »
- COnflgUre PDU E 0B4F0000-F1Ca-110A- 8044 :EEtE Group
. [ffl] BC-HTNew emove...
[ Update PDU flrmware ffill BsOCLANCEY T-EI'IEIITIE...
® TOpOlogy Map j Eesbibby-enci-se0e-g29s J:d{i t.G : Energy Cest Calculater
- S Stem “ |U ed intO” : ] '"""E"'-“”Y 3 Trend Data
y p gg M|4|Page 1of 4»[M| |1 [|H  Power OnOFH » Manage Power 4
P D U Release Management [
Security [
Systemn Configuraticn ]
Systern Status and Health ]
Properties

Optimizing the
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Tivoli Provisioning Manager for OS Deployment
- IBM Systems Director Edition

OS Deployment for System x and BladeCenter servers

Integrated Solutions Console Welcome Administrator Help | Logout
| View: [all tasks =1 | Navigate Fe.. TRM for 05 ...
EEEZ_EU:kpageS D :eirat‘l:alizatiun Manager s.a a SystemS DlreCtOF 6.1 plug'ln tO rapldly and
:‘i::i:a'::?:: jjjjj Set up wirtualization manager  Virtual Servers and Hosts Conﬂdently deploy Opera“ng Systems and
Remote Access e images on PCs or servers
Awailability Setup Remate Contro
Storage Management s.a a Delivers the ability to automate bare metal

Ready

e Rreviders | Sistens and volumes provisioning, from firmware and driver updates

Storage Subsystermns And Wolumes

El Release Management

BladeCenter and System x Management o.o to operating system deployment

Read
05 Configurations .ea ! . .
wiew A2 module plug-ins Blade servers and chassis
Software Modules

e schenes [ Servers and serice processors 0 Reduces image administration and network

Updates Power Systems Management s.q
deployment costs
ALRfLinux virtual servers IBM i virtual zervers
Security .. . .
[ System z Management cuc o Minimizes local and remote image storage costs
Systemn Status and Health z/WM hosts  Linux on Systern z

HMC

0 Hardware configuration (BIOS update, RAID,
firmware updates, etc.)

Task Management

TPM for OS Deployment

Setti
Hngs Errar cormnmunicating with parent ©5 deployrnent server,

Refresh Last refrezhed: 22 October 2008 13:01:07 o'clock CEST
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Systems Director VMControl Express for x86

« VMControl Express is a free Systems Director
plug-in available for download

« VMControl Express extends the virtualization
management of Systems Director, combining
with base Systems Director to provide virtual Systems
server life cycle management for Director

UM Eox Server
a ware
VMControl Systems

o VMware ESXi with vCenter Express Rirec:or
gen

a Microsoft Hyper-V
o SLES 10 with Xen
0 RHEL 5.2 with Xen

 Provide linkage between Systems Director
server and VMware VirtualCenter 2.5 or
vCenter 4.0 to

0 Use a single tool--Systems Director--to manage
both physical and VMware virtual servers

o Use System Director automation to link physical
alerts to VMware advanced functions such as
VMotion™

S\ Optimizing the
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Module Plug-Ins

a

a

IBM Systems Director Active Energy Manager
to monitor and manage energy usage
BladeCenter Open Fabric Manager to
preconfigure blade servers and provide
automated failover

Tivoli Provisioning Manager for OS
Deployment — IBM Systems Director Edition for
bare-metal provisioning

IBM Systems Director VMControl Express for
virtual server lifecycle management and
integration with VMware vCenter

IBM Systems Director Network Control to
monitor and manage network hardware devices
and effectively manage your computing
environment with a single integrated
management tool

IBM Systems Director Service and Support
Manager to capture service information and
report electronically to IBM support

IBM Systems Director Transition Manager for
HP® SIM to leverage knowledge of HP SIM to
quickly learn to manage with Systems Director

PCTY

Active Energy Manager

nhancing IBM Systems Director Value with

BladeCenter Open Fabric

Transition Manager for HP

=
S
o
Q.
Q.
=}
(79}
©
c
(1}
(<))
2
>
S
(<))
7))

S

)

o)
@

c

@
=

TPM for OSD -- ISDE
VMControl Express
Network Control

IBM Systems Director

ToolsCenter
IBM Service Advisor

IMM
UEFI

Optimizing the
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IBM Systems Director Strategy — in a Nutshell

=lane Integrate
Resiliency & IBgM
Simplicity

Lead in 17 !
Virtualization W EB“gd th
Management L

IBM® Systems
Director

Broaden Green Now
Coverage

Optimizing the
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Putting It All Together
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IBM delivers an end-to-end solution @
Integrated Service [ New Delivery J
Management Smarter Models
Systems will offer multiple delivery
will enable a fully virtualized for a smarter options: managed
infrastructure providing rapid planet services, outsourcing,

deployment and lower cost cloud & system offerings

Workload Optimized
Systems

will deliver hardware
optimized for specific
client workloads

Optimizing the

World's Infrastructure




e

IBM is Setting the Infrastructure Agenda for the

~ Management |

Rational. EIME
Energy
Security WebSphere.

Availability Information Management

Multiple OSs j_-\ Tivoli. I

Systems Software  |BM Software & Services| Dynamic Infrastructure

Delivering business value by helping clients improve service, reduce cost and
manage risk

0 Systems that are fit for purpose
0 Technology and expertise to drive business advantage

0 Leading management, energy, security, resiliency and virtualization
and consolidation capabilities

0 Breadth of IBM to provide end-to-end business solutions

Optimizing the 41
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M’s Goal: Single Software Stack across

]

ServiceManagement L Reports TSPM | [oo=====-=-------------------
E Y . | Tivoli Service Automation Manager |,
S T it 1 |
ITUAM . - b : PM :
ITLMT e | M [ SSA i
TDW I Provision :
Eom = e e L e Advanced Image
| — T memmmmememoooo- Library & Mgmt
| ITM/ITCAM - || : :
' | OMEGAMON | ! , | TADDM/CCMDE |
- 1 1
\____Monitor ____| ITMFactory ! Discover __ 1 WebSphere CloudBurst
data provider TTTTTTTTTTTTT
A ﬁk
REST APIs
—
Platform Management % System

Software

System Pools

TPMflmages Image Mgmt

)

Virtual Storage Mgmt ITNM
Virtual Network Mgmt
Virtual Server Mgmt

VMControl TPC/SVC

A

IBM® Systems
Director

Manages Manages

System x POWER zGryphon IBM Storage
System System System Devices g
Pools Pools Pools

WFLIT A & IIIT eS0T L L

Non-IBM
Storage
Devices

Non IBM
Servers




Cloud Computing Functional Architecture

( Cloud Service \ Cloud Service Provider Cloud Service
| Consumer | : : Developer
=
f [vE)
- &
Service CIO_Ud 2
& User Services m
=
- e
;l Witualized Infrastructure — Server, Storage, Metwark ! 2
=
| g 1
Common Cloud Platform
Consumer BSS Cffering Mamt 5
& Business . Busineszs T Developer ‘
| Crder Momt L

Manager | Support
| Services fes —
Accounting & Billing

Contract Mogmt

a1

& Consurmer

Administrator

eI Tl

L

=]

rfice Automation Mormt

aumALg JuewabeLE

a4 Ju

iR | Confi guration Momt

[EH

5 Event rl.l1grr|t!
'
et Momt

Yirtualization Momt

Semrvice Business Manager E & Service Operations Manager

k J i\_ Security & Resiliency j \ J
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Masking the Complexities with a Simple Web Front Ul

Tivoli. Service Automation Manager

0

Home * Reguest a Mew Service » Virtual Server Management

Backup and Restore Server Image

Manage Users

Modify Server

Cancel WebSphere CloudBurst Project
The virtual system created upon
WebSphere CloudBurst Pattern
deployment and all of its virtual servers
are deleted.

Create Project with System p LPAR
Servers

Provision one or more System p LPARs
containing a software image.

Create Project with Xen Servers
Provision one or more Xen virtual
servers containing a software image.

Create Project with z/VM Linux Servers
Provision one or more z/VM Linux
virtual servers containing a software
image.

v

—

| | Search

Manage Image Library

Modify Project

Cancel Project

Use this task to cancel a project. All of
its virtual servers will be returned and
made available for other users. Any
saved images will also be deleted.

Create Project with KVM Servers
Provision one or more KVM virtual
servers containing a software image.

Create Project with VMware Servers
Provision one or more VMware virtual
machines containing a software image.

Create Project with a WebSphere
CloudBurst Pattern

Provisions a WebSphere CloudBurst
Pattern to a set of virtual servers in a
WebSphere CloudBurst cloud group.

My Requests

S Y O A A ey |

i Resolved (104) E Failed (27]) E Queued (2]

E In Progress (1) . Waiting on Approval (1) Total (125)

Recent Activity
Modify User PMROPCALUSR Resolved
Create User abc Resalved
Create Project with VMware Servers CCard Processing Resolved |
3.4
Create User uthez Resalved
Create User uthel Fesclved

Manage Reguests.__

: My Projects

S D N D D Y Y oy =
i Operational (22) E Draft (2) E In Transition (1)

Total (25)
Recent Activity
CCard Processing 3.4 Operational
swaptest01 Operational
swaptestld Operational |
foobarbaz Draft
other test Operational

Upcoming Projects

10/26/2009
10/21/2009

a project that starts tomorrow
Set this one to run in the future, with monitorint

Manage Projects... |

My Approvals
Recent Activity
Modify User wally i0/1i4/2009
Manage Approvaks... |

Optimizing the
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b

Deliver a spectrum of offerings optimized to address the requirements of
different workloads while providing choice to our clients

Systemz  DS8000 POWER7-
General y

XV based
tems i
Purpose b .0 il e
xrv. System x eX5

Platforms A choice of architectures — servers and storage — each fit for a particular need

IBM Smart
‘ . POWER?7 pmmmes 7~ N
System Analytics Memory B = z/Solution
At Optimizer for Expansion Soeeis Editions
Optlmlzers DB2 for z/OS

System technology enhancements that hone capabilities for specific workloads

Smart
452 Analytics
Systems

Pre-integrated CloudBurst E . SONAS

Solutions

Integrated HW and SW solutions, deeply tuned for specific workloads

Integ rated E System x Power Systems System z £
future future future

Heterogeneous VMControl
P CTY . Optimizing the
World’s Infrastructure

Systems



Enhance ¥our Data Center Control with
Integrate Service Management

L l l llllm
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Thank You

Benjamin Lim | limkwb@sg.ibm.com
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