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Summary of Changes
Changes for this publication are summarized below.

June 2001, Version 1 Release 1.3

This manual has been completely reorganized in response to customer feedback to provide
documentation that makes it easier to follow when installing Tivoli Kernel Services and
Tivoli Storage Network Manager. Tivoli Storage Network Manager version 1.1.3 requires
that you install the Tivoli Kernel Services patch 1.1.1-TKS-0003 after you install Tivoli
Kernel Services.

The organization is presented in a step—by—step linear manner as follows:

m  Step 1: Prepare the manager machine ([ Preparing for Ingtallation” on page 15)

®m  Step 2: Install the manager machine (Lnstalling the Manager Machine” on page 25)

®m  Step 3: Install the managed host machines (['lnstalling the Managed Hosts” an page 71))
m

Step 4: Configure the manager machine (LCanfiguring the Manager Machine” o
lhage &1)

Planning and Installation Guide
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Preface

Tivoli Storage Network Manager is a comprehensive SAN management software product.

This book explains how to plan for, install, and configure Tivoli Storage Network Manager.

Who Should Read This Document

This document is intended for Storage Area Network (SAN) administrators and network
operators who are familiar with SAN concepts. We also assume that the users are familiar
with the following:

General procedures for installing software on a Windows system

Tivoli Kernel Services

Tivoli Presentation Services

SAN concepts

Tivoli Enterprise Console (if you are displaying Tivoli Enterprise Console events)
SNMP concepts (if you are displaying SNMP traps)

Tivoli NetView

Once you install Tivoli Storage Network Manager, you should read through Tivoli Sorage
Network Manager Getting Started Guide. The guide is on the Tivoli Storage Network
Manager CD—ROM. This will help you get started using the product.
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Prerequisite and Related Information
The following table indicates which Web site to access for additional information.

Table 1. Product Web Sites

Product

Web Site

Tivoli Web site

http://www.tivoli.com/storage

Tivoli Storage Network Manager

http://www.tivoli.com/tsnm

Tivoli Storage Network Manager
device compatibility and SAN
components list

http://www.tivoli.com/support/san/ tsnm_devices.html

Tivoli Storage Network Manager
function provided in relationship to the
ANSI standards compliance in your
SAN fabric

http://www.tivoli.com/support/san/ tsnm_functionality.html

Tivoli Storage Network Manager
product requirements and devices
supported

http://www.tivoli.com/support/san/ regquirements.html

Tivoli Storage Network Manager
downloads and fixes

http://www.tivoli.com/support/san/ maintenance.html

Tivoli Storage Network Manager
technical support

http://www.tivoli.com/support/san/ index.html

IBM Universal DB2 Enterprise Edition

http://www.ibm.com/software/data/db2/udb/

The following table lists documents you can access for additiona information.

Table 2. Related Documents

Programmer’s Reference

Document Order Number
Introduction to Storage Area Network, | SG24-5470
SAN

Designing an IBM Storage Area SG24-5758
Network

Tivoli NetView for Windows NT GC31-8502
User's Guide

Tivoli NetView for Windows NT SC31-8416
Programmer’s Guide

Tivoli NetView for Windows NT SC31-8417

Fibre Channel Connection to the Future

ISBN 1-878707-45

Guide

IBM Enterprise Storage Server SG24-5465
Implementing Fibre Channel SG24-6113
Attachment on the ESS

TME 10 Enterprise Console User’'s GC31-8506
Guide

TME 10 Rule Builder's Guide SC31-8508
TME 10 Enterprise Console Adapter's | SC31-8507
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The following table lists documents that are helpful for planning and installing Tivoli Kernel
Services. These documents are located on the Tivoli Kernel Services CD-ROM.

Table 3. Tivoli Kernel Services Documents

Document File Name on CD-ROM
Planning for Tivoli Kernel Services tks110 planning
Introducing Tivoli Kernel Services Administration | tks110 introducing
Installing Tivoli Kernel Services tks110 installing

Tivoli Kernel Services Command Reference tks110_commands

Conventions Used in This Document

This document uses several typeface conventions for special terms and actions. These
conventions have the following meaning:

Table 4. Typeface Conventions
Example Description

bold Commands, keywords, file names, authorization
roles, or other information that you must use
literally appear in bold. Names of windows,
diaogs, and other controls also appear in bold.

italics Variables and values that you must provide
appear in italics. Words and phrases that are
emphasized also appear in italics.

monospace Code examples, output, and system messages
appear in amonospace font.

Contacting Customer Support

It is crucial that you install and keep up with the most recent maintenance level for Tivoli
Storage Network Manager. Maintenance information and downloads for Tivoli Storage
Network Manager can be obtained at the following web site:

http://tivoli.com/support/san/maintenance.html

Before contacting customer support, ensure that you have installed the most recent Tivoli
Storage Network Manager maintenance.

The Tivoli Customer Support Web site is:
http://www.tivoli.com/support/

If you need support for this or any other Tivoli product, contact Tivoli Customer Support in
one of the following ways:

B Submit a problem management record (PMR) electronically from our Web site at the
following web site:

http://www.tivoli.com/support/reporting/

For information about obtaining support through the Tivoli Customer Support Web site,
go to the following web site:

http://www.tivoli.com/support/getting/
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®  Submit a PMR électronically through the IBMLink system. For information about
IBMLink registration and access, refer to the IBM Web page at the following web site:
http://www.ibmlink.ibm.com

m  Send electronic mail (e-mail) to the following address:
support@tivoli.com
®  Customersin the U.S. can call:
1-800-TIVOLI8 (1-800-848-6548)
m  Customers outside the U.S. should refer to the Tivoli Customer Web site for customer
support telephone numbers:
http://www.tivoli.com/support/Tocations.html

When you contact Tivoli Customer Support, be prepared to provide the customer number for
your company so that support personnel can assist you more readily.

The support Web site offers extensive information, including:
®  The Customer Support Handbook (a guide to support services)

You can review the Customer Support Handbook at the following uniform resource
locator (URL):

http://www.tivoli.com/support/handbook/
®  Frequently asked questions (FAQS)
m  Technical information including release notes, redbooks, and white papers

Accessing Publications Online

You can access Tivoli publications online at the following web site:
http://www.tivoli.com/support/documents/

The documentation for some products is available in Portable Document Format (PDF) and
Hypertext Markup Language (HTML) formats. Translated documents are also available for
some products.

To access most of the documentation, you need an ID and a password. To obtain an ID for
use on the support Web site, go to the following web site:

http://www.tivoli.com/support/getting/

For more information about obtaining Tivoli technical documentation and support, resellers
should refer to the following web site:

http://www.tivoli.com/support/smb/index.html

Business Partners should refer to Qrdering Puhlications” on page xiii for more information

about obtaining Tivoli technical documentation.

Xii
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Ordering Publications
Order Tivali publications online at the following web site:
http://www.tivoli.com/support/Prodman/html/pub_order.htm]
You can aso call one of the following telephone numbers:
m  U.S customers. (800) 879-2755
B Canadian customers: (800) 426—4968

Planning and Installation Guide xiii
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Introducing Tivoli Storage Network
Manager

A Storage Area Network (SAN) consists of storage devices connected to host systems
through a fabric of fibre-based hubs, bridges, switches, routers, gateways, and directors. A
SAN uses optimized protocols. SAN management requires a tool that understands this

environment. Tivoli Storage Network Manager fulfills this requirement.

What Does Tivoli Storage Network Manager Do?

Tivoli Storage Network Manager is a tool for managing storage devices on a Storage Area
Network (SAN) as shown in Eigure 4. The manager component of Tivoli Storage Network
Manager manages the hosts (managed hosts) on the SAN. Tivoli Storage Network Manager

can then:

B Manage the SAN fabric by discovering and managing the SAN topology (Manage

Networks)
B Assign and unassign SAN storage to the managed hosts (Manage LUNS)

B Monitor and extend file systems on the managed hosts (Manage File System Policies)

Tivoli

Storage
Network
- ==
EESEEEnrny B i

Manager

Database

,
/
,
,
,
-ﬁ Managed

_EF Host
E===% (Agent)

Figure 1. Tivoli Storage Network Manager Interacting with the Storage Area Network
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Manage Networks

One of the challenges of network management is to keep track of all devices on a network.
Another challenge is to ensure that you have current information about device configuration.
Tivoli Storage Network Manager provides network management by performing a SAN
topology discovery. The network discovery provides you with a database of network
configuration information across the SAN. This discovery is displayed on the Tivoli
NetView Console, from which you can also manage your Internet Protocol (IP)-based LANs
and WANSs. The discovery is done through a combination of both:

® |nband discovery (through the SAN network itself)

m  Qutband discovery by using Simple Network Management Protocol (SNMP) capabilities
through Transmission Control Protocol/Internet Protocol (TCP/IP)

The ability to display topology information from both of these sources makes Tivoli Storage
Network Manager a versatile tool. Tivoli Storage Network Manager is capable of managing
devices that cannot support a Tivoli Storage Network Manager agent. A complete view of
the physical topology and the status of every element in the topology is displayed. The
display also shows the logical views at the device—centric, host-centric, and zone-centric
levels.

You must launch the Tivoli NetView Console to use Manage Networks. Because Manage
Networks uses Tivoli NetView as a topology console, you will be able to see a topology
view and an Explorer view of the network.

You can aso easily launch vendor applications to perform device management and
configuration. The application can be either Web based or a native code application. If the
interface is an application, it must reside on the same machine as the Tivoli NetView server.

Manage LUNSs

You can control the assignment of disk storage subsystem resources (LUNS) to specific
computers in your storage network. This enables multiple computers to securely share the
same network bandwidth and the same disk storage subsystems.

Note: If you are using Tivoli Storage Network Manager to securely share storage, a Tivoli
Storage Network Manager agent must be installed on every host system with access
to that storage. Tivoli Storage Network Manager uses LUN masking to control
storage access. Systems that do not have this agent installed may be able to access
storage that is assigned to other hosts. This can cause data corruption. Alternatively,
other measures, such as hardware zoning, can alow machines not running with a
Tivoli Storage Network Manager agent to be safely integrated into the storage
network.

Tivoli Storage Network Manager agent software performs local functions such as LUN
masking and inband discovery on a host attached to the SAN. A host with a Tivoli Storage
Network Manager agent is referred to as a managed host.

Tivoli Storage Network Manager supports many IBM and non-IBM disk drives. The disk
drives supported include JBODs (Just a Bunch of Disks), RAID devices, and intelligent disk
subsystems such as the IBM Enterprise Storage Server (ESS). Check the following URL for
currently supported disk devices:

www.tivoli.com/support/san/requirements.html
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For RAID devices, Tivoli Storage Network Manager supports both hardware RAID and
software RAID. Hardware RAID LUNSs are handled like ordinary LUNs by Tivoli Storage
Network Manager. For software RAID, the LUNs which make up the RAID devices appear
as separate LUNSs to Tivoli Storage Network Manager. Each LUN must be allocated to the
same managed host (or set of managed hosts).

For disk subsystems such as the IBM Enterprise Storage Server (ESS), a LUN is alogical
disk drive. You can configure the ESS to have many LUNSs. If you want Tivoli Storage
Network Manager to manage ESS LUNSs, the ESS must be configured for that support. The
ESS LUNSs that you want Tivoli Storage Network Manager to manage must be made
available to al the managed hosts on the SAN. This is also true for other intelligent storage
subsystems like the EMC Symmetrix. For information on ESS configuration, see the ESS
documentation. For information on EMC Symmetrix configuration, see the EMC
documentation.

To use Manage LUNSs, you must log onto the Tivoli Console.

Manage File System Policies

You can monitor the capacity of file systems in your storage network by establishing
policies at the domain, host group, or individual file system level. You can automatically
extend supported file systems that are near maximum capacity. You do this by defining a
threshold for the resource you want to monitor.

Tivoli Storage Network Manager can monitor file systems on Windows NT, Windows 2000,
AlX 4.3.3, and Solaris 2.7. The table below shows which file systems can be monitored and
which can be automatically extended on each supported operating system.

— Note
The information in the following two tables are for planning purposes only and might
not reflect the current level of support that is provided. Check with your marketing
representative to determine when the support is available.

Table 5. Supported Operating Systems and File Systems

Operating System File System File Systems Which Support
M onitoring Automatic Extension

Windows NT Server 4.0 with Service Pack | All Not applicable

6

Windows 2000 Advanced Server or All Not applicable

Professional

AlX 4.3.3 All JFS

Solaris 2.7* All VXFS

* Solaris 2.7 supports software RAID that is implemented using VxVM version 7 only.

Manage File System Policies can aso automatically extend file systems that make use of
RAID. Hardware RAID is supported on all disk subsystems on all supported operating
systems.

Planning and Installation Guide
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Support for software RAID is limited to the categories shown in the table below.

Table 6. Supported Software RAID

AlX 4.3.3 Solaris 2.7*

RAID-1 (mirror) Concatenation (volume sets)

RAID-0 (stripe)

RAID-1 (mirror)

RAID-5 (striping with distributed parity)
RAID-1 + RAID-0

RAID-0 + RAID-1

To use Manage File System Policies, you must log onto the Tivoli Console.

Other Management Activities

Once the SAN elements are discovered, storage resources are assigned, and policies are
established for monitoring file systems, you can then do the following:

m  Continually monitor all components within the discovered SAN topology

m  Capture data to use for reporting on performance, capacity, and service level planning
m  Automatically extend supported file systems that are nearing capacity
]

Receive automatic notification when file systems exceed an administrator-determined
threshold

Tivoli Storage Network Manager will also generate SNMP traps and Tivoli Enterprise
Console events to report on all monitored activities. These events can be sent to the
designated management console or the designated administrator.

Events and data from the SAN are continuously captured and processed, providing
information, alerts, and notification to administrators for problem resolution. You can then
launch specific SAN management software (within Tivoli Storage Network Manager) to
assist in closure of the problem. This feature also provides you with an easy navigational
tool to launch the specific application. You can launch applications to perform device
management, configuration, and performance functions during the initial SAN setup.

How Tivoli Storage Network Manager Uses Inband and SNMP Events

Tivoli Storage Network Manager uses inband events and outband SNMP traps to trigger a
discovery operation on the SAN. However, while this increases the versatility of the product,
SNMP traps sent to Tivoli Storage Network Manager are not logged.

Inband events and SNMP traps are used identically. They provide the same information (a
change might have occurred in the SAN and a discovery operation needs to be done).
Inband events are detected by the Tivoli Storage Network Manager agents running on the
managed hosts. SNMP traps are detected by Tivoli Storage Network Manager’s Outband
Change Agent. For Tivoli Storage Network Manager to receive the SNMP traps, you must
configure the device (for example a switch) to send traps to Tivoli Storage Network
Manager (manager machine).

Version 1 Release 1.3 (6/13/2001)




Tivoli Storage Network Manager discovers SAN information by doing the following:

m  Communicates with Tivoli Storage Network Manager agents. The agents run on the
managed hosts (inband discovery).

m |ssues Management Information Base (MIB) queries directly to switches and other
devices (outband discovery).

Host and device information is gathered only by the inband operation. Topology information
can be gathered by using either the inband or outband discovery operations. Both discovery
operations provide the same level of information; however, zone information is only
available through the inband discovery operation. Using both inband and outband discovery
operations extends the range of devices supported by Tivoli Storage Network Manager.
Some switches support only the inband mechanism and some support only the outband
mechanism.

If no agents are running on the host systems, only outband discovery operations and SNMP
trap monitoring are used to monitor the SAN. In this configuration, the Tivoli Storage
Network Manager NetView console could indicate only switch and connection level
information. The devices and hosts would appear as unknown devices. Because Manage
LUNs and Manage File System Policies require host and disk information, you are unable to
use those functions. If you want to take advantage of Tivoli Storage Network Manager in
this way, you should configure Tivoli Storage Network Manager to receive outband traps.
The outband traps determine when to initiate a rediscovery operation. You might want to
consider this configuration if you have the following conditions:

B You want to include unsupported devices on your SAN
B You want to monitor machines that you do not directly control.

The SNMP traps sent by the devices and by Tivoli Storage Network Manager can be sent to
the Tivoli NetView console. The events can be displayed in the Event browser. The events
may also be sent to another trap console for monitoring. The advantage of sending the
events to a Tivoli NetView console is that the user can view the event text. The user can
then provide error recovery or other advanced processing, such as paging.

Configuration Options
You can configure your system in the following ways:

m  Configure devices to send SNMP traps to an SNMP management console
m  Configure SNMP traps so they can be sent to Tivoli Storage Network Manager

m  Configure SNMP traps so they can be sent to both the Tivoli Storage Network Manager
and the SNMP console

Configuring Devices to Send SNMP Traps to an SNMP Console
This is the most common configuration. Tivoli NetView or Tivoli NetView Lite will
automatically be listening for SNMP traps on port 162. Many devices in your storage
network may be configured to send SNMP traps to this port number. However, you still have
to configure those individual devices to point to the machine that is running Tivoli NetView.
If you have also configured Tivoli Storage Network Manager to send SNMP traps to the
Tivoli NetView console, then this configuration allows you to track all the SNMP traps in
your storage network. This can be done from one console. You can view information on the
status of LUN assignments and file system extensions as well as information from your
devices. You can view the changes in their condition described in Tivoli NetView's Event
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Browser. This configuration logs SNMP traps, but does not use that information to update
the topology information displayed in the Tivoli NetView console. However, Tivoli Storage
Network Manager is still able to update the topology display to reflect the status of your
storage network based on information gathered from its agents.

Configuring SNMP Traps to be Sent to Tivoli Storage Network Manager
You can configure the devices in your storage network to send SNMP traps directly to Tivoli
Storage Network Manager. To do this, you need to configure the devices to send their traps
to the Tivoli Storage Network Manager (manager) machine. You need to change the port
number to 1001. This configuration allows Tivoli Storage Network Manager to rediscover
the network topology in response to the SNMP traps it receives. However, the traps sent to
Tivoli Storage Network Manager will not be logged in the Tivoli NetView Event Browser.
The ability to view the trap information on a console would be unavailable in this situation.
Because some devices do not support changing the port number to which they send SNMP
traps, this configuration is not available in al hardware environments.

Configuring SNMP Traps to be Sent to Both Tivoli Storage Network

Manager and the SNMP Console
Some devices can be configured to forward their SNMP traps to multiple locations. This
configuration combines the best features of the configurations described above with none of
their limitations. Under this configuration, you can view all of the events generated by Tivoli
Storage Network Manager and your storage devices. This can be viewed in one common
SNMP management console. Tivoli Storage Network Manager is able to respond to the
SNMP traps it receives from the devices in your storage network. This helps determine when
it should rediscover the network topology. Because not all devices support this ability, this
configuration might not be available to all environments. However, if you are using the full
version of Tivoli NetView and not Tivoli NetView Lite, you can take advantage of its
Mid-Level Manager (MLM). The MLM can intercept SNMP traps and forward them to
multiple locations. You would configure all of your devices to point to the machine that is
runningTivoli NetView. Use port 162. You would then configure the MLM to forward
SNMP traps it receives to Tivoli Storage Network Manager (manager machine) on port
1001.

How to Forward Tivoli Storage Network Manager and Device SNMP Traps to
Tivoli NetView
Tivoli Storage Network Manager trap forwarding is performed through the Tivoli Console.
This process is described in iguri i i ’
. The Tivoli Storage Network Manager traps are described in the online help for
Tivoli Storage Network Manager.

For device SNMP traps; you need to configure each device to send its traps to the IP address
of the system running Tivoli NetView. For information on configuring your device, refer to
your device vendor documentation.

Rogue Hosts

If you are using Tivoli Storage Network Manager to securely share storage, a Tivoli Storage
Network Manager agent must be installed and running on every host system with access to
that storage. This is because Tivoli Storage Network Manager uses LUN masking at the host
to control storage access. A system that does not have this agent installed and running is
called arogue host. A rogue host can access storage that is assigned to other hosts. This can
cause data corruption.
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Tivoli Storage Network Manager considers a host system a rogue host if it isin one of the
following states:

1. Tivoli Storage Network Manager cannot identify the device.
2. There are no agents installed and running on the host system.

3. The host name (also known as the platform name) registered with a switch does not
match the name of the host system.

4. There is an agent running on the host system, but it appears that the LUN masking
support is not enabled when it should be. An example of thisisif the device driver is
installed but not active because the managed host was not rebooted.

The Manage Network console displays each host or unknown device that is determined to be
a rogue host. Manage LUNs will not display rogue hosts in state 1, 2, or 3 above. Manage
LUNs will display rogue hosts in state 4 (LUN masking support is not enabled when it
should be).

There are two levels for a rogue host condition:

m  Non-critical event: The Tivoli Storage Network Manager agent is not running on the
host. This means that some information is not available within Tivoli Storage Network
Manager. Specificaly, host file system level information is not available and potentialy,
some device information. This is considered a lower level issue. The events generated by
Tivoli Storage Network Manager are warnings.

m  Critical event: If the agent is running, it means that the rogue host can potentially access
data on other devices being managed with Manage LUNSs. This is considered a more
significant issue. Therefore, Tivoli Storage Network Manager generates critical events.

Rogue host warnings are sent out as SNMP traps and Tivoli Enterprise Console events when
a rogue host condition is detected. A rogue host condition is detected during a discovery
operation or Manage LUNSs polling. Because Manage LUNSs cannot secure the devices from
systems not running the agent, additional severe rogue host alerts are sent when Manage
LUNSs is enabled. The time required to detect that a rogue host condition exists depends on
the following:

B Thetime it takes for discovery processing

B The specified polling intervals

It is possible for users to want a rogue host (a machine not managed by Tivoli Storage
Network Manager) on their SAN. In this case, the user needs to manage the rogue host’s

access to storage to prevent data corruption. You can manage access to storage through
zoning, hardware LUN masking, or other means in order to prevent data corruption.

Rogue Hosts Displayed on the Tivoli NetView Console

A rogue host on Manage Networks can appear in two different forms. The first rogue host
icon shown below is displayed on the Tivoli NetView console if Tivoli Storage Network
Manager detects a host system and one of the following conditions apply:

m  The Tivoli Storage Network Manager agent is not running on the managed host

m  Manage LUNSs is enabled but the Manage LUNSs device driver is not running on the
managed host
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Figure 2. Rogue Host Icon — Manage Networks

The second icon is shown as an Unknown Device icon, but should be treated as a rogue
host. Tivoli Storage Network Manager detects this device, but there is insufficient
information to identify this device. This object could be a host, disk, or some other type of
device. This object needs to be treated as a rogue host because this object could be a host. If
the object is a hogt, it could access the storage devices controlled by Manage LUNs. An
unknown device and rogue host are treated in the same way. That is, the events generated
are the same for a rogue host or an unknown device.

'?

Figure 3. Unknown Device Icon — Manage Networks

Rogue Hosts Displayed on the Tivoli Console (Manage LUNS)
Only managed host systems running the Tivoli Storage Network Manager agent are

displayed on the Manage LUNs console. A rogue host on the Manage LUNSs console appears

as.

Figure 4. Rogue Host Icon — Manage LUNs

Important Notes

This section lists some of the key points you should keep in mind before installing Tivoli
Storage Network Manager:

If you are using Tivoli Storage Network Manager to securely share storage, a Tivoli
Storage Network Manager agent must be installed on every host system with access to
that storage. This is necessary because Tivoli Storage Network Manager uses LUN
masking to control storage access. Systems that do not have this agent installed may be
able to access storage that is assigned to other hosts. This can cause data corruption.
(You can use other means to restrict data access to the devices such as hardware
zoning.)

The Tivoli Storage Network Manager (manager component) and all managed hosts
(agents) must have static 1P addresses. In addition, the remote DNS server must know
each machine's static |P address. For information on how to find the host name and
static |P address of a network computer, see l'Step 2: Checking for a Static 1P Address]

Your network must be using DNS.
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Planning for Installation

— Important
Before installing Tivoli Storage Network Manager, make sure that your SAN is
operational. Check the following:

m  The hosts must be able to view and contact the storage devices. See FHow td

Check the Hos’'s View of Devices’ an page 124 and I'How ta Check the Host's
View of | UNS' on page 124.

The LUNs must be accessible to al the managed hosts on the SAN (only if thisis
desired).

You have installed the appropriate HBAs and device drivers (for example, the
QLogic HBA and device drivers). For alist of the devices supported, see the
following URL:

http://www.tivoli.com/support/san/tsnm_devices.html

The common API setup program for the HBA must be run on each machine, called
a managed host. The managed host is managed by Tivoli Storage Network
Manager. This common APl program is in addition to the actual drivers for the
HBA, which are also required. For example, for a QLogic HBA you must run the
EUSDSetup program. Contact your HBA manufacturer if you do not have this
program.

Tivoli Storage Network Manager cannot run on a non-operational SAN.

You should always check the Tivoli Storage Network Manager web site for current
information before installing the product. The Web site is:

www.tivoli.com/support/san/requirements.html

Manager Requirements
The requirements for the manager are as follows:

Processor — Pentium [11 600 (minimum).

Disk space and memory requirements — see the README file on the Tivoli Storage
Network Manager CD—ROM.

Operating system — Microsoft Windows 2000 Advanced Server edition.

Planning and Installation Guide
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Managed Host Requirements

The requirements for the managed hosts are as follows:

m  Disk space and memory requirements — see the Readme file on the Tivoli Storage
Network Manager CD—ROM.

B Operating systems — see the Readme file on the Tivoli Storage Network Manager
CD-ROM.

Note: If you are using Tivoli Storage Network Manager to securely share storage, a Tivoli
Storage Network Manager agent must be installed on every host system with access
to that storage. This is because Tivoli Storage Network Manager uses LUN masking
to control storage access. Systems that do not have this agent installed may be able to
access storage that is assigned to other hosts and cause data corruption. (You can use
other means to restrict data access to the devices such as hardware zoning.)

Administrative GUI Console Requirements

The Tivoli Console Administrative functions perform systems management tasks and user
tasks for Tivoli Kernel Services and the applications that run on Tivoli Kernel Services. The
Tivoli Console provides general configuration facilities, to allow administrators to do the
following:

m  Define how the Tivoli Kernel Services and application services are deployed

m  Determine how the Tivoli Kernel Services and application services are configured
throughout the installation

The requirements for the administrative GUI console are as follows:

B Processor — Pentium [11 400 (minimum).

®  Disk space and memory requirements — see the README file on the Tivoli Storage
Network Manager CD—ROM.

m  Operating system — Windows 2000 Professional, Server, or Advanced Server editions.

Databases Supported

DATABASE 2 (DB2) Universal Database (UDB) Version 6.1 is shipped with Tivoli Kernel
Services. DB2 must be installed on the Tivoli Kernel Services manager machine. A separate
CD-ROM for DB2 is included with the Tivoli Storage Network Manager package.

Other Support

If you are planning to use the Manage Networks function of Tivoli Storage Network
Manager, you must have Tivoli NetView. You can install Tivoli NetView Lite 6.0.1 from the
Tivoli Storage Network Manager CD—ROM. If you have the full version of Tivoli NetView,
you must still run the Tivoli NetView install procedure to configure Tivoli NetView.

If you plan to send Tivoli Storage Network Manager events to a receiver, you must have
programming support for the following:
m SNMP

®  The Tivoli Enterprise Console

10
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m Tivoli NetView

SAN Environment

All systems must share a common storage area network connection to shared storage
devices. Typically, this will be a connection over shared SSA, or Fibre Channel (switched or
arbitrated loop) physical media. A SAN host bus adapter (HBA) and appropriate SAN device
drivers are also required in each system. The interconnect technology and associated HBA
can be SCSI, SSA, or Fibre Channel.

For information on the devices and SAN environment that are supported, check the
following Web site:

http://www.tivoli.com/support/san/requirements.html

The Tivoli Storage Network Manager CD-ROM Installation Package
You will be receiving six CD-ROMs in the installation packages.

B Three DB2 CD-ROMs; One for Windows NT and Windows 2000, one for AlX, and one
for Solaris

m  Two Tivoli Kernel Services CD-ROMSs: One for the installation depot and one for the
bootprint

B One Tivoli Storage Network Manager CD-ROM which contains the following:

* Tivoli Storage Network Manager for Windows 2000 (including the Tivoli Storage
Network Manager agents)

* Tivoli NetView Lite
» Database table creation scripts and programs
* Documentation

To be able to read PDF documents from the CD-ROM, you might want to download the
latest Acrobat Reader from the Web. The Web site is:

http://www.adobe.com/products/acrobat/readstep.html

Tivoli Storage Network Manager cannot be installed from a remote (or mapped) network
drive. It must be run either:

m  Directly from the CD—ROM drive of the Installation Depot machine or

m  The contents of the CD must be copied to a hard drive on the local machine. The install
must run on the local machine.

For AIX machines (managed hosts) that do not have a CD—ROM drive, see FAIX Machined

Overview of the Installation Steps

[Cable 7 on page 14 provides a high-level checklist to help you install Tivoli Storage
Network Manager successfully.

Planning and Installation Guide
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The installation instructions assume that you will be working with a manager machine and
several managed host machines. References to the manager machine refers to the Tivoli
Kernel Services Installation Depot and will have these programs installed:

m DB2

Tivoli Storage Network Manager

Tivoli Kernel Services (including MQSeries Server and the DAS Server)
Tivoli Presentation Services (this includes the Tivoli Console)
Tivoli NetView Lite

On the managed host machines, you will be installing the Tivoli Kernel Services bootprint
(endpoint server). You will also be deploying Tivoli Storage Network Manager agent

software to them from the manager machine. The managed host machine is also referred to
as the agent or bootprint machine.

Note: The managed host (or bootprint) machine cannot be on the same machine as the

manager machine.

Table 7. Checklist for a New Install of Tivoli Storage Network Manager

Step |Description See Check
when done
1 Check for the fully qualified host name of I'Step 1: Checking far the Fullyl
the manager machine. Qualified Host Name” on
page13.
2 Check for the static IP address on the tStep 2. Checking for a Static 1
manager machine.alnstall Tivoli lAddress” on page 17.
3 Create two additional Windows user 1Ds. ' Step 3 Creating Two Additional
4 Install the SNMP service.
5 Disable the World Wide Web Publishing
service.
6 Install DB2.
7 Install Tivoli Kernel Services.
8 Install the Tivoli Kernel Services patch
1.1.1-TKS-0003.
9 Run makeNTaccount1108.bat.
10 Run idsetup.cmd.
11 Launch the Tivoli Console.

12
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Table 7. Checklist for a New Install of Tivoli Storage Network Manager (continued)

Step

Description

Check
when done

12

Create the Tivoli Storage Network Manager
database.

13

Install or configure Tivoli NetView.

14

Install Tivoli Storage Network Manager.

15

Launch the Tivoli Console.

16

Install the Tivoli Kernel Services bootprint
on managed host machines.

17

Run bpsetup.cmd on Windows managed
host machines.

18

Run bpsetup.cmd on AIX managed host
machines.

19

Display the ORBs and ORB sets.

20

Join the manager ORB to the
BT SNetViewOr bset.

21

Join the managed host ORBs to the
BT SManagedH ostOr bset.

22

Enable the Manage LUNs component on the
manager machine (required step if you want
to use Manage LUNs and Manage File
System Policies components).

23

Configure event reporting on the manager
machine (optional step).

24

Use Tivoli Storage Network Manager.

25

Add a managed host to the SAN.

See

Sten 7: Create the Tivali Starage
Network Manager Datahase” o
page 44

[Step & Ingtall or Configure
[Mivali NetView” on page 59
[Step 9: Install Tivali Storagd
Network Manager” on page 60
Step 10: L aunch the Tivall
Console” on page 70

[Step 1 Ingtalling the Tivali
Kernel Services Roatprint” an
page 71

Step 2: Run bpsetup cmd an all
Windows NT and 2000 Managed
Host (Rootprint) Machines” anl
page7d

['Sten 3: Run bpsetup.sh on alll
IA1X_Managed Host (Baatprint)
[ Y ]
bnd ORR Sets” an page 81

[ Step 2 Joining the Managel
ORB to the BTSNetViewQOrhsat']
bn page 89

[Sten 3 Joining the Managed
Host (Bootprint) ORBs ta the
BISManagedHostQrhset” od
page 84

[.Step 4 Enahling and Disahling
L Step 5. Configuring Evend

' Step 6 Using Tivali Storage
Network Manager” on page 94
How to Add a Managed Host td
the SAN” on page 93

Upgrading Tivoli Storage Network Manager

If you are upgrading Tivoli Storage Network Manager, see LUpgrading Tivoli Storagd
Netwark Manager” on page 107

Planning and Installation Guide
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Preparing for Installation

Before you can install Tivoli Kernel Services and Tivoli Storage Network Manager on the
manager machine, there are several steps to complete. The sections below describe those

steps.

Step 1: Checking for the Fully Qualified Host Name

Tivoli Kernel Services requires fully qualified host names. Some machines might be
configured to return a short host name, such as bjklingenberg instead of a fully qualified
host name, such as bjklingenber g.myorg.mycompany.com. This causes problems for
severa Tivoli Kernel Services components which are expecting the ORB to aways be using
fully qualified host names. For more information, see the readme file on the Tivoli Kernel
Services CD-ROM.

When installing on Windows 2000, ensure that the computer name is fully qualified. To
verify this, follow these steps:

1. Right—click on My Computer.

2. Select Properties.

3. The System Properties window displays.

Planning and Installation Guide
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System Properties

Figure 5. System Properties Screen

If the Full computer name field is not fully qualified with a domain name, you must
change it. An example of a fully qualified name is gromit.sanjose.ibm.com.

If the computer name is not fully qualified, click Properties.
5. Click More.
6. The DNS Suffix and NetBIOS Computer Name screen displays.

DMS Suffix and NetBIOS Computer Mame

Figure 6. DNS Suffix and NetBIOS Computer Name Screen

7. Enter the domain name (Primary DNS suffix of this computer) for the machine. An
example is sanjose.ibm.com. The machine will need to be rebooted for this change to
take effect.

16
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Step 2: Checking for a Static IP Address
The Tivoli Storage Network Manager (manager component) and al managed hosts (agents)
must have a static |P address. The remote DNS server must know each machine's static |P
address.
For Windows 2000: To find the static IP address, do the following steps:

Right—click on My Network Places.

Select Properties.

Right—click on LAN connection.

Select Properties.

Select Internet Protocol (TCP/IP).

Click Properties.

N o g s~ w DB

The Internet Protocol (TCP/IP) Properties screen displays.

Internet Protocol {TCR/IP) Properties

3 .13, 25 166
2585 . 255 254 0 0
3 .13, 25 254

(50 (0 b DS semven addiess autamatically

3 0113, 42 280

9 1130 3 280

Figure 7. Internet Protocol (TCP/IP) Properties Screen

Make sure that all the fields are completed as shown.
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Step 3: Creating Two Additional Windows User IDs

You will need three Windows user IDs on the manager machine with access to DB2 before
you install Tivoli Storage Network Manager:

m A DB2 administrator (the default is db2admin)

m A DB2 user (first DB2 user ID, does not need administrative authority or Log on as a
service authority)

m A DB2 user (second DB2 user ID, does not need administrative authority or Log on as
a service authority)

Each user ID is restricted to 8 characters or less. An example of two new user IDs would be
tivolil and tivoli2 or db2user1 and db2user2. You can set the passwords for these user 1Ds
to Password never expires. This avoids having to change the passwords.

If %OU want to change the passwords, see |'Changing the Passwords for Database User DS

To create a user ID (using the Computer Management window), follow these steps:

1. Right—click My Computer and click Manage. This will launch the Computer
Management window. From here, click Local Users and Groups and then click Users.

E Computer Management = |I:I|ﬁ|
| acton vew || ¢ = [B[m| DB 2 |
Tree I Mame | Full Name I Description
E Computer Management (Local) 7 dministr ator Built-in account For administerir
= Eﬂ System Taols mthadmin db2adrmin
(i) Event Viewer mcﬂﬂuser dbZuser
% System Information QGuest Built-in account for guest acce:
ﬁ Performance Logs and Alerts QMUSR_MQP.D. . MUSR_MQADMIN MQSeries Administrator
Shared Folders mNeth‘iew Tekiiew Metview Service Account
i = Device Manager mtksUser Account For Tivali Kernel Servic
=)-#& Local Users and Groups stInternetUser TsInternetUser This user account is used by Te
[ | Isers
(1 Groups

=l @ Storage

i--(_]] Disk Management

: E" Disk Defragmenter
= Logical Drives

@ Removable Storage
[ % Services and Applications

‘ | ©
| I

Figure 8. Computer Management Screen

2. From the menu bar, click Action and then click New User.
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3. The New User dialog box displays. Enter the user name and password and then confirm
the password. Uncheck User must change password at next logon, and check
Password never expires (unless your enterprise has a policy to change passwords
frequently). Click Create, then click Close.

User name: Idb2user

Full name: I

Description: I

Password: I ”””””” 1

LConfirrn pazzword: I

[T User must change password at nest logon
[ Uger cannat change password
[ Password never expires

[ Account iz disabled

Create I Cloze

Figure 9. New User Dialog
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Granting New Users Administrative Authority
To grant a new user administrative authority, follow these steps.

Right—click My Computer.
Click Manage.

Click Local Users and Groups.
Click Users.

Double—click on the user you want to grant administrative authority to.

o g bk~ w0 DN P

The user properties panel displays. Click the Member of tab.

dbuser Properties ed

General  Member OF | Frofile I Diahkin I

tember of:

E‘Administratols
@ Ugers

i Add.d Remove |

Qg | Cancel Apply

Figure 10. User Properties Panel
7. Select Administrators and click Add.
Checking for Log on as a Service Authority
To check if your user ID has Log on as a service authority, do the following steps:
1. Click:

Start -> Programs -> Administrative Tools ->
Local Security Policy

2. The Local Security Settings screen displays.

20
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Eﬁ Local Security Settings

l ation ven || & 5 |B@E| X B2

=101 x|

Tree I

@ Security Settings

#-{J8 Account Policies

=08 Local Policies
B8 Audt Policy

' |2 Public Kevy Policies

Ml

{8|User Rights Assignmenthﬁpass traverse checking

{8 Security Options

[ S IP Security Policies on

|

Policy ¢ | Local Setting | Effective Setting |

P.ccess this computer from the net... SANBOX11YUSR_S...
F\ct as part of the operating system  SANBOX11YMUSR_...
P.dd workstations to domain
Back up files and directories

SAMECKT TSRS, .
SANBOKI1IMUSR ..

Backup Operators,...
*3-1-5-21-1801674...

Backup Operators,...
*5-1-5-21-1801674...

Change the system time Power Users,Admini...  Power Users, Admini...
Create a pagefile Administrators Administrators
Create a token object SAMEOX11Ydb2admin SAMBOX11db2admin
Create permanent shared objects
Debug programs Administratars Administratars

Den}.f access to this computer from. ..
Deny logon as & batch job

Deny logon as a service

Deny lagon lacally

Enable computer and user account. ..
Fclrce shutdown from a remote sy...  Administrators
Generate security audits
Increase quotas

Increase scheduling priority
Load and unload device drivers
Lock pages in memary

Log on as a batch job

Administrators

#5-1-5-21-1801674. .,
Administratars

#5-1-5-21-1801674. .,
Administratars
Administrators Administrators

*3-1-5-21-1801674...  *5-1-5-21-1801674...

sInter...

SANBOXLIT
Manage auditing and security log Administratars Administrators
@Mediﬁﬂ firmware environment walues  Administrators Adminiskratars

Figure 11. Local Security Settings

3. Double—lick on Log on as a service and check to see if your user ID has this authority.

Step 4: Installing the SNMP Service

The Windows SNMP Service must be installed and running before installing Tivoli NetView
Lite. You will need to restart your computer after installing the SNMP Service. If the SNMP
Service is not installed, Tivoli NetView Lite will not be installed.

Follow these steps to install SNMP Service:

1. Click:

Start -> Settings -> Control Panel

The Control Panel window displays. Double—click on the Add/Remove Programs icon.

3. The Add/Remove Programs window displays. Click Add/Remove Windows

Components on the left.

4. The Windows Components Wizard displays. Click Management and Monitoring
Tools and then click the Details button.

Planning and Installation Guide
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Windows Components Wizard

Windows Components
Yaou can add or remove components of \Windows 2000,

To add or remove a component, click the checkbox. A shaded box means that only
part of the component will be installed. To zee what's included in a component, click
Dretails.

Components:

27 Indexing Service 00ME «|
% Intertet Information Services [[15) 220MB

‘M .. Management and Monitoring Tools
[] = Message Queuing Services 2E6MB
1 2= Nehunrkinn Services AR MR ;I

Dezcription:  Includes toalz for monitaring and impraving netwark. performance.

Total disk space required: 0.9 MB e |
Space available on disk: EZ5E.E MB —
¢ Back I Mext » I Cancel |

Figure 12. Windows Components Wizard

5. On the Management and Monitoring Tools screen, select Simple Networ k
Management Protocol, then click OK.

Management and Monitoring Tools , i‘

To add ar remove a component, click the check box. A shaded box means that only part
of the component will be ingtalled. To see what's included in a component, click Details.

Subcomponents of Management and Monitoring T oals:

O 5 Connection Manager Components 1.7MB ;]
[ J= Network Monitor Tools 27 MB

] tanagement Protocol 09 MB

H

Description:  Includes agents that monitor the activity in network. devices and report to
the network, conzole workstation.

Total disk space required: 0.9 MB
Space available on digk: E256.0 MB

Details...

Ok I Cancel

Figure 13. Management and Monitoring Tools Screen

6. On the Windows Components Wizard screen, click Finish. This sequence of steps may
ask you for the Windows 2000 CD—ROM. If so, insert the CD—ROM when prompted

and click on the appropriate component.
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Step 5: Disabling the World Wide Web Publishing Service
To disable the World Wide Web Publishing Service, follow these steps:

1
2.

Right—click on My Computer on your desktop.

Select Manage.

The Computer Management screen displays. Click Services under Services and
Applications on the left.

L] computer Management (==l B
‘J Action  View |J<.'=-->|l|@|] PRIl m

Tree I Mame / | Description l Status | Startup Type | Log (:I
@ Event Yiewer ;I %TCPJ’IF‘ MNetBIOS Hel... Enables su...  Started Aukomatic Loca
% System Information %Telephony Provides T...  Starked Mariual Loca
-] Performance Logs and Alerts %Telnet Allows are...  Started Autornatic Loca
- 7 Shared Folders %Terminal Services Provides a ... Disabled Loca
i g Device Manager e%Tivoli Kernel Service... Starked Aukomatic Loca
-4 Local Users and Groups 84 Tivali Kernel Service. .. Starked Manual Loca
=59 Storage 88 Tivall Kernel Service. .. Automatic Loca
-[_] Disk Management 8 Tivoli Kernel Service. . Starked Automatic Jtks
g Disk Defragmenter 84 Tival Kernel Service. .. Started Autamatic Atks
=) Logical Drives %Uninterruptible Pow... Manages a... Manual Loca
g F_!emovable Stprage 88 Ltiity Manager Starts and ... Manual Loca
EIH% Services and Applications %\-‘NC Server Starked Automatic Loca
[]g I:;TIDEE:EDI %Windows Inskaller Installs, re... Mariual Loca
. %Windows Internet M., Providesa... Starked Autornatic Loca
- Indxmg Service %Windows Managem... Providess...  Started Automatic Loca
e @ WINS c‘%‘w\finduws Managem... Providess... Started Manual Loca
(04 hctive Registrations %Winduws Time Sets the co... Manual Loca
Ea Replication Partners %Workstatinn Provides n...  Started Aukomatic Loca
6W‘v\-'orlcl Wide Web Publishing Service] . Disabled Loca

1

# % Internet Information Services |

b

| »

1]

Figure 14. Computer Management Screen

Right—click on the World Wide Web Publishing service.

Select Properties.

The World Wide Web Publishing Service Properties screen displays. Stop the service

and set the Startup Type to Disabled.

Planning and Installation Guide

23

uole|eisul
10} Buiredald ‘g



World Wide Web Publishing Service Properties (L ! ed

General I Log Dnl Hecuver_l,ll Dependenciesl

Service name: WISWE

Display name: IWDrId Wwide Web Publishing Service

Description: IF‘rDvides Web connectivity and administration through t

Path to executable:

CAWINMNTAS pstem32hinetsrvhinetinfo. exe

Startup type:

Service status:  Stopped

Start I Stop | Pauze Hesume
You can specify the start parameters that apply when pou start the service
from here.
Start parameters: I

Ok I Cancel Apply

Figure 15. World Wide Web Publishing Service Properties Screen
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Installing the Manager Machine

This section provides information on all the steps necessary to install the manager machine.

Step 1: Installing DB2

You must install DB2 before you install Tivoli Kernel Services. Tivoli Kernel Services will
create DB2 tables for its data. Tivoli Storage Network Manager will also create DB2 tables
for its data. You will be installing DB2 on the manager machine (Windows 2000).

To install DB2, follow these steps. These steps assume that DB2 will be installed on the C
drive.

1. Log on with a user ID with administrator authority to run the installation program.

2. Put the DB2 CD into the CD-ROM drive. It is an AutoRun CD. The Welcome screen
displays. On the Welcome screen, click Next.

1 ‘whalcome to IBM DB2 Universal Datahass o
‘wirdows 32-bit aperating sysiemsl

D2 Liriversal Database is
- ety o e

«Wiet anabied wih industy leading JavalT M) suppart

- scalable from uniprocessees ba SHPs

- mulimedia capahle with image, audio, viden ard text suppoil

Thank wou for choosing the IBM DBZ Univerzal D atabase for
“wiindiowss Z2-bit opedaling systams,

Click on Mewt' b continus

[ cowd | bee |

Figure 16. DB2 Welcome Screen
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3. If the CD does not automatically run, then go into Windows Explorer and click on your
CD-ROM drive. On the right of the Explorer panel, double click on the setup.exe
program. The program is shown below where the CD-ROM drive is D:

hisplmmg [N 3] x|
Fie Edi View Jec: Help

[ Db2_inatal £ = B ] $mEl o X= BemEE

| 8 Foiders | Cortarts ot Dy
[ Deskiap Harns | Size | Type | Miodifiad | sribupas
=1 E) My Computer ] dbs2 File Folee B/7A00 353 P R
B 3% Flapey (&) 0 dee File Frider 6/7/00 353PM fl
Fag L1 1 himl Fils Foider B/TA0 417 P A
B Dh2 instali[0) &) auonn v KB Setup Information 1145991230 AM ]
ﬁ ;n:;mam [ [ KE CMFile 20100 249PM A
1 rRes
) ] eadme o 1¥8 P File 2/1/00 350 FM f
. :::‘E“kl:::”"wma ] eadme ke KB KR File 21700 350PM A
B Rt ] et ®B TwFile 2100 350FM A
) shere (=] readms 1HB  Tel Docunent 241700 250 P A
N KB Apphcaicn 1126099 340 4M ]
[1 abiectis) selected [3.tkE

Figure 17. Explorer Panel

4. On the Select Products screen, select DB2 Enterprise Edition. Click Next to continue.

Note: You can select more than one choice. Most users might also want to install DB2
Administration Client.

Sedect Products

Sedect the productz) wou would fke o instal.

g DB2 Enbespnze Editon
[ DB2 S oftweare Developer's KF 0 He
] DB 2 A drniiesti ton Clert 0 Me

Dascaiption
DE2 Universal Database Erderpese Edition lets you creste:
and manage databases 2¢ well a3 allowing remote chent
sppilestions by sccedt dala o hesl dalshsses

i)

Bock [ Wi | Gl | b

Figure 18. Select Products Screen
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5. On the Select Installation Type screen, select a Typical install, then click Next.

Figure 19. Select Installation Type Screen

6. On the Choose Destination Location screen, choose a location to install DB2. The
default is C:\SQLLIB. Click Next to continue.

Figure 20. Choose Destination Location Screen
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7. On the Enter Username and Password for the Administration Server screen, enter
your DB2 Username and Password and click Next. If this username does not already
exigt, it will be created and given administrative authority to create DB2 tables and
L ogon as a service permission. The username must be between 6-8 characters in

length.

The default DB2 user ID that is created is db2admin with a corresponding password of
db2admin. You can use this or change it. You will be using this user ID to install
Tivoli Kernel Services and Tivoli Storage Network Manager.

Enter Username and Password for the Adminishration Server

Erber the usemname and pacswoed that the Administration Server
DBZ waill L5 10 o) on b pour syebam.

" database

<Back [ Wet> | coed | Hew |

Figure 21. Enter Username and Password for the Administration Server Screen

8. On the Start Copying Files screen, click Next.

| Start Copying Files

Se’whesum#-ﬂww!mhﬂtmhm flez.
1 pousvant to teviews of changs any settings. chck Back. IF pou
ale sathied with the sllings, ﬂ."ﬂhb@meﬂmﬁa

Products b Instalt -
DE2 Erterpiise Ediion | j

Figure 22. Start Copying Files Screen
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9. DB2 will begin to install.

23, 1BM DB2 Universal Database for Windows 95, Windows 38 & Windows NT - Setup

IBM DB2 Universal Database
Version 6.1

DB21s the 'heart

ol e-business.

Copying filss..
:haglibhjrvat e \bntjpew eae

i 0%
5

Figure 23. Copying Files Screen

10. After the install, on the Setup Complete screen, select Yes, | want to restart my
computer now. Then click Finish.

Setup has frished copyng files b pour computer

Blalone pou can uzes the progiam, pou must iesket Windows o
o comgntes

1% "Yasz, | wank b0 rsstall My COMPUTER Mo,

T Mo | vell restant my computer laber

Remnove any dishs fom e ditves. and then oick Firish 1o

complals sstup,

Finizh

Figure 24. Setup Complete Screen

11. After the machine reboots, DB2 has been fully installed. Also, you will get a DB2 First
Steps screen. You can practice using this utility if you are not familiar with DB2. When
you are finished, dismiss this screen to continue the Tivoli Storage Network Manager

installation.
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Walcoms to the DB2 Unwarsal Detabase Varsian B

Congraluisions You hawe successiuly nstaled DB2 ard & has been
corfiguied to stadt commumicaling with clients. Tou can create
databates and load pour dala Fist Steps will get you stailed wih
DB2 You can log on, cresks the SAMPLE datebase snd veoik walh i,

ar views the product infoemation.

l& Create ke SAMFLE datahare

5’ Wiew the SAMPLE database
@ \osk with the SAMPLE dalsbass

Wiew the product inlormation lbiaiy

‘&

Figure 25. DB2 First Steps Screen
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Step 2: Installing Tivoli Kernel Services

This chapter describes how to install Tivoli Kernel Services on the manager machine
(Windows 2000). Check the Readme file on the Tivoli Kernel Services CD before installing
Tivoli Kernel Services.

Notes:

Tivoli Kernel Services cannot be installed on a FAT file system. When choosing a
destination directory, do NOT select a FAT file system.

When installing Tivoli Kernel Services, you need to login as a user with the following
characteristics:

* A user name of 8 characters or less
* Administrative authority

* Log on as a service authority

* DB2 administrative authority

When installing the Tivoli Kernel Services installation depot, you must log onto the
machine locally and not into a domain. You should also be a member of the local
Administrators group.

When installing Tivoli Kernel Services, ensure that DB2 is started and running by
bringing up the DB2 Control Center. See L i ! .

Make sure that the Windows Explorer and My Computer are closed (to avoid any
contention with building the Tivoli Presentation Services helpset). You can use Windows
Explorer to start the installation, but the Explorer does not need to stay open.

The installation steps are as follows:

1.
2.

Log onto the manager machine using your db2admin ID.

Insert the Tivoli Kernel Services CD into the CD—ROM drive of the manager machine
(Windows 2000).

The Tivoli Kernel Services CD is not an AutoRun CD. Go into Windows Explorer and
click on your CD—ROM drive. On the right of the Explorer panel, double—click the
Install.bat program.

4. The Welcome screen displays. Click Next to continue.

5. You will see the License Agreement screen. Read the license agreement and if you

agree, click Yes.
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& License Agreement L x|

Please read the following License &greement. Prezs the dowven arrow to see the rest of the
agreement.

License Information -
The Programs lizted below are licenzed under the following terms and conditions

in addition to those of the International Program License Agreement.

Program Mame: Tivoli value-Based Products

Program Mumber: S598-x0x

Guarantee: 2

Authorization for Use on HomePortable Computer: 2

2K Readiness: 2

Explanation of terms:

Guarantee:

The Program has a money-back guarantee. If for any reazon you are unsatisfied
weith the Program, yaou may return it to the party (either 1BM ar its resellers)

from whom you acquired i, to receive a refund of the amount you paid.

_1_ means that this Program has a 30 day money-back guarantee.

_2_means that this Program has a 2 month money-back guarantee.

Authorization for Use on HomePortable Computer:

_1_ means that the Program may be stored on the primary machine and another
machine, provided that the Program is not in active use on both machines at the
same time.

_2_means that you may not copy and use this Program on ancther computer
weithout paying additional license fees.

Year 2000 Readiness:
_1_ means that this Program does not have date dependencies and is therefore

Tivoli Kl | B

Do you accept all the terms of the preceding License Agreement? If you choose Mo, Setup
wiill close. To continue Setup, wou must accept thiz agresment.

<Back || es

Figure 26. License Agreement Screen
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6. You will see this Readme File of last-minute instructions. Read the contents and click
Next to continue.

& Review the Readme File

Reviewy the readme file for thiz installstion program. To begin installing Tivoli Kernel Services,
click Mext.

WWelcome to the Tivoli Kernel Services ;I
Installstion Depot Installation Program

BEFORE INSTALLING TOLI KERMEL SERVICES, vOU MUST EMSURE THAT ALL
COF THE FOLLCWING COMNDITIONS HAYE BEEN MET:

- o have installed & DBE2 6.1 server and that server iz up and running.

- If yau are running on 1Bk AL or Sun Solariz, that you have installed
the necessary software patches.

- If ywou are doing a multiple maching install, that you have created
the necessary DB2 databases for use by Tivol Kernel Services.

It iz STROMNGLY RECOMMERDED that vou read the Tivali Kernel Services product
readme file, readme him, located in the roat directory of the Installation COD-ROM
before instaling this product.

Detailed information on Tivali Kernel Services and the installstion depot
installation program it=zelf can be found in the documents provided inthe
Tivali Information Center, located in the tivolidocs directory of the
Inztallztion CO-ROM.

" o

Cancel

= Back

Figure 27. Readme File
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7. m allows you to choose the type of Tivoli Kernel Services installation. Select
Single machine install. Click Next to continue.

Tivoli

Figure 28. Specifying Type of Install
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8. The Enter the Namespace Name screen displays. When installing Tivoli Kernel
Services, it will ask you for a namespace. All ORBs, ORB sets, and other resources
exist within namespaces. Namespaces are the main organizing construct in Tivoli
Kernel Services. A namespace is a flat, non—overlapping structure within the distributed
system. The primary purpose of a namespace is to form an identification scope for the
objects that exist within it. Objects are tied to a through the creation of an object 1D
(OID) reference that serves as a persistent, active reference for that object. The name
you select should be short, printable characters, and unique (if you have severa
installations). The namespace is appended to objects in Tivoli Kernel Services, such as
ORBs and ORB sets. The namespace is aso displayed on the Tivoli Console and in
trace and error logs.

Figure 29. Specifying a Namespace
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9. You are asked to specify the destination directory as shown in m Click Next to
continue.

Tivoli

Figure 30. Specifying Destination Directory
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10. The Enter the Database Server Information screen displays. If you are using the
default user ID of db2admin, enter the user ID and password here. Click Next to
continue.

Figure 31. Specifying Database Information
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11. The Review Selected Installation Options screen displays. Review your selections and
click Next to continue.

During the installation, you might see windows that seem to hang (for example, the
Copying Files dialog box). Please be patient as some steps require at least 5-10
minutes.

Review Selected Installation Options

Type Of Install = Single machine inztall

Mamespace name = Tivoli

Tival Kernel Services Destingtion Directory = C:hTivali
Databasze user ID = dbZadmin

Tivoli

Figure 32. Review Selected Installation Options Screen

38

Version 1 Release 1.3 (6/13/2001)



12. During the installation, you will see a DB2 CLP window. This shows the steps Tivoli
Kernel Services is going through installing the DB2 tables. You can review the contents
and close the window when the command completes. You will see this message:

Tivoli database installation, creation, and configuration now
complete.

Backup successful. The timestamp for this backup image is : 2001831%7163444

TKS database configuration is now complete.

If there are connections listed below,. you will have to

izsue a ’'force application application_handle’ for each

active application. Or, you may recycle the DB2 server with a 'db2stop’
followed by a 'dbl2start’.

If there were any active connections for a database and you enabled
online backups for that database, then the backup for that database
failed and you must manually issue a

The system cannot find the file specified.

the database.

——— List Applications ———
BQL1611W Mo data was returned by Database System Monitor. SQLSTATE=-A0008

Tivoli database installation,. creation,., and configuration now complete.
This program is now exiting, and you may run the Tivoli Installation
program after tuning parameters have taken effect.

R

Figure 33. DB2 CLP Window
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13. Towards the end of the setup phase, you will see the message text PF Setup Complete!
and the Next button is activated. Click Next to continue.

&7 Information

Install completed successfully.
Installzd to: CHTivoliextiasiserver
Service iz nat active.

Service is restarting.

Service is active.
Initizlizing the inztall.
Installing.

Install completed successfully.
Installed to; C:hTivolivzxtmgm
Service is restarting.

Service is active.

Setting system properties

Importing config for 3401295631 0211804 .1 BO7EfAf5d7S8eeq
Cresting Boot Properties...

Entering PF Setup...

Setting up Additional PS Orbs

Setting system properties

Configuration Setup Complete!
PF Setup complete |

Tivoli |

Figure 34. Information Screen
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14. The Tivoli Kernel Services Setup |'s Complete screen displays. Click Finish and the
window will disappear. However, there is still Tivoli Kernel Services activity that is
going on in the background. To monitor the CPU activity, right—click on the task bar
and click Task Manager. The Windows Task Manager window displays. Click on the
Performance tab to see the CPU activity. Wait until the CPU utilization drops down to
about 4-5 %. This can take from 30 minutes to one hour.

You will see two MQSeries services windows open: runmglsr.exe and runmgtrm.exe.
Do not close these windows.

Note: If you are using a terminal emulator (like Virtual Network Computing), then
your CPU activity will not drop. You will need to look at the CPU activity by
process. Click on the Processes tab, and watch which processes are using CPU
time. When only the terminal emulator is active, and all other processes have
stopped using CPU time, then you can proceed.

Tivoli

Figure 35. Tivoli Kernel Services Setup Is Complete Screen
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Step 3: Install the Tivoli Kernel Services Patch 1.1.1-TKS-0003

Read the readme file for the Tivoli Kernel Services patch 1.1.1-TKS-0003. Follow the
directions in the readme file and install this patch.

Step 4: Run makeNTaccount1108.bat

In order for the idsetup.cmd and the Tivoli Storage Network Manager to run correctly, you
must authorize your Windows 2000 user ID to Tivoli Kernel Services. This allows you (or
the command files and programs) to issue commands to Tivoli Kernel Services from the
command prompt. If you used the default user ID (db2admin), this step will register the
db2admin user ID as a user of Tivoli Kernel Services with superadmin authority. Thisis
run on the manager machine.

Note that after makeNTaccount1108.bat has been run, any user logged into Windows using
the db2admin user 1D has full Tivoli Kernel Services authority from the command line.
This user ID should be used with caution and not be used by the casua user. For
information on how to create a user 1D with less authority, see 'How to Create a Tivalil

Starage Network Manager User 1D” on page 96.

Follow these steps:

1. Make sure that orb.1 is running.

2. Make sure that you are logged onto Windows by using the user ID that you intend to
authorize for Tivoli Kernel Services applications. (We recommend that you use your
DB2 administrative user ID which defaults to db2admin.)

3. Open a command window.

4. Change the directory to the drive where Tivoli Kernel Services is installed. For
example:

c: (change to the drive where Tivoli Kernel Services
is installed)
cd \Tivolilorb.1 (change to the orb.1l directory)

5. Run the setupenv program by entering the following command from the command
prompt:

setupenv

This enables Tivoli Kernel Services commands to be issued from this command prompt.

6. Change the drive to the CD—ROM drive that contains the Tivoli Storage Network
Manager installation program. (Leave the Tivoli Storage Network Manager CD—ROM
in this drive for the remainder of this section.) For example, if your CD—ROM drive is
drive g, the type €.

7. Change your directory to \util by issuing this command:
cd \util

8. Run the makeNTaccount1108.bat file by specifying the fully qualified hosthame for
your machine and your Windows NT or Windows 2000 user ID.

The format of the command is:

makeNTaccount1108 <hostname> <userid>

Where <hostname> is the fully qualified hostname for your machine, and <userid> is
the Windows user ID. An example is:
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10.

11.

Step 5: Run

makeNTaccount1108 myhost.mydomain.com ibmuser

Note that this step gives your DB2 administrative user ID the authority to issue Tivoli
Kernel Services commands. This step will register the DB2 administrative user 1D as a
user of Tivoli Kernel Services with superadmin authority. If you used the default of
db2admin, the password is db2admin. However, this step requires you to enter a
different password (password) for db2admin. Please follow these instructions exactly.

When prompted for a password, enter the word password. This will happen two times.
If you see an error message, run this command again.

An example of the command and output is shown as follows.
Sanbox11.sanjose.ibm.com is the fully qualified host name of the manager machine.
This output might not exactly match your output. It has been edited for readability.

c:\util>makeNTaccount1108 sanboxll.sanjose.ibm.com db2admin

Creating an NT Account with Super Administrator authority.
Enter "password" as password when prompted.

c:\util>wcmd -u superadmin ssm crtSubcontext -c system/accounts
-sc sanboxll.sanjose.ibm.com
Password: (enter password here)

Trying to create context=system/accounts, subContext=sanbox1l.
sanjose.ibm.com

Resource Attributes are:{objectClass=objectClass: OU, ou=ou:
sanbox11l.sanjose.ibm.com}

Resource added:system/accounts/sanbox11l.sanjose.ibm.com

c:\util>wcmd -u superadmin ssm crtlnstance -c system/accounts/
sanbox1l.sanjose.ibm.com -n db2admin -oc NTAccount
signOnTarget=system/services/signOnTargets/KernelService
"principal=security/SuperAdministrators/John D.Super"
host=sanbox1l.sanjose.ibm.com

Password: (enter password here)

Resource Attributes are:{objectClass=objectClass: NTAccount,

host=host: sanboxll.sanjose.ibm.com, principal=principal:
security/SuperAdminitratotrs/John D. Super, signOnTarget=signOnTarget:
system/services/signOnTargets/KernelService, cn=cn: db2admin}

Resource added:system/accounts/sanbox11l.sanjose.ibm.com/db2admin

You are now authorized to issue Tivoli Kernel Services wemd commands. These wemd

commands are issued for you in the following programs.

Do not close the command prompt window. This can be used for the next step.

idsetup.cmd

Run the idsetup.cmd file to perform critical updates to Tivoli Kernel Services that are
necessary before the Tivoli Storage Network Manager installation program is run. This step
is performed on the manager machine.

Follow these steps:

1
2.

Make sure that orb.1 is running.

Open a command prompt window, if the command window from the previous step has
been closed.

Ensure that the Tivoli Storage Network Manager CD is in the CD-ROM drive. Change
your drive to the \util directory of the CD—ROM drive (e:). For example:
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e:

cd \util

Run the following script:
idsetup <TKS_directory>

where <TKS directory> refers to the directory where Tivoli Kernel Services is installed.
By default, this is c:\Tivoli. An example of running the script is as follows:

c:\util idsetup c:\tivoli

An example of the output is shown as follows:

wemd cfg removenode !.orbdefaults /.timestamp
Remove directory "c:\tivoli"\orb.2\cfg\.orbdefaults\.timestamp
You must recycle orb.1 now.

Recycle the ORBs and DAS Server (stop and start the ORBs and DAS Server). Stop
orb.1. Also stop orb.2 if it is up. Once each ORB is stopped, start them again. Note that
orb.2 must be stopped before orb.1.

To stop the ORBs, follow these steps:

a. From a command prompt window, issue the following commands for orb.2:

net stop "Tivoli Kernel Services orb.2"
or
net stop orb.2

You will see this message:
The Tivoli Kernel Services orb.2 service was stopped successfully.

b. From a command prompt window, issue the following command for orb.1:

net stop "Tivoli Kernel Services orb.1"
or
net stop orb.1

You will see this message:
The Tivoli Kernel Services orb.l service was stopped successfully.

c. Recycle the DAS Server. Whenever orb.1 is shut down on the manager machine, the
DAS Server must be recycled. To recycle the DAS Server, issue these commands:

net stop "Tivoli Kernel Services DASRestarter"
net start "Tivoli Kernel Services DASRestarter"

To start the ORBs, follow these steps:

a Start orb.1 on the manager machine by issuing this command:

net start "Tivoli Kernel Services orb.1"
or
net start orb.1

You will see this message:

The Tivoli Kernel Services orb.l service is starting.
The Tivoli Kernel Services orb.l service was started successfully.

b. Start orb.2 by issuing this command:

net start "Tivoli Kernel Services orb.2"
or
net start orb.2

You will see this message:
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The Tivoli Kernel Services orb.2 service is starting.
The Tivoli Kernel Services orb.2 service was started successfully.
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Step 6: Launch the Tivoli Console

You should launch the Tivoli Console to make sure that the Tivoli Console is operating. To
launch the Tivoli Console, double—click on the icon on your desktop. You can use the
default Tivoli Kernel Services user ID and password: superadmin and password to login.

The Tivoli Console launches orb.2. If this is the first time you are launching orb.2 after

installing the Tivoli Kernel Services patch 1.1.1-TKS-0003, orb.2 automatically shuts down
for upgrading. You will have to redaunch orb.2.

Step 7: Create the Tivoli Storage Network Manager Database

— Note
Do not install Tivoli Storage Network Manager if this procedure does not complete
successfully. This procedure creates the Tivoli Storage Network Manager database that
is required by Tivoli Storage Network Manager.

These instructions assume that you have installed the DB2 database when you installed
Tivoli Kernel Services. You should not have any DB2 connections active while creating the
Tivoli Storage Network Manager database.

To create the Tivoli Storage Network Manager database, you must be logged onto the
manager machine as the DB2 administrator. (If you accepted the default, it is db2admin).
This user ID must have Log on as a service authority and be a member of the
Administrator Group.

Before installing Tivoli Storage Network Manager, you should run the runstats command
for Tivoli Kernel Services. You should see a significant performance improvement when
installing Tivoli Storage Network Manager. For information about the runstats command,

Follow these steps to install the Tivoli Storage Network Manager database:
1. Make sure that the ORBs are stopped. To stop orb.2, issue this command:

net stop "Tivoli Kernel Services orb.2"
or
net stop orb.2

To stop orb.1, issue this command:

net stop "Tivoli Kernel Services orb.1"
or
net stop orb.1

2. Put the Tivoli Storage Network Manager CD into the CD-ROM drive.
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3. Go into Windows Explorer and click on your CD-ROM drive. On the right of the
Explorer panel, double click the Install.bat program. The following screen displays.
Select Create Database.

E"g,%Tivuli Storage NetWork Manager Installation P ] |

Tivoli Storage NetWork Manager Install

Welcome to the Tivoli Storage Network Manager Installation.
If wou are installing Tivoli Storage NetWaork Manager for the
firsttime, please install these programs in the order indicated.
Flease choose one ofthe following install programs:

1. Create Database |

2. Install Tivali NetView Lite |

3. Install Tivali Storage MetWaork Manager |

4. Uninstall Tivoll Starage MNetVWork Manager |

Readme | | Help | | Exit |

Figure 36. Tivoli Storage Network Manager Installation Screen
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4. On the Welcome screen, click Next.

E‘gj Welcome x|

Wielcome to the Tivoli Storage Metvwork Mansger 1.1 .0 Datsbase
Crestion Setup program. This program will create the datsbase
and tables in the DB2 Server on this computer needed to run the
Tivoli Storage Metwork Mansger 1.1.0. This program will also
configure the DAS Server for the Tivoli Storage Metwork Manager
11.0.

Click Cancelto guit Setup. Click MNext to continue with Setup.

CWARNING: This program is protected by copyright kv and
international tresties. Unauthorized reproduction or distribution of
this program, or any portion of i, may result in severe civil and
criminal penatties, and will be prosecuted to the maximum extent
possible under law.

= Back |Ne:d:=| Cancel I

Figure 37. Tivoli Storage Network Manager Welcome Screen

5. At the Installation Options screen, you can Install and configure the Tivoli Storage
Network Manager database and configure the DAS Server. If thisis your first time
installing Tivoli Storage Network Manager, you should select both choices. You can also
copy the Tivoli Storage Network Manager database installation log and script to this
compulter. It is recommended that you check both of these options. You can also choose
a directory for your script and log files. Click Next to continue the installation.

Eg-::‘; Installation Options |

Select the installstion options you wish to perform. Options can
only ke selected if prerequisite software is installed. Press "Next"
to continue.

|7 Copy the TSMM databaze installation log to this computer
|7 Copy the TSMM database installation script to this computer

CATivalNT SR Browese... I

" biredory for script and log files

= Back Mext = | Cancel l

Figure 38. Installation Options
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6. Atthe DB2 User ID and Password screen, enter your DB2 administrative user ID and
password. This user ID must be in the Administrator Group and must have Log on as a
service authority. Click Next to continue the installation.

[EipB2 User ID and Password o x|
For administrative purposes, please enter a DE2 Administrative
user ID and password.
DE2 User ID | cto2admin
DB2 Password I |
= Back Mext = | Cancel |

Figure 39. DB2 User ID and Password Screen

7. At the Database Information screen, enter two DB2 user 1Ds and passwords and the

name of your DBZ database. Theﬁe are the two user IDs you created in L

. Do not use db2admin as one of the
user IDs here. The default DB2 database name is tivolsan. The Tivoli Kernel Services
single machine install always sets the online database backup flag. Accept the default of
Enable on-ine database backups to be consistent with Tivoli Kernel Services. Click
Next to continue the installation.
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db2user!
dh2user2

Figure 40. Database Information Screen

8. If you have a DB2 connection active, you will see the Active Connections screen below.
You can stop DB2 automatically or manually. Select a choice, then click Next. If anyone
is connected to the database you are trying to create (tivolsan in this case), the install

program will fail.

Active Connections

Auth Id Application

DEZADMIN DAServer.exe
DEZADNIN DAServer.exe
DEZADMIN DASerwer. exe

Tivoli

Figure 41. Active Connections Screen

*LOCAL.DEZ.
*LOCAL.DEZ.
*LOCAL _DEZ.
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9. At the Confirm Database Parameters screen, review the information. Click Next to
continue the installation.

[ confirm Database Parameters ‘ x|

Please confirm the information below.

If the infarmation showen is correct, you can proceed. Pressing the
"Mext" button weill delete the database if it currently exists, and creste
anew one. Any existing data will be lost. The DAS Server will also
ke configured. If any of the fields need to be changed, press the
"Back" button and reenter the information.

DB2 User ID: db2admin |
DB Matme: tivolzan

User D #1: db2uzert

User D #2: dh2user2

On-line backups:  Ensbled

Copy log to: CATivolinT SN

Copy script to: CATivoliT S

DB2 will he automstically stopped and restarted.
-
Kl »

Cancel |

Figure 42. Confirm Database Parameters Screen

10. The Database Creation Progress screen displays. This can take from 5-10 minutes.

Figure 43. Database Creation Progress Screen

aulyoen
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11. After the database has been created, you will see the Installation Complete screen. If
the DAS server was not automatically restarted, see step

[Ei1nstallation Complete ‘ x|

The Tivoli Storage Metwork Manager databasze and tables have been
installed and configured successfully. The DAS Server and DB2 have
heen recycled.

The DAS Server has been configured for the Tivali Storage Metwork
Manager databaze. The DAS Server has been recycled.

Press the "Finish" button to complete the Setup.

= Back Finish | Cancel

Figure 44. Installation Complete Screen

12. After the database is created, and if you selected to view the logs, you will see the
Install Log screen. Click Finish to close this window.

Evg,alnstall Log

Database crestion log:

| A
Tivali Storage Metwork Manager Database Creation Script
Licensed Materials - Property of Tivoli Systems Inc.
SE95-ShM

[C) Copyright Tivoli Systems Inc. 2000,
Al rights reserved.
US Gowernment Users Restricted Rights - Use, duplication or ¢
restricted by G54 ADP Schedule Contract with Tivoli Systems

Tivali TEMM database installation, creation, and configuration.
Attaching to DB2 as user db2admin

Instance Attachment Information

Instance server =DBE2MT G0
Authorization D = DB2ADKMIN =
gl »

= Back Finizh | Canzel |

Figure 45. Install Log Screen

13. Run the SADB.bat script. This script is in the \util directory on the Tivoli Storage
Network Manager CD. This script cleans up the File System Manager database tables.
Run this step before you install Tivoli Storage Network Manager version 1.1.3.
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14.

To run this script, you need to supply the same user 1D, password, and database name
ou used to create the Tivoli Storage Network Manager database. See
. Run the script from a DB2 command window as follows:

SADB.bat <db2userl> <db2passwordl> <databasename>

Where <db2user1> is the DB2 User ID #1, <db2passwordl> is the DB2 Password #1,
and <databasename> is the database name as supplied in Eigure 40 on page 50. Note
that you only need the first db2user1l and db2passwordl.

If the installation fails, you will see the Installation Failed screen. You should not
install Tivoli Storage Network Manager if this procedure fails. Make sure you check
View the Install Log so you can view the installation log to determine what caused the
procedure to fail. If you cannot determine what caused the failure, save the log and
contact your service representative for help. The most common reasons for failure are:

® A wrong password was entered for one or more of the user IDs entered. This
problem can easily be corrected by running the database creation program again
with the correct passwords.

B Thereis an active connection to the Tivoli Storage Network Manager database. This
can happen if you are rerunning the database creation program. To solve this
problem, stop the ORBs and DAS Server by issuing these commands:

net stop orb.2
net stop orb.1l
net stop "Tivoli Kernel Services DASRestarter"

Rerun the database creation program.

Click Finish to close this window.

E%Installatinn Failed : x|

The Tivali Storage MNetwork Manager database crestion and
configuration proces:s failed.

Press the "Finish" button to complete the Setup.

= Back | Finish I Cancel |

Figure 46. Installation Failed Screen

15. If you chose to manually stop and restart DB2 (Eigure 41 on page 50) or if you get a

message to recycle DAS, follow these steps:

a. Stop orb.2 (if running). Issue this command:
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net stop "Tivoli Kernel Services orb.2"
or
net stop orb.2

Stop orb.1. Issue this command:

net stop "Tivoli Kernel Services orb.1"
or
net stop orb.1

From a command prompt, issue the following command:
net stop "Tivoli Kernel Services DASRestarter"

When the net stop command completes, issue db2stop.
When the db2stop command completes, issue db2start.

When the db2start command completes, issue the following command:
net start "Tivoli Kernel Services DASRestarter"

Start orb.1. Issue this command:

net start "Tivoli Kernel Services orb.1"
or
net start orb.1

Start orb.2 (if you need to). Issue this command:

net start "Tivoli Kernel Services orb.2"
or
net start orb.2
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Step 8: Install or Configure Tivoli NetView

Tivoli Storage Network Manager will install Tivoli NetView Lite on your manager machine.
If you already have Tivoli NetView instaled in your enterprise, you still need to run this
procedure so Tivoli Storage Network Manager can update the appropriate files in Tivoli

NetView. See |'Caonfiguring Tivali NetView” on page 104 for additional information about

using an existing Tivoli NetView program.

For information about installing a remote Tivoli NetView console, seem

Tivoli NetView Lite uses ports 8010 and 8020 as its default ports.

Follow these steps to install or configure Tivoli NetView:

1. On the main Tivoli Storage Network Manager Installation screen, select Install Tivoli
NetView Lite. See

2. Theinstall program checks to see if you have the correct version of Tivoli NetView
6.0.1 installed. If you have another version of Tivoli NetView, the program prompts you
with:

Do you want to completely remove the selected application and all
of its components?

If you click OK, then the window displays to say that maintenance is completed. Click
Finish. You will see the main Tivoli Storage Network Manager Installation screen
again. Select Install Tivoli NetView Lite to install Tivoli NetView Lite again.

3. The Welcome to Tivoli NetView Setup screen displays. Click Next to continue.

Tivoli NetView Setup I
Welcome to Tivoli Netview Setup

Thiz progrann will install Tivoh Metview on your computer.
Tivol Metiew iz a storage management solution that
dizcovers TCPAAP networks, displays network topologies,
correlates and manages eventz and SMMP traps, monitors
network. health, and gathers performance data. Tivoli
Meffiew iz an integral part of Tivoli Starage Metwork,
tdanager.

Cancel

Figure 47. Welcome to Tivoli NetView Setup Screen
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4. The License Agreement screen displays. Read the license agreement and if you agree,
click Yes to continue.

Tivoli MetYiew Setup
License Agreement

Flease read the following license agreement carefully.

Prezs the PAGE DWW key to zee the rest of the agreement.

[nternational Program License Agreement ﬂ

Part 1 - General Tems

PLEASE READ THIS AGREEMENT CAREFULLY BEFORE USING THE PROGRAM.
|BiM "/ ILL

LICENSE THE PROGRAM TO ¥0OU OWLY IF ¥OU FIRST ACCEPT THE TERMS OF
THIS

=l
Do you accept all the terms of the preceding License Agreement? If you chooze Mo, the
setup will cloge. To install Tivoli Netview, you must accept this agreement.

[metalShield

¢ Back Yes Mo

Figure 48. License Agreement Screen

5. The User Information window displays. Enter your name and your company’s name.
Then click Next to continue.

Tivol NetView Setup E
User Information

Erter your registration information.

Flease enter your name and the name of the company for wahom pou work,

Mame:

Company:  |IBM

| Fretal Shreld

< Back | Mest > I Caticel

Figure 49. User Information Screen
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6. The Choose Destination Drive window displays. Select the destination drive on which
to install the program. Tivoli NetView isinstalled in the \usr\ov directory on the drive
you select. Click Next to continue.

Choosze Destination Drive

Select the drive on which to install the program, then click Mest.

Space Reguired: 130 MB
Space Available: 354 MB

¢ Back I Mest » I Cancel

Figure 50. Choose Destination Drive Screen

7. The Enter Password window displays. This password is for the NetView Service
Account to start the NetView Service. Windows will create an account with a user 1D
of NetView and the password that you type here. Enter your password twice, then click
Next to continue.

Enter Pazssword E

Tivaoh Metyiew requires an account to start the Metview service.
Thiz account will be added to the Administrators group and given
the "Log on as a service'' right.

Enter the pazsword for the MetWiew account:

Pagsword: I

Werify: I

¢ Back I Mest » I Cancel

Figure 51. Enter Password Screen
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8. The Start Copying Files window displays. Review your current settings. If you want to
change the settings, click Back. If you are satisfied with the settings, click Next to
continue.

Tivoli NetView Setup B

Start Copying Files
Review settings before copwying files. = =
Tivoli

Figure 52. Start Copying Files Screen

9. The Setup Status window displays. This step might take several minutes to complete.
You will see a NetView program group window display. You can just close the
NetView window. The Finish button will be activated when this step is compl eted.
Click Finish.

=

Setup Status
Tivoli

Iratallatineld

Figure 53. Setup Status Screen
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10. Once the files have been copied, the Setup Complete window displays. Click Finish to
compl ete the setup.

Tivoli NetWiew Setup

? Setup Complete
» B
— == Tl VO”; Setup has finished installing Tivoli Metview on your computer.

Click Finish to complete Setup.

Figure 54. Setup Complete Screen

11. Once Tivoli NetView isinstalled, you will see the Tivoli NetView Console icon on your
desktop.

Figure 55. Tivoli NetView Console Icon on Desktop

12. Reboot the machine.

13. To verify that Tivoli NetView has been installed, double—click on the Tivoli NetView
Console icon on your desktop. You can then close the Tivoli NetView Console.
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Step 9: Install Tivoli Storage Network Manager

Note: You must be logged into Windows as the user you granted Tivoli Kernel Services

install authority to as described in [Step 4: Run makeNTaccount1108 bat” on page 42,

If you have aready run this script, you do not need to rerun it. We recommend that
this user be your DB2 administrative ID.

If you are upgrading Tivoli Storage Network Manager, read [-Upgrading Tivoli Storags
Network Manager” on page 107 first.

Note: For userswho areinstalling Tivoli Storage Network Manager Version 1.1.3 from
the image on the Web: You must insert the Tivoli Storage Network Manager Version
1.1.0, 1.1.1, or 1.1.2 CD to get the license key.

Follow these steps to install Tivoli Storage Network Manager:

1. If you did not reboot the system (from step 12.an page 59), recycle the ORBs and DAS
Server. Follow these steps:
a. Stop orb.2 by issuing this command:

net stop "Tivoli Kernel Services orb.2"
or
net stop orb.2

Wait for orb.2 to complete its shut down.

b. Stop orb.1 by issuing this command:

net stop "Tivoli Kernel Services orb.1"
or
net stop orb.1

Wait for orb.1 to complete its shut down.

c. Recycle the DAS Server by issuing these commands:

net stop "Tivoli Kernel Services DASRestarter"
net start "Tivoli Kernel Services DASRestarter"

d. Restart orb.1 by issuing this command:

net start "Tivoli Kernel Services orb.1"
or
net start orb.1

Wait for orb.1 to complete initialization.

e. Restart orb.2 by issuing this command:

net start "Tivoli Kernel Services orb.2"
or
net start orb.2

Wait for orb.2 to complete initialization.
For information on how to check for when the ORBs have finished initializing, see

2. Make sure that the Tivoli Console icon is on the desktop.
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3. Reinsert the CD into the CD—ROM drive to bring up the main Tivoli Storage Network
Manager screen. Select Install Tivoli Storage Network Manager. Seeﬁm
4. On the Welcome screen, click Next.

Tivoli

Figure 56. Tivoli Storage Network Manager Welcome Screen

5. On the License Agreement screen, read the license agreement. If you accept the terms
of the agreement, click Yes.

"
ALicense Agreement

International Program License Agreement

Part 1 - General Terms

PLEASE READ THIS AGREEMENT CAREFULLY BEFO
LICEMNSE THE PROGRAM TO YOU OMNLY IF Y OU FIRS
MOT AGREE T THE TERMS OF THIS AGREEMENT, P
PROGRAM TO THE PARTY (EITHER 1BM OF ITS RESE

ACQUIRED IT TO RECEMWE A REFUMD OF THE AMOLUN

The Program is owned by International Business Mac
one of itz subsidiaries (IBM) or an IBM supplier, and is

Tivoli

Figure 57. License Agreement Screen
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6. On the Tivoli Storage Network Manager Fully Licensed CD screen, click Next to
continue the installation.

Note: For users who are installing Tivoli Storage Network Manager Version 1.1.3
from the image on the Web: You must insert the Tivoli Storage Network
Manager Version 1.1.0, 1.1.1, or 1.1.2 CD to get the license key.

Tivoli

Figure 58. Tivoli Storage Network Manager Fully Licensed CD
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7. At the Database Information screen, enter two user IDs and passwords. These are the
same user |1Ds you entered in Eigure 40 on page 50 and must be entered in the same
order. Then click Next.

E%Datahaselnform on

Figure 59. Database Information

8. On the DAS Information screen, make sure that the DAS Server name is fully
qualified. An example of a fully qualified hame is her mes.sanjose.ibm.com. Then click
Next.

Figure 60. DAS Information Screen
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9. On the Select the Principal Access screen, select
system/services/Smartset/principals/personl, then click Next. (Note, that you must
select a principal access.)

SR S P R A
ST

S

S

Figure 61. Select the Principal Access Screen
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10. On the Orbset Names screen, enter the following:
®  Manager Orbset — default is BT SManager Or bset.
®  Managed Host Orbset — default is BT SManagedH ostOr bset.
m  NetView Console Orbset — default is BT SNetviewOr bset.
Click Next to accept the defaults.

:EITSManagerOrbset

BTEManagedHostOrbeet

BTSMetViewCrbset

Tivoli

Figure 62. Orbset Names Screen
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11. The Select Orb to Deploy Manager screen displays. Select the 9990 ORB and click
Next. Make sure you select the manager 9990 ORB.

Figure 63. Select Orb to Deploy Manager Screen

12. The Install Options Selected screen displays. Review the information, then click Next.

St
.

= hermes zanjose.ibm.com

DAS Server's Port = G001
| OB Mame = tivolzan
| DB Uszer! = db2usert

DB Uzer = dib2user2
| Principal Access = systemizervicesiSmartzetiprincipal
| Manager Crbset = BTEManagerCrbset

Managed Host Orbset = BTSManagedHostOrbset

Metviewr Consale Crbset = BTSNetViewCrbset
Orb to join to Manager Orbset = s2150rbdhermes zanj

Figure 64. Install Options Selected Screen
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13. The Information screen displays. Wait until the configuration is done and the Next
button becomes active. You will also see the message:

Tivoli Storage Network Manager Setup complete!

This might take from 30 minutes to 1 hour.

You should monitor this information screen. You can scroll up or down using the up or
down arrows on the right. This information is aso saved in an installation log file,
install.log. The log file is located in the <TKS directory>/Apps/TSNM/Install
directory. If you see a message for wemd error, you need to rerun that command. For

information on how to rerun a command see Etmﬂ.ﬂnoonngiumh_smage_uenamld

If you find that GUI components 22-26 do not |nstaII seeutmlbl.ﬂaoomglumﬂ

Click Next to continue.

(& Information ' x|

Configuring...

Working.. pleaze wait for command completel ;I
4 of 4 tasks complete

wecmd cds deploy SANAgertScheduler@dl 1.0 2. eeaa
Working.. please wait for command complete!

4 of 4 tazks complete

weemd cds deploy SANAgentFSExtendd@ 1.0 2 eeaas
Working.. please wait for command complete!

4 of 4 tazks complete

weomd cds deploy SANAgentFSMonitori@ 1.0 2 eeaal
Wiorking.. please wait for command complete!

4 of 4 tasks complete

wectned cos deploy SANStorAutoE@] 1.0 2.2d76530293
Working.. pleaze wait for command completel

4 of 4 tasks complete

==r Tivoli Storage MetWork Manager Setup complete =
| =
4 | I »

Mext = |

Figure 65. Information Screen
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Jabeue\ ayl Buljeisu ¥

Planning and Installation Guide



14. The Setup Complete screen displays. Select Yes, | want to view the Readme file.
Click Finish. The Readme file will display. When you are finished reading the
Readme file window, click Finish. The main Tivoli Storage Network Manager
Installation screen is still active. Click Exit to close the window. You will be prompted
with a message asking if you want to exit the program. Click Yes.

[ 5etup Complete B3

Setup has finished installing on your computer. Setup can
launch the Read Me file and Program. Choose the options
you wwant belowy. Click Finish to complete Setup.

|7 Yes, | want to view the Reacdhe File.

=Back |i Finsh 4 Gancel

Figure 66. Setup Complete Screen
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15.

16.

17.

18.

To monitor ORB activity, see 'What are ORBs and ORR Sets?’ on page 119. You

should wait for orb.1 activity to be low before issuing the following commands.

To check for the services that should be running, issue the commands below from
orb.1. You can repest the wemd command to see that all the SAN services are up and
running.

cd <TKS_directory>\orb.1
c:\<TKS_directory>\orb.1>setupenv
c:\<TKS_directory>\orb.1>wcmd accmgr listServices | sort

where <TKS directory> is where Tivoli Kernel Services is instaled. You will be
looking for the SAN services that are running. You will see other services for Tivoli
Kernel Services listed, but you are looking for the SAN services listed below:

SANAgentOutbandChangeAgent version 1.x.x
SANDBParms version 1.x.x

SANEvent version 1.x.x
SANEventCorrelatorFactory version 1.x.x
SANHostMgr version 1.x.x

SANIndex version 1.x.x

SANLicense version 1.x.x

SANLunMgr version 1.x.x
SANManagerService version 1.Xx.x
SANQueryEngine version 1.x.x
SANStorAuto version 1.x.x

The 1.x.x refers to version 1, release level, and modification level.

This can take from 1520 minutes to complete. Wait until orb.1 activity is low before
proceeding.

Stop orb.1 (and orb.2 if it is running).

net stop orb.2
net stop orb.1

Start orb.1:

net start orb.1
Wait for the 11 services to start on orb.1.

SANAgentOutbandChangeAgent version 1.x.x
SANDBParms version 1.x.x

SANEvent version 1.x.x
SANEventCorrelatorFactory version 1.x.x
SANHostMgr version 1.x.x

SANIndex version 1.x.x

SANLicense version 1.x.x

SANLunMgr version 1.x.x
SANManagerService version 1.x.x
SANQueryEngine version 1.x.x
SANStorAuto version 1.x.x

Start orb.2

net start orb.2

Planning and Installation Guide
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Step 10: Launch the Tivoli Console

You should launch the Tivoli Console to make sure that the Tivoli Storage Network Manager
portfolio has been updated. To launch the Tivoli Console, double—lick the icon on your
desktop. You can use the default Tivoli Kernel Services user ID and password: superadmin
and password to login. Check to see that the Tivoli Storage Network Manager portfolio
displays as shown in

P Administer Logging
P Administer Management Softwg
b Administer Security
= Manage Storage Networks |
= Administer Storage Network - i
EnableiDisable LUN Man -
Set Event Destinations I ! -
Wanage File System Policies WE LCU M E TO TH E TIVU LI CO NSU L E
Manage LUN Groups
Manage LUMNS e
Manage Metwark
View Storage Devices

| The Tivoli Console is the role-based user interface for
| perfarming tasks using Tivall management saftware. It
| presents only the tasks that are relevant to your

| particular role. The Tivoli Console provides consistent
| controls and behaviors across tasks and includes )
3 embedded user assistance.

| To access the user assistance in the Java client,
| either:

+ Click the guestion mark on the far right of the
toolbar.
+ Select Open Tivoli Assistant from the Help

o Y-T=1hI

iar:fil JTivoliforb . Zécache/Ps C It @1.1.1 jar! el LS Ael [l

Tivoli

Figure 67. Tivoli Console Portfolio
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Installing the Managed Hosts

The managed hosts are a'so known as the agent or bootprint machines. The managed hosts
are managed by the Tivoli Storage Network Manager manager machine. The managed host
machines will have the Tivoli Kernel Services bootprint installed along with the Tivoli
Storage Network Manager agent software (device drivers and other software). The steps to
install the managed hosts are described below.

Step 1: Installing the Tivoli Kernel Services Bootprint

Before installing the Tivoli Kernel Services bootprint, make sure that orb.1 on the manager
machine has finished initialization.

Note: The managed host (or bootprint) machine cannot be on the same machine as the
manager machine.

Before installing the Tivoli Kernel Services bootprint on a managed AlX host, check the
following:

® Tivoli Kernel Services readme file

m  Tivoli Storage Network Manager Web site for AlX fixes that need to be applied:
http://www.tivoli.com/support/san

The Tivoli Kernel Services bootprint installation program must be run:
m  Astheroot user on UNIX systems
m  From auser ID with local, not domain, Administrator authority on Windows systems.

To install the Tivoli Kernel Services bootprint, follow these steps:
1. Log onto the managed host machine.

2. Insert the Tivoli Kernel Services bootprint CD into the CD—ROM drive of the managed
host machine.

3. For Windows: The Tivoli Kernel Services bootprint CD is not an AutoRun CD. Go
into Windows Explorer and click on your CD—ROM drive. On the right of the Explorer
panel, double—click the Install.bat program.

For AlX: Use these commands for mounting the device:

mkdir /tmp/tmpTKS

mount -v'cdrfs' -r'' /dev/cd0® /tmp/tmpTKS
cd /tmp/tmpTKS

./install.sh

Note that the '” following the —r option are two single quotes (not a double quote).
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4. The Welcome screen displays. Click Next to continue.

You will see the License Agreement screen. Read the license agreement and if you
agree, click Yes.

6. You will see this Readme File of last-minute instructions. Read the contents and click
Next to continue.

7. The Choose the Type of Bootprint screen allows you to choose the type of Tivoli
Kernd Services bootprint installation. Select Tivoli Kernel Services endpoint server.
Click Next to continue.

& Choose the Type of Bootprint [ x|

Choose the type of bootprint you veart to install onthis machine.

(" Tivoli Kernel Services server

Tivali Kernel Services servers are resources that have been
enahled to run Tival Kernel Services code, Servers are
organized into one or more hierarchies bazsed on woark that is
being performed on the servers, Tivali Kernel Services
servers can be defined as regular servers, gateveays, ar
component depots.

ﬁ‘ Tivoli Kernel Services endpoint server

Tivoli Kernel Services endpoint zervers are resources that have
been enshled to run Tivaoli Kernel Services application software.
Refer to the documentation provided with your application to
determine where and hov endpoint setvers should be defined.

¢ Tiuoli Conzole server

The Tivoli Conzole is the user interface for adminiztering
Tivoli Kernel Services and its applications. This installation
program installs s Tivoli Kernel Services server along with
the code for the Tivali Conzale.

Tivoli

= Back Mext = Cancel

Figure 68. Choose the Type of Bootprint Screen
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8. You are asked to specify the bootprint destination directory as shown below. Click Next
to continue.

& Specify the Tivoli Kernel Services Bootprint Destination Directory

Figure 69. Specifying the Bootprint Destination Directory
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9. The Enter the Bootprint Information screen displays. Enter the following

information:

m  Bootprint server host name: fully qualified host name of this managed host

®  Bootprint server port number: 9990

m [|nstallation depot host name: fully qualified host name for your manager machine
(note: you need to replace the default value)

m |nstallation depot port number: 9990

B MQSeries server host name: fully qualified host name for your manager machine

B MQSeries server port number: 1414 (this is the default port for MQSeries)

Uncheck the box for Automatically start this bootprint server after install
completes. Click Next to continue.

& Enter the B ootprint Information Ed

Enter the information for this server and for the servers that the boctprint accesses.

Bootprint server host name Ieagle.sanjose.ibm.-:c-m

Bootprint server port numkber IQQQD

Installstion depot host name Ibambam.sanjose.ibm.com

In=tallstion depot port number IQQQD

MESeries server host name Ibambam.sanjose.ibm.com

MESeries server port numkber |141 4|

I_ Lutomatically start this bootprint server after install completes

= Back Mext = Cancel

Figure 70. Specifying Bootprint Information
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10. The Enter the Tivoli Kernel Services Installer Information screen displays. Accept
the default user ID and password. Click Next to continue.

& Enter the Tivoli Kernel Services Installer Information

Inztaller

Tivoli

Figure 71. Specifying Installer Information
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11. The Review the Selected Options for the Bootprint Server screen displays. Verify
that the information that is entered and click Next. The installation will begin.

& Review Selected Dptions for the Bootprint Server [ x|

The inzstallstion prograr iz uzing these values to install the bootprint server. To correct any
of the information, click Back to return to the appropriste screen. To install the bootprint
server, click Mext.

Type of Bootprint Install = Tivoli Kernel Services endpoint server ;I
Tivali Kernel Services Destination Directory = C:ATivoliBP

Boatprint server host name = eagle. zanjose.ibm.com

Bootprint server port number = 9330

Installation depot host name = bambam sanjose ibm.com

Inztallation depot port number = 9930

MMSeries server host name = bambam zanjose dbm.com

M2=eries server port number = 1414

Uszer ID = Installer

" pit

= Back Cancel |

Figure 72. Reviewing Selected Options
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12. The Information screen displays. Click Next to continue.

Information

| configuring.. Setting system properties

Configuration Setup Complete!

Tivoli

Figure 73. Information Screen
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13. When the installation has completed, the Bootprint Server 1s Complete screen
displays. Click Finish.

& Bootprint Server Setup Is Complete

Figure 74. Bootprint Server Is Complete Screen
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Step 2: Run bpsetup.cmd on all Windows NT and 2000 Managed
Host (Bootprint) Machines

Before running this step, make sure that you have run L'Step 5- Run idsetup cmd” o
hage 43,

Run the bpsetup.cmd to perform critical updates to Tivoli Kernel Services that are
necessary before the Tivoli Storage Network Manager installation program is run. This step
must be run on all Windows NT and Windows 2000 managed host (bootprint) machines.

Follow these steps:

1
2.

At this point, orb.1 should not be running. Open a command prompt window.

Ensure that the Tivoli Storage Network Manager CD is in the CD—ROM drive. If your
CD-ROM drive is g, then type e..

Change your drive directory to \util. For example:
cd \util

Run the following command:
bpsetup <TKSBP_directory>

Where <TKSBP_directory> refers to the directory where the Tivoli Kernel Services
bootprint is installed. By default, thisis c:\Tivolibp.

From a command prompt window, start the managed host orb.1 by issuing the following
command:

net start orb.1

If this is the first time you are launching orb.1 after installing the Tivoli Kernel Services
patch 1.1.1-TKS-0003, orb.1 automatically shuts down for upgrading. You will have to
re-launch orb.1.

Close the command prompt window by issuing the following command:

exit

Planning and Installation Guide
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Step 3: Run bpsetup.sh on all AIX Managed Host (Bootprint)
Machines

Run the bpsetup.sh script to perform critical updates to Tivoli Kernel Services that are
necessary before the Tivoli Storage Network Manager installation program is run. This step
must be run on all AIX managed host machines (if you have AIX managed host machines).

Follow these steps:

1. At this point, orb.1 should not be running. Ensure that the Tivoli Storage Network
Manager CD is in the CD—ROM drive and mounted. We will refer to the CD—ROM
mounted directory as /cdrom/TSNM. Issue these commands:

mkdir /cdrom/TSNM
mount -v'cdrfs' -r'' /dev/cd0 /cdrom/TSNM
cd /cdrom/TSNM

Where '’ on the —+ option are two single quotes (not a double quote).

2. Change your working directory to the /util directory on CD. For example:
cd /cdrom/TSNM/util

3. Run the following command:
sh bpsetup.sh <TKSBP_directory>

Where <TKSBP_directory> refers to the directory where Tivoli Kernel Services
bootprint is installed. The sh command is necessary because the bpsetup.sh file does not
have execute permission on the CD.

4. Start the managed host orb.1 by issuing this command:
startsrc -s LOCK.orb.1

If thisis the first time you are launching orb.1 after installing the Tivoli Kernel Services
patch 1.1.1-TKS-0003, orb.1 automatically shuts down for upgrading. You will have to
re-launch orb.1.
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Configuring the Manager Machine

Once you have installed the managed hosts, then you can configure the manager machine.
The steps are described below.

Step 1. Displaying the ORBs and ORB Sets

Tivoli Storage Network Manager uses Tivoli Kernel Services ORBs to manage hosts in your
storage network. You must specify the following:

m  Which ORBs (bootprint machines) are to be managed
m  Which ORB (machine) is the manager

m  Which ORBs (machines) are running Tivoli NetView
Join these ORBs to the appropriate ORB sets.

Follow these steps to display the ORBs and ORB sets:

1. From the Tivoli Console portfolio, click Administer Management Software, and then
click Manage ORBSs. You will see the Manage ORBSs screen.
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voli Console

Iy Yark
D About the Tivoli Console
P Administer Logging
= Administer Management Softwe
Deploy to ORB Sets
Manage ORBs
View Component Depot
View Data Connections
Yiew Directory
Yiew SMNMP Configuration
P Administer Security
P Manage Storage Networks

ORBs and ORB Sets

[E) ORBs (na filter assigned)
E ORB Sets {nofilter assigned
[E Special Configuration Reso

ORBs (nofilter assigned)

Total: 0 Displayed: 0 Selected: 0

4

Figure 75. Manage ORBs Window

Tivoli
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2. In the Manage ORBs window, right-click on ORBs (no filter assigned) in the left pane.
Click Get ORBs.

li Console

[ORBs and ORB Sets

[E] ORBs tna filter assic
[E] ORB Sets (na filter adems
[E] special configuration Reso

[ Administer Logging
= Administer Management Softwe
Deploy to ORB Sets
Manage ORBs
Yiew Component Depot
Wiew Data Connections
View Directary
Yiew SMMP Configuration
b Administer Security
b Manage Storage Networks

Total: O Displayed: 0 Selected: 0
q4 | 3| Bl

Tivoli

Figure 76. Get ORBs context menu
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3.

The ORB Filter Chooser dialog window displays. Do not enter any information here.
By leaving the screen as it is, all of the ORBs are displayed. Click OK.

[ orE Filter Chooser - x|
|
Select/iCreate Filter
® Build Simple Filter ~ Mame
C) Build Advanced Fitter | _ Browse |
Description

OK I Save Filter Remave Filter Clear Cancel

Filter Properties

ORE Narme 1 B

Figure 77. ORB Filter Chooser Dialog

4.

Repeat the above process for ORB Sets by right-clicking on ORB Sets in the left pane
and selecting Get ORB sets.

5. When the ORB Set Filter Chooser dialog displays, click OK.
6. You should now see all of your ORBs. Under the ORBSs section, you will see all of the

ORBs running on the manager machine and the managed hosts. The ORBs look like
<fully_qualified_machine_name_nnnn>. An example of a fully qualified name is
her mes.sanj ose.ibm.com_9990.

You should see two ORBSs that represent your manager machine in the left pane. In
Eigure 78 on page 88, the manager is named her mes.sanjose.ibm.com, and its two ORBs
are hermes.sanjose.ibm.com_9990 and hermes.sanjose.ibm.com_9991. The manager
ORB set is automatically copied.

To check for the manager ORB, click on BT SManager ORBset in the left pane. The
manager ORB is displayed in the right pane.

If the manager ORB is not automatically copied on the Manage ORBs window, follow
the instructions below. Right—click the <yourManagerHostname>_ 9990 ORB (in the |eft
pane) of the machine where you installed Tivoli Storage Network Manager. Click Copy.
Then right—click the BT SManager ORBset in the left pane and click Paste. This can
take 15 minutes or more.
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Step 2: Joining the Manager ORB to the BTSNetViewOrbset
Follow these steps.

1. On the Manage ORBs window, right-click the <yourManagerHostname> 9990 ORB (in
the left pane) of the machine where you installed Tivoli NetView and click Copy. Then
right-click the BT SNetViewOrbset in the left pane and click Paste.

2. Check for ORB activity. Issue the following commands from the Tivoli NetView ORB to

check for the SANM anager Daemon service:

c:\<TKS_directory>\orb.1>setupenv
c:\<TKS_directory>\orb.1>wcmd accmgr 1istServices | sort

where <TKS directory> is where you installed Tivoli Kernel Services. Reissue the
wemd command until you see the SANM anager Daemon. This is what you will see:

SANManagerDaemon version 1.x.x
where version 1.x.x is version 1, release level, and modification level. Do not proceed
until this service is up. This can take 30 minutes or more.

3. Launch the Tivoli NetView console to make sure that displays. Verify that the Storage
Area Network icon and the Storage Net Mgr menu item appear.

Eigure 78 an page 86 shows a completed ORB set assignment where the manager and Tivoli
NetView are running on a machine named hermes. There are three managed hosts.
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g‘Manage ORBs - Tivoli Console

Console Edit View Selacta

d Window Help

A @ | ®@m| 0

BT

ORB Sets in the "<Unnamed=" filter

[ About the Thwoli Console ORBs and ORB Sets
‘g, ::m::::g; h’lﬁﬂggmem Softwa EFE ORBs Mame Description Mamespace Status Created 3
Deploy to ORB Sets 4 carpenter2 sanjose ihm. BTSManagedHostOrhset gg15 Mar 28, 2001 ... | =
Manage ORBs —£x hermes sanjose.ibm.cof |G BTSManagerOrbset 5515 Mar 28, 2001 ...
Wiew Component Depot £ hermes sanjose.ibm.co fﬁ BTSNetviewOrhset 5515 Mar 28, 2001 ...
View Data Connections € pebbles sanjose.ibm.col |2 consolesinDefaultRegion 5515 Mar 27, 2001 ..
z:zwgmncgoganﬂguration —{}wauacg,sanjggg,ibm_;gr Eadefau\t_nai Orbsetfor default .. ss15 Mar 28, 2001 ..
b Administer Security 0-[E] ORB Sets [3 DefaultRegion ss1h Mar 27, 2001 ..
P Manage Storage Networks o[ BTSManagedHostorbse (3 endpaintsinDefaultRegion 5515 Mar 27, 2001 ...
wallace.sanjose.ibm Ea installationDepotOrhset 55158 Mar 27, 2001 .
carpenter2.saniose.| [3 nrbslnDefauItReginnl 5514 Mar 27,2001 .
pebhbles sanjose.ib [3 serversinDefaultRegion 5515 Mar 27, 2001 ..
BTSManagerOrbset
hermes.sanjose.ibm)
BTSNetviewOrbset
hermes.sanjose.ibm|
consolesinDefaultRegio
default_nat
DefaultRegion
endpointsinDefaultReqid
installationDepotOrhset
arbsinDefaultRegion
serversinDefaultRegion
||—E Special Configuration Reso
Total: 10 Displayed: 10 Selected: 0 i
4 3 || ] »

ORI ¢ Manage ORBs

Figure 78. View of Completed ORB Set Assignments

Step 3: Joining the Managed Host (Bootprint) ORBs to the
BTSManagedHostOrbset

This must be done for all managed hosts.

Follow these steps:

1. On the Manage ORBs window, right-click the <yourManagedHostHostname>_ 9990
ORB and click Copy. Then right-click the BT SManagedHostOrbset and click Paste.

2. Check for ORB activity. To check for the services that should be running after you join
the managed host, issue these commands for the managed host orb.1. To issue these
commands from the manager machine for the managed host machine
(wallace.sanjose.ibm.com_9990), enter:

c:\<TKS_directory>\orb.1>setupenv
c:\<TKS_directory>\orb.1>wcmd -i wallace.sanjose.ibm.com 9990 accmgr
TistServices | sort

where <TKS directory> refers to the directory where you installed Tivoli Kernel
Services. You will see these services:
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SANAgentDiskPool version 1.x.x (this will not appear until after
Manage LUNs is enabled)

SANAgentFSExtend version 1.x.x

SANAgentFSMonitor version 1.x.x

SANAgentHostQuery version 1.x.x

SANAgentInbandChangeAgent version 1.x.x

SANAgentScanner version 1.x.x

SANAgentScheduler version 1.x.x

Where 1.x.x is version 1, release level, and modification level.

This can take up to 30 minutes or more. (Some tests have taken one or two hours.)

See [Eigure 78 on page 86 for completed ORB set assignments.

— Important
If you will be using the manager machine as a managed host (connected to the SAN),
you must join orb.2 to the BTSManagedHost Orbset.

Do not connect orb.1 to the BT SManagedHostOrbset. This will cause problems with
the manager functions.

Step 4: Enabling and Disabling Manage LUNs (Optional Step)

This step is required if you want to use the Manage LUNs and Manage File System Policies
components. When Tivoli Storage Network Manager is installed for the first time, the
Manage LUNs component is disabled. To use the Manage LUNs component, you must
enable it using the LUN Manager Enable/Disable panel (Eigure 79 an page 8d). Enabling or
disabling LUN management has serious consequences for your SAN. You should read
through the following paragraphs to help you understand the consequences of enabling and
disabling Manage LUNSs.

If you have a host which requires access to LUNSs in your storage network, you must assign
the LUNSs to those hosts using Manage LUNs. This must be done immediately after clicking
the Enable button on the LUN Manager Enable/Disable panel. Failure to do this will result
in the affected hosts losing access to those LUNSs after you click the Deploy button. Thisis
especially important if you have managed hosts which boot from a remote LUN. Failure to
make the appropriate LUN assignments for such hosts will result in their being unable to
access their boot drives.

If you have unmanaged hosts connected to your SAN, you must take extra precautions after
enabling Manage LUNs. Manage LUNs works by masking LUNs from the hosts it manages
and handling the assignments of those LUNs. An unmanaged host might be able to access a
LUN that Tivoli Storage Network Manager has already assigned to one of its managed hosts.
Such access could result in the loss or corruption of data. To avoid this situation, make sure
to control LUN accessibility by unmanaged hosts through other means such as zoning or
hardware masking.

Note that disabling Manage LUNSs can also have serious consequences:

m  Once you click the Disable button, all current and pending LUN assignments will be
immediately removed from Tivoli Storage Network Manager’'s database.
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m  Also, disabling Manage LUNs might allow hosts to access LUNSs that have already been
assigned to other hosts—potentially leading to data corruption. You should ensure that
you have some other form of hardware or software—based LUN access control in place
before clicking the Disable button.

m  Disabling Manage LUNs will also disable automatic file system extension. However,
Manage File System Policies will still be able to monitor file system capacity and issue
warnings when those monitored file systems exceed their thresholds.

To enable and deploy Manage LUNSs, follow these steps:

1. Open the Tivaoli Console portfolio. Click the following:

Manage Storage Networks -> Administer Storage Network ->
Enable/Disable LUN Manager

2. The LUN Manager Enable/Disable screen displays. Click Enable to activate the
buttons on the Manage L UNs screen.

gLUH Manager Enable/Disable - Tivoli Console i : ;lﬁ]ﬁ]

s 5>
Vo VY |

Console Edit View Window Help

A B R 7
Iy Work : LUN Manager EnableiDisahle
b About the Tivoli Console Enable Assignments and Deploy LUN Manager

b Administer Logging
b Administer Management Softwz | Step 1:

b Administer Security Click the enahle button to enable the Manage LUMs and iew Storage Devices Portfolio tasks.
= Manage Storage Networks

= Administer Storage Network Al

Enable/Disable LUN Man|| Step 2:

Set Event Destinations In the portfolio, click on Manage Storage Networks, then click on Manage LUNS to bring up the Manage LUNS
Manage File System Policies| | nang| Use this panel to inform Tivoli Storage Network Manager of any LUM assignments you have already made.
Manage LUMN Groups Step 3:

Manage LUMNs 0 . i ; :
Manage Hlom After you have used Manage LUNS to inform TSNM of any existing LUN assignments, click the deploy buttan.
Wiew Storage Devices Deploy

Disable Assignments and Retract Managed LUNs

Step 1:
Click the disable button to disable the Manage LUNS and Vi

Devices Portfolio tasks.

Cancel

ST ¢ LU Manager Enable/Disahle

Figure 79. LUN Manager Enable/Disable Screen

3. Go to the Manage L UNs screen to make your LUN assignments. If some of the hosts in
your storage network had LUNs assigned to them before you installed Tivoli Storage
Network Manager, you must immediately use Manage LUNSs to redo any LUN
assignments which you had previously made. Failure to do this will result in the host
being unable to access the LUNSs you had previously assigned to it after it is rebooted.
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The status for the assigned LUNs will be Assign Pending until you deploy Manage
LUNSs. Go immediately to step 4 to deploy Manage LUNS.

4. Once you have made your LUN assignments, go to the LUN Manager Enable/Disable
screen. Click Deploy to begin masking LUNs from your managed hosts and to finalize
the LUN assignments you have made.

5. Check for ORB activity. See '\What are ORRs and ORR Sets?’ an page 119. To check

for the services that should be running after you deploy Manage LUNS, issue these
commands for the managed host orb.1. To issue these commands from the manager
machine for the managed host machine (wallace.sanjose.ibm.com_9990), enter:

c:\<TKS_directory>\orb.1>setupenv
c:\<TKS_directory>\orb.1>wcmd -i wallace.sanjose.ibm.com_9990 accmgr
listServices | sort

where <TKS directory> refers to the directory where you installed Tivoli Kernel
Services. You will see these services.
SANAgentDiskPool version 1.x.x (this will not appear until after
Manage LUNs is enabled)
SANAgentFSExtend version 1.x.x
SANAgentFSMonitor version 1.x.x
SANAgentHostQuery version 1.x.x
SANAgentInbandChangeAgent version 1.x.x
SANAgentScanner version 1.x.x
SANAgentScheduler version 1.x.x

where 1.x.xX is version 1, release level, and modification level.

This can take up to 30 minutes or more.

6. Finally, reboot all of your managed hosts with the exception of AIX machines. It is not
necessary to reboot a managed AlX host after enabling or disabling Manage L UNs. You
will now be able to use the Manage L UNs component to assign or unassign LUNSs to
and from your managed hosts.

The buttons on the Enable/Disable Manage LUNSs screen are as follows:

Enable
Activates the buttons in the Manage LUNSs screen and allows Tivoli Storage
Network Manager to begin making LUN assignments on the SAN.

Deploy
Turns on LUN masking and enables Tivoli Storage Network Manager to manage the
LUNs on your SAN. Optionally, this will also automatically extend the file systems
of managed hosts with access to those LUNS. You will need to reboot your managed
host machines (except for AlIX) after you click Deploy. AIX machines do not need
rebooting.

Disable
A confirmation dialog window displays. If you are sure that you want to disable
LUN masking, click OK on the diaog to prevent Tivoli Storage Network Manager
from providing LUN management services.

Cancel
Closes the panel without making any changes.
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To disable Manage LUNS, follow these steps:

1. Open the Tivali Console portfolio. Click the following:

Manage Storage Networks -> Administer Storage Network ->
Enable/Disable Manage LUNs

2. The Enable/Disable Manage L UNs screen displays. Click Disable to deactivate the
buttons on the Manage L UNs screen.

You will no longer be able to assign or unassign LUNSs.

Step 5: Configuring Event Reporting (Optional Step)

This is an optional step. Tivoli Storage Network Manager provides support for centralized
monitoring of events throughout your enterprise. If you use a system such as the Tivoli
Enterprise Console or an application that can receive SNMP events, Tivoli Storage Network
Manager can be easily configured to send events to it. Support for such centralized
management applications is available through the Tivoli Console. If you are not currently
using any centralized management application, you can configure Tivoli NetView to receive
SNMP traps. You can keep track of all of the storage network-related events detected by
Tivoli Storage Network Manager in the Tivoli NetView Event Browser.

Configuring event reporting is a two—phase process. First, you must set the SNMP trap or
Tivoli Enterprise Console event destination (or both) in the Event Destination panel to send
traps and events. Then you must configure the Tivoli Enterprise Console server or SNMP
application (or both) to receive traps and events.

Devices that support sending SNMP traps can be configured to send the traps to a trap
console, such as Tivoli NetView or to Tivoli Storage Network Manager. Sending the traps to
the Tivoli NetView Console allows you to view trap information. You can then make
decisions that are based on vendor specific information included in the trap. Sending the
traps to Tivoli Storage Network Manager alows automatic rediscoveries as a result of the

traps.

During installation, the Tivoli NetView Console is configured to listen for SNMP traps on
port 162. The Tivoli Storage Network Manager is configured to listen for SNMP traps on
port 1001. This default setting alows both the Tivoli NetView Console and Tivoli Storage
Network Manager to reside on the same system and to receive SNMP traps. Devices must be
configured to send SNMP traps to both destinations.

The port monitored by Tivoli Storage Network Manager for SNMP traps can be changed by
issuing the following Tivoli Kernel Services command from the orb.1 directory:

cd orb.1
setupenv
wemd cfg put /com/tivoli/sanmgmt/User SnmpTrapPort=<xxx>

Where xxx is the port number.
To configure Tivoli Storage Network Manager to send SNMP Traps or Tivoli Enterprise

Console Events to the appropriate locations, follow these steps:

1. Open the Tivoli Console portfolio. Click:

Manage Storage Networks -> Administer Storage Network ->
Set Event Destinations
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2. The Event Destinations panel displays as shown in m

& Event Destination - Tivoli Console

Consale Edit View Window Help
A B E |

Iy VWork E Event Destination
> About the Tivoli Console

b Administer Logging SNMP Event Destination
[ Administer Management Softwz

b Administer Security IF Address Tivoli Enterprise Consale (TEC)
¥ Manage Storage Networks | [e11z25.232
= Administer Storage Network e
EnableiDisahle LUN Man Part TEC Server Port

Set Event Destinations

Manage File Systemn Palicies | |5529

Manage LUN Groups Community

Manage LUNs

Manage MNetwork

Wiew Storage Devices
ShMP Event Destination
IP Address Port |Cummunihl | 3
9.113.25.87 162  Puhblic -
9.113.256.82 162 Puhblic J
9113.25.232 162  Public
Total: 3 Displayed: 3 Selected: 0 o

Delete TEC Add Delete oK Cancel

SRNTEINGEY  Event Destination

Figure 80. Event Destinations Screen

3. On the left side of the window, you can specify one or more locations where you want
SNMP traps sent. To do this, enter information in the following fields:

P Address
IP address of a host or device that can receive SNMP traps.

Port  Port number that the host or device will use to listen for SNMP traps. The
default is 162.

Community
Name of the community to which your SNMP host or device is assigned. The
default is Public.

For the SNMP Event Destination information, information can be;
®  Added (Add button)

m  Deleted (Delete button)

Information is added or deleted to or from the SNM P Event Destination list in the
lower part of the panel. Once you click the Add or Delete button, the changes are saved
in the database.

aulyoe Jabeuep
ayl Bunnbiyuod ‘9

Planning and Installation Guide 91



4.

On the right side of the window, you can specify the location of your Tivoli Enterprise
Console Server. To do this, enter information in the following fields:

Tivoli Enterprise Console Server
IP address of your Tivoli Enterprise Console server. If your Tivoli Enterprise
Console server is running on a Windows NT machine, you must also specify the
port it usesin the TEC Server Port field.

TEC Server Port
If your Tivoli Enterprise Console Server is running on a Windows NT machine,
you must enter the port it is configured on to listen for events. You can skip this
step if your Tivoli Enterprise Console Server is running on a UNIX platform.

Once you have completed entering your information, click OK.

Follow these steps to configure event reporting to a Tivoli Enterprise Console server:

1

4.

From the TME desktop, import the tsnm_110.baroc file. This file is in the /Util
directory on the Tivoli Storage Network Manager CD.

Enter the IP address of your Tivoli Enterprise Console server into the Tivoli Enterprise
Console Server field.

If your Tivoli Enterprise Console servers are running on Windows NT, you must enter
the port it is configured to listen on into the TEC Port field. If your Tivoli Enterprise
Console server is running on a UNIX machine, you can skip this step.

Click OK.

Step 6: Using Tivoli Storage Network Manager

Once you have completed the procedures above, you can start using Tivoli Storage Network
Manager. For information on how to use Tivoli Storage Network Manager, see Tivoli
Sorage Network Manager Getting Sarted Guide.

In order to use the Launch Application function from the Tivoli NetView Console, a Web
browser (for example, Netscape or Internet Explorer) must be open at the time Launch
Application is selected.
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Other Tivoli Storage Network Manager
Activities

After you have installed Tivoli Storage Network Manager and are running it, you might
want to make changes to your SAN. This section describes how to add a managed host to
the SAN when the LUN Manager is enabled and you do not want the host to lose access to
the LUNSs.

This section also describes the following:

How to create a Tivoli Storage Network Manager user ID.
How to set up the Tivoli Console and Tivoli NetView Console on a remote server.

How to configure Tivoli NetView if you have Tivoli NetView instaled rather than Tivali
NetView Lite.

How to configure a remote Tivoli NetView console.

How to launch an application from Tivoli NetView.

How to Add a Managed Host to the SAN
If you want to add a managed host to the SAN, follow these directions.

On the manager machine:

1.

Set up a staging ORB set (by creating a new (empty ORB set). In this example, we will
call the staging ORB set BT SStagingOr bset:

a. Open the Tivoli Console by double—clicking on the Tivoli Console icon on the
desktop.

b. Go to the Manage ORBs window by clicking Administer Management Software —>
Manage ORBs on the portfolio.

c. You will see the Manage ORBs window. Right—click on the ORB sets on the left
pane.

d. Click Create an ORB set.

e. You will see the Create an ORB Set dialog window. Enter the namespace, ORB set
name, and description of the ORB set (optional). Click OK.

Deploy the agent components other than the LUN Manager (SANLUNMGR) to the
staging ORB set. (These are the same components that install deployed to the managed
host ORB set.) Deploy these components to the staging ORB set:
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SANAgentScanner
SANAgentInbandChangeAgent
SANAgentHostQuery
SANAgentScheduler
SANAgentFSExtend
SANAgentFSMonitor

Follow these steps:

a

On the Tivoli Console portfolio, click Administer Management Software —> View
Component Depot. The View Component Depot window displays.

On the left pane, click Depot’s Installed Components. The installed components are
displayed on the right pane.

Sort the list by clicking on the table filter. Select the components listed above. These
are top level components that install other components. Right—click on the
components and click Copy.

On the Tivoli Console portfolio, click Administer Management Software —>
Deploy to ORB Sets. The Deploy to ORB Sets window displays.

Click on Namespaces in the left pane to list the namespaces. Click on your
namespace to list the ORB sets.

On the left pane, click on the staging ORB set BT SStagingOr bset. Right—click on
the ORB set and click Paste. This will deploy the required components.

On the managed host (bootprint or agent) machine:
1. Install the Tivoli Kernel Services bootprint on each managed host. See t'Step 1: Installing

. Make sure that when you install the

bootprint, you do not check the box for automati caIIy starting the bootprint server after
installation completes.

2. For Windows managed host machines, follow these steps (orb.1 should not be running) :

a

b.

Open a command prompt window.

Ensure that the Tivoli Storage Network Manager CD is in the CD-ROM drive. If
your CD—ROM drive is e, then type e:.

Change your drive directory to \util. For example:

cd \util

Run the following command:
bpsetup <TKSBP_directory>

where <TKSBP_directory> refers to the drive and directory where the Tivoli Kernel
Services bootprint is instaled, for example c:\Tivolibp.

Issue the following command to start orb.1:

net start "Tivoli Kernel Services orb.1"
or
net start orb.1

3. For AIX managed host machines, follow these steps (orb.1 should not be running):

a

Ensure that the Tivoli Storage Network Manager CD is in the CD—-ROM drive and
mounted. We will refer to the CD—ROM mounted directory as /cdrom/TSNM. Issue
these commands:
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mkdir /cdrom/TSNM
mount -v'cdrfs' -r'' /dev/cd0 /cdrom/TSNM
cd /cdrom/TSNM

Where '’ on the —r option are two single quotes (not a double quote).

b. Change your working directory to the /util directory on CD. For example:
cd /cdrom/TSNM/util

¢. Run the following command:
sh bpsetup.sh <TKSBP directory>

Where <TKSBP_directory> refers to the directory where Tivoli Kernel Services
bootprint is installed. The sh command is necessary because the bpsetup.sh file does
not have execute permission on the CD.

d. Issue this command to start orb.1:
startsrc -s LOCK.orb.1

On the manager machine:

1. Wait for the managed host ORB to appear in the Manage ORBs window. Join the
managed host ORB to the staging ORB set. This will cause all of the components except
for the LUN Manager agents to be deployed.

2. When the new managed host appears in the Manage LUNs window, make LUN
assignments to it. Note that the new host will appear as a rogue host and the assignments
will have a status of Assign Pending until Manage LUNSs is deployed.

3. When the assignments are complete, join the ORB to the managed host ORB set

(BT SManagedHostOr bset). See EStep 3 Joining the Managed Host (Baotprint) ORBS
to_the BTSManagedHostOrbset” on page 88. Wait until the ORB appears in the ORBs

and ORB Sets window and the deploy operation has completed. You can check to see if
the SANAgentDiskPool component is up by issuing the following command:
c:\<TKS_directory>\orb.1>setupenv

c:\<TKS_directory>\orb.1>wcmd -i jason.sanjose.ibm.com_9990 accmgr
TistServices | sort

Where <TKS directory> refers to the drive and directory where you installed Tivoli
Kernel Services and jason.sanjose.ibm.com_9990 is the managed host name.

4. Once the components are joined and the ORB’s status changes to reboot required (as
indicated by the ORB reboot icon), reboot the managed host machine. If the managed
host machine is AlX, you do not have to reboot the machine.

5. Remove the ORB from the staging ORB set through the Manage ORBs window. This
step is important to run to avoid problems with future uninstalls or upgrades. Follow
these steps:

a. Go to the Manage ORBs window by clicking Administer Management Software —
Manage ORBs on the portfolio.

b. You will see the Manage ORBs window. Right—click on ORB sets on the left pane.
Then click Get ORB sets.

c. This brings up the ORB Set Filter Chooser dialog window. Click OK.

d. The ORB sets are listed in the left pane. Click on BT SStagingOrbset to list the
ORBs in the staging ORB s&t.
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e. Right—click on the ORB to remove. Then click Remove. This removes the ORB from
the staging ORB set.

How to Create a Tivoli Storage Network Manager User ID

You can create a Tivoli Storage Network Manager user ID. The Tivoli Storage Network
Manager roles allow you to do Tivoli Storage Network Manager administrative functions
such as assigning and unassigning LUNSs to or from a host.

Follow these steps to create a Tivoli Storage Network Manager user ID:

1. Log on to the Tivoli Console by double—clicking on the Tivoli Console icon. When the
log in screen appears, enter the User ID of superadmin and password password. We
recommend that you change this password. If the Tivoli Console is not up and running,

2. From the Tivoali Console portfolio, click Administer Security and then click Add User.

Note: The response may be slow, but please do not click more than once on Add User.

& Welcome to the Tivoli Console - Tivoli C

Console Edit Wiew Window Help

Tl WOk

P About the Tivoli Console
P Administer Logging
P Administer Management Software
= Administer Security
Add Rale

Add User

Search Security

View User Properies

View Users, Resources, Roles

Figure 81. Tivoli Console Portfolio
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3. Click User to see the User window. You only need to enter values for cn. The other
fields are optional fields.

®  cn: TSNM Administrator (this is case-sensitive)
givenName: your first name

Sn: surname

middleName: your middle name

initials: your initials

generationalQualifier: 11, 1V, Jr., and so forth

Do not click OK here. In the left pane of the User window, click Statically Assigned
Roles.

telephone number: your telephone number

SANIAIY JBYI0 "L

x|
&

e User

—Details

—dJob Information chn

Wil - Office TSHM Adminisrraror

—Mail - Persaonal iwvanMarne _

—Contact Information |§l Mo Image Availab...

—See Also

—Other i

—Statically Assigned Roles |

—Dwnamically Assigned Roles middleMame

" Madification History |

initials

generationalQualifier

telephoneMumber

Qs i Cancel

Figure 82. User Window — User
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4. On the User — Statically Assigned Roles window, click on New.

b

r;; User

[l Statically Assigned Roles
{—Detalls

i—Job Information Name t Hew
—Mail - Office

—Mail - Personal

i Contact Information

—See Also

—other

{—Siatically Assigned Roles
—Dynamically Assigned Roles
mModification History

Totat O Disptayed: 0 Selected 0 ~

=2l

Ok Cancel

Figure 83. User — Statically Assigned Roles Window

Version 1 Release 1.3 (6/13/2001)



5. The Select Roles to Assign dialog displays. Select ALL the roles. To select al the
roles, under the Select column, click the top of the list and frag the mouse down the

list to the end. All the boxes will be checked. Click OK.

24 Select Roles to Assign

o
e
[a1]
o
=

|Name

2| ) | e e e o | ) 6 ) 0

PEPSEerverRoles/MACImMpISE. 1. 0MMACSecurit...
FPEPEEemerRolesicam tivoli.pf. pfconsaleimp...
systermnisaervicasirolesiCiglsingDirectary
applications/FishFinderrolesiFishAppRole
systemirolesMiew Application Data

systemiservicesirolesigateway'SuperDeviceAd. .

systemisenicesiroles/gatewayJrDeviceAdmin
system/servicesirolesigateway/GatewavAdmin

applicationsrSANSoftwareiApplicationsrSANMa...

PEiPSSemverRolesicam tivoli.pfdk fulimplit 1.
systemisenvicesirolesigateway/SrDeviceAdmin
systermnirolesiLogging Administratar

FPEiPSServer/FalesiSANADmMINRalesM 1. 30031

FPSPSServerRoles/MACImMplS. 1. 0MACInstall...
PEiPSServernRoles/MACImMpISE. 1 0IMACResou...
systemisernvicesirolesigateway/DeviceAdmin
FEiPSServer/RalesMACImpls 1. 0MMACLaggin...
systemiservicesirolesigateway/IrG atesvayAdmin
applicationsrSANSoftwareiApplicationsrSANAD...
systemiservicesirolesinelsiSuperfELSADMIn
applicationsiFishFindaerrolesiFishCatcher
systemiroles/Database Admin
FPEPSServerRoles/MACImMplS. 1. 0MAC Limite...

PeT et R Tt ST PN R | m P P

Total: 44 Dizplayed: 44 Selected: O

description

??C‘T_nga”ltazks Clear Al Filters Clrike

WOll L-onsale Lise i
DeseloctAll  CSHift-A

A Role for the fish fi

Can view all Security Registry ohjects in application ...

Internal product role
Task Driver Library Role

End User Access to Manage Logging Services
SaMProductAdministratarG LUl

Access to all tasks within all task groups. Can perfo...

Access to the View Directory task. Can perform dire...

Access o all tasks within the Administer Logging ta...

Internal product role

Rale which allows fishing

Can view all Security Registry ahjects in system and...

Access to Wiew User Properies and Search Securit...

Drmwicdor Aahkilibe o imonlen cacovibs 2 earaemamcd e

0K Cancel |

Figure 84. Select Roles to Assign Dialog

6. This will return you to the User — Statically Assigned Roles window. Click OK.
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7. You are returned to the Tivoli Console. The User Properties window will be open
displaying the properties for the user you just created. Now you need to create a Kernel

account for this user to log onto the Tivoli Console. To do this, click the New button to
the right of the area labeled Accounts.

& User Propetties - Tivoli Console

Y

Congole Edit View MWindow Help

=10l x|

4 B g |
My WWark
b About the Tivoli Console
b Administer Logging
b Administer Management Softw
= Administer Security
Add Raole
Add User
Search Security
View User Properties
View Users, Resources, Rolg
+ Manage Storage Networks
= Administer Storage Network
Enahle/Disahle LUN Man
Set Event Destinations
Manage File System Policies
Manage LUN Groups
Manage LUNs
Manage Metwork
View Storage Devices

User Propettias

7

J Edit

Propetties

tn givenMName
[Tsmm aeministrator

middleMame sn
generationalQualifier initials

employeeNumber

employeeType

Total: 0 Displaved: 0 Selected: 0

Accounts

Name tn objectClass » Mew
Edit
Delete

<> \Welcome < Manage LUNs <> Manage File System .. <> Security Registry LN i

Figure 85. User Properties Window
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8. The Select an Account Type window displays. Click KERNELACCOUNT, then click

OK.
Enj Select an Account Type El
2]
Select | Marme Description | 4
[]  DBZACCOUNT =
I ¥ KERNELACCOUNT
] MTACCOUNT
| UNEACCOUNT
] WEBACCOUNT
Total 5 Displayed 5 Selected: 1 i
0K I Cancel

Figure 86. Select an Account Type Window
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9. On the Account window, click Identification, then enter the following:

m cn: the user ID you created (this is case—sensitive and will be the user ID to login
to the Tivoli Console for Tivoli Storage Network Manager )

m  host: <fully_qualified manager _hostname>. An example of a fully qualified

hostname is. her mes.sanjose.ibm.com.

m password: password

Note that this information is case-sensitive. Click OK .

Identification
Other
Sign On Targets

Modification Histary

ldentification

ch

|TSI\TMadmin

host

password

|ﬂ‘ﬂ‘1?1?1?ﬂ‘ﬂ‘1?

Qs I Cancel

Figure 87. Account Window
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10. An example of what your screen should look like is shown in w This should
display your new user ID.

‘User Properties - Tivoli Con

Cunsnle Edlt i Wlndaw Help

a‘f B @3 2
My Wik . User Properties
[» About the Tivoli Console ,
b Administer Logging Praperties
[> Administer Management Softwsz i - K
= Administer Security L Chenblene __.] Edit
e TSNM Adminishatar |
Add User =
Search Security 1 | 4 |
Yiew User Properies
Yiew Uszers, Resources, Rolg s
Marre ch |0bjectC|ass | » I e
SMMAdMIn TSHMADMIN KERMELACCOUMNT | =
Edit
Delete
Total: 1 Displayed: 1 Selected: 0 -

Figure 88. User ID Created

11. Exit the Tivoli Console by clicking Console on the menu bar and then clicking Exit.
This closes the active task. Close the Tivoli Console by clicking on the Close (X) icon
on the top right of the window.

12. You will be restarting the Tivoli Console using the new user 1D you created. When you
restart the Tivoli Console with a different user ID, you must completely close the Tivoli
Console, then restart it. Restart the Tivoli Console by double-clicking on the Tivoli
Console icon on the desktop.

13. Log on to the Tivoli Console using your new user ID and password (this is
case-sensitive).

14. The Tivoli Storage Network Manager roles will appear in the Tivoli Console portfolio.

Setting Up a Tivoli Console and Tivoli NetView Console on a
Remote Server
To set up a remote Tivoli Console, follow these steps:

1. Install the Tivoli Kernel Services bootprint on the server. Seel'Step 1- Installing the

Mivali Kernel Services Bootprint” on page 71. When you see the Choose the Type of

Bootprint screen, select Tivoli Console server. This selection automatically adds the
bootprint to the consolesl nDefaultRegion ORB set. When the server is started, the
proper code from the Installation Depot machine is downloaded to the bootprint server.
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When you see the Enter the Bootprint Information screen, make sure you uncheck the
box to Automatically start this bootprint server after install completes.

. M.achmeS’_an_pagP_E (for Windows machines) or 'Step 3: Run hpsetup sh on all AIX]

Managed Host (Roatprint) Machines” an page 80 (for AIX machines).

3. Start orb.1 on the server. For Windows, issue net start orb.1 from a command prompt
window. For AlX, issue this command: startsrc —s LOCK.orb.1.

4, Wait until you see this message in the stdout or stdout.txt file:
ICE Browser 5.x.x
This indicates that the Tivoli Kernel Services bootprint:
m Has connected properly to Tivoli Kernel Services
m Has downloaded the console specific code from the Installation Depot
B Has successfully started
Make sure the Tivoli Console icon appears on your desktop and that you can launch it.
You can launch the Tivoli Console by double—clicking on the icon on your desktop.

To set up the Tivoli NetView Console, follow these steps:

1. Instal Tivoli NetView. See E-Step 8: Install or Canfigure Tivoli Net\iew” on page55.

2. Make sure that the Tivoli NetView console comes up by double—clicking on the icon on
the desktop.

3. Join the remote console node to the consolesl nDefaultRegion.

4. Join the <fully_qualified hostname> 9990 ORB of the machlne that is running Tivoli
NetView to the BT SNetViewOrbset. SeelL

Tips on Running with Tivoli NetView

This section describes how to configure Tivoli NetView (as opposed to Tivoli NetView Lite).
This section also describes how to configure a remote Tivoli NetView Console and how to
launch an application from the Tivoli NetView Console.

Configuring Tivoli NetView
If you have Tivoli NetView installed in your enterprise, you must still run the procedure to
configure Tivoli NetView. You must do the following:

1. Install the Tivoli Kernel Services bootprint (endpoint server) on the machine where
Tivoli NetView is installed. (If Tivoli NetView is installed on the manager machine, this
step is not necessary.)

2. Run the procedure to install or configure Tivoli NetView. See 'Step 8 Install of

3. Complete the installation by joining the <fully_qualified _hostname> 9990 ORB of the
machine that is running Tivoli NetV|ew to the BT SNetViewOr bset. SeeLSLep_L.thmd
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Configuring a Remote Tivoli NetView Console
If you want to use a remote Tivoli NetView console that supports the Manage Networks
component, follow these steps:

1. If thereis no Tivoli Kernel Services bootprint (endpoint server) on the Tivoli NetView
console machine, then you must install it. This should follow the regular procedures for
adding a host after Tivoli Storage Network Manager has been set up. (The machine does
not need to be added to the BT SManagedHostOrbset unless you want to have Tivoli
Storage Network Manager manage this remote machine.)

2. Follow the procedure to install Tivoli NetView Lite (LStep 8 Install or Configure Tivali

NetView” on page55). This will install Tivoli NetView Lite on the endpoint machine.
3. Join the <fully_qualified_hostname>_9990 ORB of the machine that is running Tivoli

NetView to the BT SNetViewOrbset. See ['Step 2: Joining the Manager ORRB to the
BISNetViewOrhset” an page 85.

Launching an Application from the Tivoli NetView Console
Devices that launch their own management applications rather than using a Web or telnet
interface must have the PATH environment variable set. The PATH variable must be set to
the location of the application. If you do not set the PATH variable, you will get an
application not found error when trying to launch the management application for the device.

Ton set the PATH variable:

1. Right—click on My Computer on your desktop.

Select Properties.

Select the Advanced tab —> Environment Variables.

Under System Variables, select PATH.

Edit the PATH variable to include the location of the application.

o~ w N
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Upgrading Tivoli Storage Network
Manager

This section describes how to upgrade Tivoli Storage Network Manager. Tivoli Storage
Network Manager version 1.1.3 requires Tivoli Kernel Services version 1.1.1 with patch
1.1.1-TKS-0003. You will need the Tivoli Storage Network Manager version 1.1.3 CD or
the image from the Web site. You do not have to reinstall Tivoli NetView Lite.

If you are installing Tivoli Storage Network Manager version 1.1.3 from the Web image, you
will need the Tivoli Storage Network Manager version 1.1.0, 1.1.1, or 1.1.2 CD for the
license key.

To upgrade Tivoli Storage Network Manager, follow these steps:

1. From the Tivoli Console portfolio, go to the Manage ORBs screen. Click Administer
M anagement Software —> Manage ORBs.

2. On the Manage ORBSs screen, display the ORBs and ORB sets.

3. Remove the ORBs from the manager and managed host ORB sets. If you used the
defaults, the ORB sets are BT SManager Orbset, BT SM anagedHostOr bset, and
BT SNetViewOrbset. To remove an ORB, right—click on the ORB, then click Remove.
This removes the ORB from the ORB set.

4. If you are upgrading from Tivoli Storage Network Manager version 1.1.0 or 1.1.1, stop
orb.1 and orb.2 on the manager machine. Then uninstall Tivoli Kernel Services on the
manager machine and all managed host machines. Note that managed host machines are
also known as agent or bootprint machines. See Installing Tivoli Kernel Services and
the Readme file on the Tivoli Kernel Services CD.

Delete the Tivoli Storage Network Manager directories on the manager machine and
managed host machines. For example, if you used the directory name c:\tivoli for the
manager machine and c:\tivolibp for the managed host machine, delete those directories
and all subdirectories.

If you are upgrading from Tivoli Storage Network Manager version 1.1.2, you do not
have to uninstall Tivoli Kernel Services. You will already have Tivoli Kernel Services
version 1.1.1. Follow these steps:

a. Uninstall Tivoli Storage Network Manager version 1.1.2. See [‘Uninstalling Tivali

b. Instal Tivoli Kernel Services patch 1.1.1-TKS-0003. See step 5 below.

5. If you are upgrading from Tivoli Storage Network Manager version 1.1.0 or 1.1.1,
install Tivoli Kernel Services 1.1.1 with patch 1.1.1-TKS-0003 on the manager

Planning and Installation Guide 107

Buipeibdn ‘g



10.

11

machine. See ['Step 2+ Ingtalling Tivali Kernel Services’ on page 31 and ['Step 3: Install
fo Tt . = = )

If you are upgrading from Tivoli Storage Network Manager version 1.1.2, install the
Tivoli Kernel Services patch 1.1.1-TKS-0003.

Note: Tivoli Kernel Services patch 1.1.1-TKS-0003: Be sure to read the Readme file
for this patch and follow the instructions in that file.

Insert the Tivoli Storage Network Manager version 1.1.3 CD into the CD—-ROM drive
or go to the directory where you have downloaded the Web image. Run the SADB.bat
script. This script is in the \util directory on the Tivoli Storage Network Manager CD.
This script cleans up the File System Manager database tables. Run this step before you
install Tivoli Storage Network Manager version 1.1.3. If you choose to recreate the
tivolsan database, you must run SADB.bat script after you recreate the database.

To run this script, you need to supply the same user 1D, password, and database hame
ou used to create the Tivoli Storage Network Manager database. See
. Run the script from a DB2 command window as follows:

SADB.bat <db2userl> <db2passwordl> <databasename>

Where <db2user1> is the DB2 User ID #1, <db2passwordl> is the DB2 Password #1,
and <databasename> is the database name as supplied in Eigure 40 on page 50. Note
that you only need the first db2userl and db2passwordl.

Run

Run

If you are upgrading from Tivoli Storage Network Manager 1.1.0 or 1.1.1: If you want

to save the data stored in your database, contact Tivoli Customer Support for help.

If you do not want to save the data in your database, you can recreate your database.

Install Tivoli Storage Network Manager version 1.1.3. SeeLStepﬂ_LnstaLl_'EuLaLll

For userswho are installing Tivoli Storage Network Manager version 1.1.3 from
the image on the Web: After the License Agreement screen, you will see the Product
License Key Needed! screen as shown below. You must insert the Tivoli Storage
Network Manager version 1.1.0, 1.1.1, or 1.1.2 CD to get the license key.

Click Browse on the Product License Key Needed! screen to tell Tivoli Storage
Network Manager where the CD—ROM drive is located. You will see the Select
Directory screen. Provide the CD—ROM drive location and click OK. Then click Next
on the Product License Key Needed! screen to continue with the Tivoli Storage
Network Manager installation. Once the next screen appears, you can remove the
licensed CD.
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[EiProduct License Key Needed!

The Tivali Storage Metwork Manager Product License Key
iz not included in thiz installation package. To continue
ywith the installstion, plesse insert The Tivaoli Storage
Metvwork Manzger CD inta the COROM.

To continue, use browse to select the CO directory.

Tiveoli Storage Metwork Manager Directory

Gl Browse... |

= Back Cancel

Figure 89. Product License Key Needed! Screen
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Uninstalling Tivoli Storage Network
Manager

This section describes how to uninstall Tivoli Storage Network Manager and Tivoli NetView
Lite.

Uninstalling Tivoli Storage Network Manager

This section describes the uninstall procedure for Tivoli Storage Network Manager. The
uninstall procedure can take up to five hours. When the uninstall process is complete, all
Tivoli Storage Network Manager components will be removed from both your manager and
managed host machines. Tivoli NetView is not deleted. After the uninstall, the managed host
(agent or bootprint) machines might be able to see LUNs which Tivoli Storage Network
Manager had previously been masking from them.

After the uninstall process, all of the entries related to Tivoli Storage Network Manager will
be removed. However, the uninstall process will not affect Tivoli Kernel Services in any
other way. You will still be able to launch the Tivoli Console, and any users or
customizations you have created will still be available.

For information about uninstalling Tivoli Kernel Services, see Installing Tivoli Kernel
Services. For information about uninstalling DB2, see the documents on the DB2 CD.

To uninstall Tivoli Storage Network Manager, follow these steps:

1. Make sure that the ORBs are up and running on the manager and managed host
machines.

2. Insert the Tivoli Storage Network Manager CD into the CD—ROM drive. Go into
Windows Explorer and click on your CD-ROM drive. On the right of the Explorer panel,
double click the Install.bat program. The following screen displays. Click Uninstall
Tivoli Storage Network Manager .
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=2 Tivoli Storage NetWork Manager Installation o ] 5|

Tivoli Storage NetWork Manager Install

Welcome to the Tivali Storage Metwork Manager Installation.
If wou are installing Tivoli Storage NetWork Manager for the
firsttime, please install these programs in the order indicated.
Flease choose one ofthe following install programs:

1. Create Database I

2. Install Tivali MetView Lite |

3. Install Tivali Starage MetWoark Manager |

4. Uninstall Tivoll Starage MetWork Manager |

Readme || Help || Exit |

Figure 90. Tivoli Storage Network Manager Installation Screen

3. You will see the Tivoli Storage Network Manager Uninstall screen. Click Next to
continue.

ivoli Storage Network Manager Uninstall x|

When you click the MEXT button below, the uninstall
process for Tivoli Storage Metwork Manager will begin.
Thiz process can take up to four hours. When the
process iz complete, all Tivoli Storage Metwork Manager
componerts will be removed from both your manager
(inztallzstion depot) machine and your agent (bootprirt)
machines. After the uninstall, the agent (bootprirt)
machines may be able to see LUNS which Tivoli Storage
Metweork Manager had previously been masking from them.

All of the ertries related to Tivoli Storage Metwork Manager
wrill be removed. Howwever, the uninstall process will not
affect Tivoli Kernel Services in any other weay. “You will
still be able to launch the Tivoli Console, and any users or
customizations you have crested will still be availahle.

Click the NEXT button if you are sure you want to uninstall
Tivali Storage Metwork Manager.

. Ne>d= Cancel

Figure 91. Tivoli Storage Network Manager Uninstall Screen
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4. You will see the Tivoli Storage Network Manager Uninstall Status screen. When
Tivoli Storage Network Manager has finished uninstalling the code, the Next button is
activated. Click Next to continue.

[&5 Tivoli storage Network Manager Uninstall... x|

Uninztall Tivoli Storage Metwork Manager...

Uninztall... -

Retract SAN Top Lewel Components

wecmd cds retract SANAdminRoles@ 1.0 2. ea1513c3
wecne cos retract SANAdminRales@ 1.0 2.5052d95e
wecmd cds retract SANAdminRoles@ 1.0 2 ec82af4s
weomd cds retract SANCommonAdminClient@ 1.0 2.e
wecmd cds retract SANCommonddminClient@ 10 2.5
weomd cds retract SANCommonAdminClient@ 1.0 2.e
wecmd cds retract SANDiskConsoleHelp@d A .0 22515
wecmd cds retract SANDiskConsoleHelpia 1.0 25052
wectne cos retract SANDiskConsoleHelpiE 1.0 2.ec52
weemd cds retract SANStordutoE@] 1.0 2 d3e92ed1dd
weomd cds retract SANAgentFSMonitori@ 1.0 2.41c4!
wecmd cds retract SANAgertFSExdendd 1.0 2.41c4<
weomd cds retract SANAgentScheduler@l 1.0 2 414 —
wecne cos retract SANAgentHostQueryiE@l 1.0 2.41c4 =

» I

< |

Mext = |

Figure 92. Tivoli Storage Network Manager Uninstall Status Screen
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5. You will see the Tivoli Storage Network Manager Uninstall Complete screen. Click
Finish. If you want to reinstall Tivoli Storage Network Manager, you must wait about
five hours for Tivoli Storage Network Manager to finish the uninstallation process.

E%Tivuli Storage Network Manager Uninstall Complete ﬂ

If wou veant to reinztall Tivol Storage MNetwork Manager,
please weait for 4 hours before reinstalling.

Figure 93. Tivoli Storage Network Manager Uninstall Status Screen

6. The uninstall program should recycle the ORBs and DAS Server on the manager
machine. If you get a message that tells you to recycle the ORBs and DAS Server, you
should do so. See What are ORBs and ORB Sets?” on page 119.

7. Recycle the ORBs for the managed host machines.

Note: If you are uninstalling and reinstalling the same version of Tivoli Storage Network
Manager, you must recycle al the ORBs on the manager and managed host machines
before reinstalling Tivoli Storage Network Manager.

Uninstalling Tivoli NetView Lite
If you need to uninstall Tivoli NetView Lite, you can do so by clicking:

Start -> Programs -> NetView -> Installation -> Uninstall NetView
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Hints and Tips

This section contains information on hints and tips. For more information, see the following:

m Tivoli Kernel Services documentation on the Tivoli Kernel Services CD—-ROM. This has

information about Tivoli Kernel Services, Tivoli Console, MQSeries, ORBs, ORB sets,
and namespaces.

® DB2 documentation on the DB2 CD-ROM.

® Tivoli NetView documentation.

The Tivoli Console
This section provides information on how to start and sign onto the Tivoli Console.

Starting the Tivoli Console
To start the console, you can click on the Tivoli Console icon on the desktop.

To start the Tivoli Console manually for the Installation Depot:

1. Open a command window on the installation depot machine and change to the location
where the installation depot software is installed.

2. Go to the orb.2 directory.
3. Set up the environment on the installation depot (Windows 2000):

setupenv

4. Verify that the ORB is up and running by issuing the following command:

wemd sve 1s LSM
Check that PsJcLauncher Service is listed. The PsJcL auncher Service must be running
before starting the Tivoli Console.

5. Start the Tivoli Console with the following command:
wemd jclauncher LaunchJC
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Signing on to the Tivoli Console

After the Tivoli Console initializes, you are prompted to sign on. Tivoli Kernel Services has
the following default user ID and password:

Table 8. Tivoli Kernel Services Default User ID and Password
User ID Password Role

superadmin password Automatically has complete access to all objects and all
roles in the system, whether they are created by Tivoli
Kernel Services, by an application, or by the system
administrator.

Use the superadmin user ID when you sign on to the Tivoli Console for the first time. This
user ID gives you access to al the portfolio tasks and allows you to perform all actions
associated with those portfolio tasks.

Tips on Running with DB2

This section provides tips on running with DB2.

Changing the Passwords for Database User IDs

To change the password for a database user ID, issue the following command to Tivoli
Kernel Services. This command should be entered on one line, but is presented on two lines
here for readability.

wemd ssm modifyAttributes -c applications/SANSoftware/Applications/Database
-n <user_ID> -op replace password=<password>

where <user_ID> isthe user ID for which you want to change the password and
<password> is the new password. This command needs to be issued for each user ID you
want to change. You need to recycle the manager ORB once the command has been issued.

Updating DB2 Statistics

The DB2 runstats command updates the statistics about the physical characteristics of a
database table and its associated indices. These characteristics include the number of records,
the number of pages, and the average record length. The DB2 optimizer uses these statistics
when generating query plans to determine the fastest access algorithms to use to access data
in the database.

If you do not run the runstats command, database transactions could be very slow. These
commands should be run when you have a large amount of data that has changed. For Tivoli
Storage Network Manager, this would occur after the first discovery operation or when
doing major reconfigurations of the SAN. You should consider running these commands on
aregular basis, for example weekly.

Tivoli Kernel Services provides a script to update statistics on Tivoli Kernel Services
databases. You should run the script after installation, after you install an application, and
after significant changes in the configuration. Information about running the script is

provided in [Running runstats on Windows Systems” on page 117.

Running the runstats command can result in significant performance improvement. Tivoli
strongly recommends that you run runstats at least weekly.
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Running runstats on Windows Systems
If you installed Tivoli Kernel Services by using the default database names, you can run

runstats on a Windows system. You enter the following command from a DB2 Command
window. You can open a DB2 Command window by clicking:

Start -> Programs -> DB2 for Windows NT -> Command Window
<TKS_directory>\orb.1\bin\w32-ix86\runstats <DB2userid> <DB2password>

Where <DB2userid> and <DB2password> are your DB2 user ID and password.

<TKS directory> is where you installed the DB2 runstats.bat file. If you chose database
names that are different from the defaults, make a copy of the runstats.bat file, and modify
the copy to use the names you selected.

You should aso run the runstatsTSNM command. This command can only be run after you
have created the Tivoli Storage Network Manager database. If you used the default database
name of tivolsan, the script will run as provided. If you renamed your database, you must
modify the script and provide your new database name before running it. The command is
as follows:

<directory>\orb.1\bin\w32-ix86\runstatsTSNM <DBZuseridl> <DB2passwordl>
<DB2userid2> <DBZpassword2>

Where <DB2userid1> and <DB2password1> are the user ID and password for the first
DB2 user. <DB2userid2> and <DB2password2> are the user ID and password for the
second DB2 user. <directory> is where you installed the DB2 runstatsTSNM file.

Checking for DB2
To see if DB2 is up and running, follow these steps:

1. Click on the following:
Start -> Programs -> DB2 for Windows NT -> Control Center

2. You will get alogin dialog window. Enter your DB2 administrator 1D and password and
click OK.

3. You will see your DB2 Control Center window with the host name where the DB2
database is installed.

4. Once you install Tivoli Storage Network Manager, you will be able to verify that your
DB2 databases are created as shown below.
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Figure 94. DB2 Control Center with DB2 Databases
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Stopping and Restarting a DB2 Server
To open a DB2 command window, click:

Start -> Programs -> DB2 for Windows NT -> Command Window
To stop DB2, enter the following command from the DB2 Command window: db2stop.

To restart DB2, enter the following command from the DB2 Command window: db2start.

Stopping and Restarting a Tivoli DAS Server

The Tivoli Data Access Services (DAS) server runs as a service on Windows systems.

Whenever you recycle the ORBs on the manager machine, you must also stop and restart the
DAS Server.

You can start or stop a Tivoli DAS server by doing the following on Windows 2000:
1. Select:

Start -> Settings -> Control Panel

Double—click on Administrative Tools, then double—click on Services.
2. Highlight Tivoli Kernel Services DAS Restarter Service.
3. Click Start to start the Tivoli DAS server or Stop to stop the Tivoli DAS server.

What are ORBs and ORB Sets?

In alarge—scale distributed system like Tivoli Kernel Services, applications require
preference and configuration data to adapt to different environments. Applications also need
away to store, retrieve, and modify this data. This is accomplished by configuring and
managing the ORBs (Object Request Broker) and ORB sets that exist in various namespaces
across the system.

All ORBs, ORB sets, and other resources exist within namespaces. Namespaces are the main
organizing construct in Tivoli Kernel Services. A namespace is a flat, non—overlapping
structure within the distributed system. The primary purpose of a namespace is to form an
identification scope for the objects that exist within it. Objects are tied to a namespace
through the creation of an object ID (OID) reference that serves as a persistent, active
reference for that object. When this occurs, the object becomes associated with the
namespace for the remainder of its lifetime.

The ORB is the central routing and control component for Tivoli Kernel Services. It is
responsible for the following:

®  Routing messages between objects

m  Enabling the security of the virtual machine within which the objects run

®  Producing proxies for remote communications

m  Collecting memory when objects are no longer used.

ORBs can be added to and deleted from namespaces, as well as from ORB sets.

ORB sets are the primary ORB grouping mechanism. The main purpose behind the grouping
of ORBs is to reduce the administrator’s configuration burden. This is accomplished by
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associating specialized configuration data to an ORB set and then grouping ORBs within
that ORB set. All ORBs within the ORB set will now contain that configuration data. Any
ORBs added to the set at a later date, will also contain that configuration data.

In Tivoli Kernel Services, orb.1 is the installation depot ORB, and orb.2 is the Tivali
Console ORB. The Tivoli Console is used for the GUI interface into Tivoli Kernel Services
and Tivoli Storage Network Manager. Tivoli Kernel Services and Tivoli Storage Network
Manager require that both ORBs be running. When installing Tivoli Kernel Services, there
are long initialization sequences which occur only the first time the Tivoli Kernel Services
ORBs are started after installation. Subsequent ORB startups are fairly quick, and start
automatically when the system is rebooted. The sections below describe how orb.1 is started
the first time and how to start orb.2 the first time. This section also describes how to check
for the completed initialization of both orb.1 and orb.2.

For more information on ORBs and ORB sets, see Planning for Tivoli Kernel Services.

Starting or Restarting an ORB

The generic procedure for starting or restarting an ORB is platform dependent. For more
information on starting and stopping an ORB, see Installing Tivoli Kernel Services. The
steps for starting an ORB are described below.

Whenever you recycle the ORBs on the manager machine, you must also recycle the DAS
server. You must also recycle the ORBs in a specific order. See L i

y

For Windows NT:

Follow these steps:
1. Select:

Start -> Settings -> Control Panel

Double—click on Services.
2. Highlight the Tivoli Kernel Services ORB you want to start and click Start.

For Windows 2000:

Follow these steps:
1. Select:

Start -> Settings -> Control Panel

Double—click on Administrative Tools, then double—click on Services.
2. Highlight the Tivoli Kernel Services ORB you want to start and click Start.

For Solaris: Enter the following command from a command window:
etc/init.d/<ORBname>.LOCK start

where <ORBname> is the name of the ORB you want to start.

For AlX: Enter the following command from a command window:
startsrc -sLOCK.<ORBname>
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where <ORBnhame> is the name of the ORB you want to start.

Stopping an ORB
The generic procedure for stopping an ORB is platform dependent. For more information on
starting and stopping an ORB, see Installing Tivoli Kernel Services. The steps for stopping
an ORB are described below.
For Windows NT: The steps are as follows:

1. Click:

Start -> Settings -> Control Panel -> Services

2. Highlight the Tivoli Kernel Services ORB you want to stop and click Stop.

For Windows 2000: The steps are as follows:
1. Click:

Start -> Settings -> Control Panel -> Administrative Tools ->
Services

2. Highlight the Tivoli Kernel Services ORB you want to stop and click Stop.
For Solaris:

Enter the following command from a command window:
/etc/init.d/<ORBname>.LOCK stop

where <ORBname> is the name of your ORB.
For Al X:

Enter the following command from a command window:
stopsrc -sLOCK.<ORBname>

where <ORBname> is the name of your ORB.

Order of Starting and Stopping the ORBs

When starting and stopping the ORBs, you should do it in a specific order. When stopping
the ORBSs, stop the ORBs in this order:

1. ORBs on managed host machines (if running)
2. orb.2 (manager machine if running)
3. orb.1 (manager machine)

Whenever orb.1 is shut down on the manager machine, the DAS Server must be recycled.
To recycle the DAS Server, issue these commands:

net stop "Tivoli Kernel Services DASRestarter"
net start "Tivoli Kernel Services DASRestarter"

When starting the ORBs, start the ORBs in this order:
1. orb.1 (manager machine)
2. orb.2 (manager machine)

3. ORBs on managed host machines
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How orb.1 is Started

Orb.1 starts automatically as a service in the install program. When the install program
ends, Tivoli Kernel Services is not done. It can take up to an hour to initialize orb.1. Make
sure that you allow enough time for orb.1 to initialize. Orb.1 can be seen in the Task

M anager /Processes as Java.exe.

To monitor CPU activity, right—click on the task bar and click Task Manager. You will see
the Windows Task Manager window. Click on the Performance tab to see the CPU
activity.

To determine when orb.1 is initialized the first time, do the following:

1. Check the CPU graph. This graph will show close to 100% utilization for a long time.
When this CPU activity decreases to less than 10%, and stays there, you are close to
being finished.

2. Once the CPU activity drops off, check the log <TKS directory>\orb.1\log\stdout.txt
where <TKS directory> is the directory where Tivoli Kernel Services is installed. Look
for the following message (refresh your view of the log occasionaly):

FWP17341 The build help set utility has completed successfully.

This message appears the first time orb.1 isinitialized. All other times, you will get this
message:

FNGCPOO69I A11 components have been started. Some components might
not be ready for use.

3. Instalation is now complete, and orb.1 has been initialized.

How to Start orb.2

Orb.2 must be started manualy the first time. All other times, orb.2 starts automatically
after the system is rebooted. When orb.1 has completed initialization, orb.2 can be started.

Use one of the two methods below to manually start orb.2.

To start the orb.2 service from a command window:
1. Open a command window.

2. Issue the following command:

net start "Tivoli Kernel Services orb.2"
or
net start orb.2

Orb.2 will start in the background.

w

4. When orb.2 has completed initialization, the Tivoli Console icon is placed on the
desktop.

5. You can double—click the Tivoli Console icon if you want to start it. To start the Tivoli
Console for the first time, you must enter a valid Tivoli Kernel Services user ID and
password on the login window. The initial default login is user ID superadmin with a
password of password.

To start the orb.2 service from the Services window:

1. Click the following:

Start -> Settings -> Control Panel -> Administrative Tools

122

Version 1 Release 1.3 (6/13/2001)



Double—click on the Services icon.

Scroll down to Tivoli Kernel Services orb.2.

Click Start.

Orb.2 will start in the background.

When orb.2 has completed initialization, a Tivoli Console icon is placed on the desktop.

N o g M~ D

You can double—lick the Tivoli Console icon if you want to start it. To start the Tivoli
Console for the first time, you must enter a valid Tivoli Kernel Services user ID and
password on the login window. You can use the initial default login of user ID
superadmin with a password of password.

Running wemd Commands

Tivoli Kernel Services commands enable you to perform system operations from a command
line interface (CLI) instead of using the Tivoli Console. This is useful when you do not have
access to a graphical display. For complete information about Tivoli Kernel Services
commands, see Tivoli Kernel Services Command Reference.

The wemd examples in this section assume that the person issuing the commands is
implicitly identified to Tivoli Kernel Services by the appropriate account and user
information. If this is not the case, you must use the —u option on each wemd command.
You must also specify a Tivoli Kernel Services user ID that is authorized to perform the
command.

An example of using the —u option is:

wemd -u superadmin accmgr listServices | sort
You will be prompted for a password.

If you want to list the services that are running on a managed host from your manager
machine, you can issue this command:

wcmd accmgr TistServices —i wallace.sanjose.ibm.com

where wallace.sanjose.ibm.com is the managed host machine. If you omit the —i option, the
command returns a list of services installed on the local ORB.

AIX Machines That do not Have a CD-ROM Drive

If you have an AIX machine that does not have a CD—ROM drive, you must copy the
following programs to the local drive:

m  Tivoli Kerng Services bootprint code from the Tivoli Kernel Services bootprint CD
B The bpsetup.sh program from the Tivoli Storage Network Manager CD
B The javaT SNM.prm program from the Tivoli Storage Network Manager CD
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How to Check the Host's View of Devices

Before you install Tivoli Storage Network Manager, you must make sure that your SAN is
operational. One of the checks is to make sure that the host can view the attached storage
devices on the SAN.

For Windows NT: Go to:

Start -> Settings -> Control Panel
On the Control Panel, double—click on SCSI Adapters.

For Windows 2000: Click on the following:

Start -> Settings -> Control Panel

Double—click on System. This brings up the System Properties window. Click on:
Hardware -> Device Manager -> SCSI and RAID controllers

For Al X: issue this command:
1sdev -C -c disk

You can also use smit to view the attached storage devices. Select Devices, then Disks.

How to Check the Host's View of LUNSs

When your disks are attached to the SAN, the host should be able to view al the LUNSs.
This will be true before the Tivoli Storage Network Manager is installed. After Tivoli
Storage Network Manager is installed and Manage LUNSs is enabled, the host will only be
able to view the LUNSs that are assigned to it. To check this on Windows, click:

Start -> Programs -> Administrative Tools ->
Disk Administrator

The Disk Administrator shows which disks (LUNS) the host can see.

Running with More Than 12 Hosts

If you have more than 12 hosts running, special consideration must be given to the
Messaging Service Component of Tivoli Kernel Services. Tivoli Kernel Services uses
MQSeries servers to route messages between ORBs. Each MQSeries server can support
about a dozen ORBs. To use multiple MQSeries Servers, see Installing Tivoli Kernel
Services, section Using Multiple MQSeries Servers.
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Troubleshooting

This section contains information on troubleshooting. For more information, see the
following:

® Tivoli Kernel Services documentation on the Tivoli Kernel Services CD—ROM. This has
information about Tivoli Kernel Services, Tivoli Console, MQSeries, ORBs, ORB sets,
and namespaces.

B DB2 documentation on the DB2 CD-ROM.
® Tivoli NetView documentation.

Troubleshooting Tivoli Kernel Services Problems

For complete information on troubleshooting Tivoli Kernel Services problems, see Installing
Tivoli Kernel Services.

Problem 1
The Tivoli Console does not appear on the desktop.
What to Do
Recycle the ORBs and DAS Server or database. See I'\What are ORBs and ORH
Bets?’ on page 119,
Problem 2
The GUI loses its connection to the DAS Server.
What to Do

Recgcle the ORBs and DAS Server. See '\What are ORBs and ORB Sets?’ ol

Problem 3
You are running Tivoli Kernel Services 1.1.1 and get the following message:

WARNING: File C:\Tivolilorb.2\boot\SDSRemoteService
Interface@5.1.1.jar does not exist

You cannot start orb.2, and it stalls in state 3.

What to Do
Reboot the machine.

Problem 4
Tivoli Kernel Services patch 1.1.1-TKS-0003: The Tivoli Kernel Services upgrade
program ends unexpectedly or returns immediately to the command prompt when
started.

What to Do
If the Tivoli Kernel Services upgrade program ends unexpectedly or returns
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immediately to the command prompt when started, enter a wemd tksinstaller
listenstatus command. This command checks on the status of the upgrade program.
If no output is displayed, the upgrade program is not running. In that case, restart
the upgrade program to continue the patch install. If the upgrade program again
fails, recycle the ORB and retry the command. If the upgrade program continues to
end unexpectedly, contact Tivoli Customer Support personnel.

The upgrade program generally exits prematurely at least once in the later phases of
patch processing, usually after completing task 18 of 30.

When the Tivoli Kernel Services upgrade program ends unexpectedly or returns
immediately to the command prompt when started, enter a wemnd tksinstaller
listenstatus command. This command checks on the status of the upgrade program.
If no output is displayed, the upgrade program is not running. In that case, restart
the upgrade program to complete the patch install. If the upgrade program again
fails, recycle the ORB and retry the command. If the upgrade program continues to
end unexpectedly, contact Tivoli Customer Support personnel.

Troubleshooting Tivoli NetView Problems

If you have prablems with installing Tivoli NetView, see the problem list below.

Problem 1
If you get the following error message, the SNMP Service has not been installed:

Tivoli NetView has determined that the SNMP service is
not available.
Please install this service before continuing.

What to Do

Install the SNMP Service. See ['Step 4: Installing the SNMP Service” on page 21

Problem 2
The Tivoli Storage Network Manager dialog windows do not open.

What to Do
Check the following:

m  Ensure that GetPortNo.dIl and NetViewReguester.exe are in the correct
location. This should be in the directory path C:\WINNT\system32\, assuming
that C:\WINNT is where your Windows directory is located.

m  Check for conflicting port numbers. The Services file in
C:\WINNT\system32\driver s\etc should contain the following information
(these are the default port numbers). You can change the port numbers in these
statements. The ports must use TCP because Tivoli Storage Network Manager

requires TCP.
NVDAEMON 8010/tcp  # NetView Daemon Port Number
NetViewRequester 8020/tcp # NetView Requester Port Number
Problem 3
There is an error message that Storage Net Mgr cannot be started when Tivali
NetView starts.
What to Do

Check the following:
®  Ensure that SanM anager.Reg is located in C:\usr\ov\registration\c.
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m  Ensure that the NetViewRequester.exe location is defined correctly in the

SanM anager.reg file.
Problem 4

The properties are not displaying properly in the Explorer view.

What to Do
Check the following:

m  Ensure that the San_property_fields is located in C:\usr\ov\fields\c.

®  Run ovw_fields from a command window to ensure that the Tivoli Storage
Network Manager fields are registered successfully in Tivoli NetView. After
issuing the command, check the NetView error log for errors. The error log is

located in C:\usr\ov\log\nv.log. Then restart Tivoli NetView.

Problem 5

The topology is not displayed on the NetView Console.

What to Do

Verify that the NvDaemon is running. From the NetView menu bar, select:

Options -> Server Setup

NvDaemon should be displayed as one of the daemons with a Behavior of
well_behaved and a State of running. See Eigure 3.

/" HetView Server Setup

O] x]
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rvcold well_behaved nning

iny n_iwel_bshaved unhing
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ovidb well_behaved uhhing
snmpcollect well_behaved nning
trapd well_behaved unning
wrrnd well_behaved whhing

I Draemon Control j
D aeman Behavior State Lazt Message
gtrnd well_behaved nning Initialization complete.
hetman well_behaved uhhing Initialization complete,
Initialization complete.

Initialization complete.
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Initialization complete,
Initialization complete.
Initialization complete.
Initialization complete.
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Start | Start&lll Stop |
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Figure 95. NetView Server Setup Window

If NvDaemon is not running, do the following:

m  Verify that NvDaemon.Irf is located in C:\usr\owIrf.
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m  Verify that NvDaemon.exe is located in C:\usr\ov\bin.
B |ssue otenable and ovstart from a command prompt window.

m  |ssue ovaddobj \usr\ov\Irf\nvdaemon.Irf from a command prompt to register
NvDaemon.

B |ssue ovstart and ovstatus from a command prompt.

Problem 6
MQSeries installation stops after installing 69% of the code. No error messages are

displayed.
What to Do

MQseries cannot be installed if the NetView daemons are running. To correct this
problem, follow these steps:

1. Issue ovstop to stop al the NetView daemons.
2. Install MQSeries.

3. Issue ovstart.
4

. Issue ovstatus and ensure that all the NetView daemons are running in well a
behaved state.

Praoblem 7
You click on Storage Net Mgr on the Tivoli NetView menu bar, and nothing
happens.

What to Do
Change the port numbers for NVDAEMON and NetViewRequester.

Praoblem 8
The topology view is not correct. New devices are not displayed in the topology
view.

What to Do
Contact Tivoli Customer Support for help.

Troubleshooting Tivoli Storage Network Manager Installation

Problems

Problem 1
You see the message wemd error in the Information window during installation.

What to Do
You must manually rerun the wemd command that caused the error. To do this, open
a command window, change to the <TKS directory>\orb.1 directory, and enter
setupenv. You must then reissue the wemd command that failed. Copy the failed
wemd command from the installation log screen, paste it into the command window
you just opened, and press Enter. The wemd command should ook like this:

wemd cds install <component_name@version> <rootSourceURL>

Where <component_name@version> is the name and version of the component that
failed to install. The rootSourceURL specifies the root directory under which the
component jar file is found. If you have already dismissed the installation screen,
you can copy the wemd command from the installation log. The installation log file
is named install.log. This file is located in the
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<TKS directory>\Apps\T SNM\Install directory. Repeat these steps for every wemd
error message you find in the installation log file.

An example of log messages you receive for GUI components that failed are shown
below. Note that this example might not show the messages exactly as they appear
in your instalation log but has been edited for readability.

cds install SANDiskConsoleHelp@1.1.2008 file:///D:\tsnmmain\tsnm\
Installing 22 of 27 components, please wait...
Wemd Install Error:

cds install SANDiskConsoleImpl1@1.1.2008 file:///D:\tsnmmain\tsnm\
Installing 23 of 27 components, please wait...
Wemd Install Error:

cds install SANCommonAdminClient@1.1.2008 file:///D:\tsnmmain\tsnm\
Installing 24 of 27 components, please wait...
Wemd Install Error:

cds install SANAdminClient@1.1.2008 file:///D:\tsnmmain\tsnm\
Installing 25 of 27 components, please wait...
Wemd Install Error:

cds install SANAdminRoles@1.1.2008 file:///D:\tsnmmain\tsnm\
Installing 26 of 27 components, please wait...
Wemd Install Error:

cds install SANGUIInterfaces@1.1.2008 file:///D:\tsnmmain\tsnm\
Installing 27 of 27 components, please wait...
13 of 13 tasks complete

An example of log messages you receive for assigning roles components that failed
are shown below. Note that this example might not show the messages exactly as
they appear in your installation log but has been edited for readability.
Assigning Roles
ssm modifyAttributes -p system/services/Smartset/principals/
personl -op add staticRole=PS/PSServer/Roles/SANAdminRoles/

1.1.2008/SANProductAdministratorGUI
Wemd Error:

FNGOB30O8E Command method exception: com.tivoli.tmd.

TmdNotAuthorizedException: ISWSCOOQO3E

You are not Authorized to View "PS/PSServer/Roles/SANAdminRoles/

1.1.2008/SANProductAdministratorGUI" object..
ssm modifyAttributes -p system/services/Smartset/principals/

personl -op add staticRole=PS/PSServer/Roles/SANAdminRoles/
1.1.2008/SANResourceGUI

Wemd Error:

An example of a deploy command that failed is shown below. Note that this
example might not show the messages exactly as they appear in your installation log
but has been edited for readability.

cds deploy SANManagerDaemon@l.1.2008 2.534362d91214422a.1.450b9951ebbdcd85
Working...please wait for command complete!
Wemd Deploy Error:

To rerun these commands, follow these steps:

1. Open the install.log file in Notepad. The install.log file is in the
<TKS directory>\Apps\T SNM\Install directory.

2. Search for the text string error.
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Copy the command or commands from the install.log.

If you have one command to rerun, paste the command into the command
prompt window.

5. Preface the command with wemd. For example, if you need to rerun the
SANDiskConsoleHelp component, the command should ook like the command
below. This command should be entered on one line, but is presented on two
lines here for readability.

wemd cds install SANDiskConsoleHelp@l.1.2008
file:///D:\tsnmmain\tsnm\

Run the command.

If you have many commands to run, you might want to put these commands into
a .bat file and run the commands al at once. An example of many commands in
a .bat file should look like the example below. Each wemd command should be
entered on one ling, but is presented on multiple lines here for readability.

wemd cds install SANDiskConsoleHelp@l.1.2008 file:///D:\
tsnmmain\tsnm\

wemd cds install SANDiskConsoleImpl@1.1.2008 file:///D:\
tsnmmain\tsnm\

wemd cds install SANCommonAdminClient@1.1.2008 file:///D:\
tsnmmain\tsnm\

wemd cds install SANAdminClient@1.1.2008 file:///D:\
tsnmmain\tsnm\

wemd cds install SANAdminRoles@1.1.2008 file:///D:\
tsnmmain\tsnm\

wemd cds install SANGUIInterfaces@1.1.2008 file:///D:\
tsnmmain\tsnm\

wemd ssm modifyAttributes -p system/services/Smartset/
principals/personl -op add staticRole=PS/PSServer/Roles/
SANAdminRoles/1.1.2008/SANProductAdministratorGUI

wemd ssm modifyAttributes -p system/services/Smartset/
principals/personl -op add staticRole=PS/PSServer/
Roles/SANAdminRoles/1.1.2008/SANResourceGUI

wemd cds deploy SANManagerDaemon@l.1.2008 2.534362d91214422a.1.

450b9951ebbdcd8s
Praoblem 2
Tivoli Storage Network Manager GUI components 22—26 do not install.
What to Do

Slow machines (for example, 600 MHz machines) can cause the Tivoli Storage
Network Manager GUI components installation to fail. If you find from the log that
GUI components 2226 do not install, follow the directions below. You must install
them manually. These components are on the Tivoli Storage Network Manager CD.
The components are:

SANDiskConsoleHelp@l.1.0
SANDiskConsoleImpl1@1.1.0
SANCommonAdminClient@1.1.0
SANAdminCTient@1.1.0
SANAdminRoles@1.1.0

You will also see an MCIMPORT failure for SANDiskConsoleHelp@1.1.0. The
others will fail also. To manualy install the components, issue the following wemd
command:

wemd cds install <component_name>
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where <component_name> is the name of the component.

Problem 3
No topology information is returned from a discovery operation on the Tivoli
NetView console.

What to Do
The common API setup program for the HBA must be run on each machine, called a
managed host. The managed host is managed by Tivoli Storage Network Manager.
This common API program is in addition to the actual drivers for the HBA, which
are also required. For example, for a QLogic HBA you must run the EUSD Setup
program. Contact your HBA manufacturer if you do not have this program.

Recovery Procedures
This section provides information on how to recover from errors.

Problem 1
You copied the wrong ORB into an ORB set.

What to Do
An example of joining the wrong ORB into an ORB set is if you joined orb.2 into
the BT SNetViewOrbset instead of orb.1. To recover, you must first remove orb.2
from the ORB set, then join orb.1 to the ORB set. To remove an ORB from an
ORB set:

1. From the Tivoli Console portfolio, click Administer Management Software —>
Manage ORBs.

You will see the Manage ORBSs screen. Display the ORBs and ORB sets.
Select the ORB to be removed from the ORB set and click Remove.

Wait for the ORB to be retracted from the ORB set. In this example, this can
take 30 minutes to 2 hours depending on the speed of the machine.

A WD

To join the ORB to an ORB set, follow these steps:

1. From the Tivoli Console portfolio, click Administer Management Software —>
Manage ORBs.

2. You will see the Manage ORBSs screen. Display the ORBs and ORB sets.

3. Select the manager ORB to join to the BT SNetViewOrbset. Right—click on the
ORB and click Copy. Then right—click on the BT SNetViewOrbset and click
Paste.

This should join the manager ORB to BT SNetViewOr bset.
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Glossary

The terms in this glossary are defined as they pertain to the Tivoli Storage Network Manager. If you do not find a term you are
looking for, you can refer to the following URL: http://www.tivoli.com/suppor t/documents/glossary/termsm03.htm.

A
access right
The permission to perform a certain action on a resource.
Advanced Interactive Executive (Al X)
An operating system used in the RISC System/6000 computers. The AlX operating system is IBM’s
implementation of the UNIX operating system.
agent
A software entity that runs on endpoints and provides management capability for other hardware or software, for
example, an SNMP agent. See aso Tivoli Sorage Network Manager agent.
AlX
See Advanced Interactive Executive.
AL
See arhitrated loop.
alert
An event designed to be captured by an external system management application.
alert interval
The amount of time that must pass after an aert is raised before the same alert can be raised again.
alphanumeric
Pertaining to data that consist of any combination of the letters A through Z, and integer numbers O through 9.
APAR
See authorized program analysis report.
arbitrated loop
A Fibre Channel interconnection technology that allows up to 126 participating node ports and one participating
fabric port to communicate. See also Fibre Channel Arbitrated Loop and loop topology.
authorized program analysis report (APAR)
A report of a problem caused by a suspected defect in a current release of a program.
B

bandwidth
This is a measure of the data transfer rate of a transmission channel.

bootprint
In Tivoli Kernel Services, the footprint of code that is manually installed on Tivoli Kernel Services servers.
Bootprint is short for bootstrap and footprint. The bootstrap code is the essential code needed for a machine to
boot. The bootprint is associated with a particular installation depot.

bridge
Facilitates communication with LANs, SANs, and networks with dissimilar protocols.

browser
A client application for viewing text and images. The browser uses an HTTP server across a TCP/IP

communication stream.
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client
(1) A function that requests services from a server, and makes them available to the user. (2) A term used in an
environment to identify a machine that uses the resources of the network.

client-server relationship
Any process that provides resources to other processes on a network is a server. Any process that employs these
resources is a client. A machine can run client and server processes at the same time.

community name
In Tivoli Kernel Services, a name used by an SNMP service. This service attempts to access Management
Information Base (MIB) variables on machines that have an active SNMP daemon. Required community names
for get and set commands are often different. Community names are like passwords used to obtain data that are
stored in MIB variables.

console
A user interface to a server.

DATABASE 2 (DB2)
A relational database management system. DB2 Universal Database is the relational database management system
that is Web-enabled with Java support.

deploy
In the Tivoli Kernel Services, deploy means to push components from the installation depots to the appropriate
servers and endpoints. This is based on configuration information.

device-centric view
Tivoli Storage Network Manager displays the device to host relationship. It is used to identify dependencies on a
device basis.

device driver
A program that enables a computer to communicate with a specific type of device, for example, a disk drive.

discovery
The detection of network topology changes such as new and deleted nodes or new and deleted interfaces.

domain
In Tivoli Kernel Services, a domain is an organizationa division of the distributed system that is based on groups
and hierarchies of components in subsystems. Several different domains can exist within an installation, and
domains can nest within other domains or overlap with other domains. For example, Tivoli Kernel Services
includes one or more security domains. Domains are implemented using ORB sets. In Tivoli Storage Network
Manager, a domain is a fibre channel SAN with a network of hosts attached. This is called a SAN domain.

endpoint
In the Tivoli Kernel Services, an endpoint is a system running a management agent. An endpoint communicates
only with its assigned gateway. See also gateway.

enterprise network
A geographically dispersed network under the auspices of one organization.

ESS Specialist
The Web-based management interface to the Enterprise Storage Server.

event
In the Tivoli environment, any significant change in the state of a system resource, network resource, or network
application. An event can be generated for a problem, for the resolution of a problem, or for the successful
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completion of atask. Examples of events are: the normal starting and stopping of a process, the abnormal
termination of a process, and the malfunctioning of a server.

fabric
Fibre Channel employs a fabric to connect devices. A fabric can be as simple as a single cable connecting two
devices. The term is often used to describe a more complex network utilizing hubs, switches, and gateways.

FC
See Fibre Channel.

FCS
See Fibre Channel standard.

fiber optic
Refers to the medium and the technology associated with the transmission of information along a glass or plastic
wire or fiber.

Fibre Channel
A technology for transmitting data between computer devices at a data rate of up to 1 Gh. It is especially suited
for connecting computer servers to shared storage devices and for interconnecting storage controllers and drives.

Fibre Channel Arbitrated Loop (FC-AL)
A reference to the Fibre Channel Arbitrated Loop standard, a shared gigabit media for up to 127 nodes, one of
which can be attached to a switch fabric. See aso arbitrated loop and loop topology.

Fibre Channel standard
An ANSI standard for a computer-peripheral interface. The 1/O interface defines a protocol for communication
over a serid interface that configures attached units to a communication fabric. Refer to ANSI X3.230-199x.

FICON
A fibre connection. A next-generation 1/0 solution for IBM S/390 parallel enterprise server.

gateway
1) In the SAN environment, a gateway connects two or more different remote SANs with each other. 2) In the
Tivoli Kernel Services environment, a gateway is a component that manages communications and connections
between a group of endpoints and Tivoli Kernel Services. The gateway converts server protocols to endpoint
protocols, and endpoint protocols to server protocols.

har dware zoning
Hardware zoning is based on physical ports. The members of a zone are physical ports on the fabric switch. It
can be implemented in the following configuration: one to one, one to many, and many to many.

HBA
See host bus adapter.

host
Any system that has at least one internet address associated with it. A host with multiple network interfaces can
have multiple internet addresses associated with it. Used interchangesbly with server.

host bus adapter (HBA)
In the SAN environment, a fibre channel HBA connection that allows a host to attach to the SAN network.

host—centric view
Tivoli Storage Network Manager displays the host to device relationship. It is used to identify usage on a host

basis.
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host group
A logical grouping of hosts that are defined by the administrator. A host can belong to only one host group. The
hosts in a host group share a common policy.

hub
A Fibre Channel device that connects up to 126 nodes into a logical loop. All connected nodes share the
bandwidth of this one logical loop. Hubs automatically recognize an active node and inserts the node into the
loop. A node that fails or is powered off is automatically removed from the loop.

IBM Enterprise Storage Server
Provides an intelligent disk storage subsystem for systems across the enterprise.

inband discovery
Tivoli Storage Network Manager uses inband discovery mechanisms (through the SAN network itself) to discover
the topology and devices. The inband discovery mechanisms use GS-3 and SCSI inquiry commands through the
fibre channel. See also outband discovery.

installation depot
The Tivoli Kernel Services component that installs code from the distribution media. The installation depot
pushes the components to the Tivoli Kernel Services servers.

internet protocol (IP)
A protocol used to route data from its source to its destination in an Internet environment.

1/0
Input/output.

1/0O device
An addressable read and write unit, such as a disk drive device, magnetic tape device, or printer.

IP
See internet protocol.

IP address
A group of four decimal numbers that provides a unique address for the computer.

J

Java
A programming language that enables application developers to create object-oriented programs. These programs
are very secure, portable across different machine and operating system platforms, and dynamic enough to allow
expandability.

Java runtime environment (JRE)
The Java runtime environment is known as the Java Virtual Machine (JVM). The browser passes applets to the
Java Virtual Machine. The Java Virtual Machine then runs the applets.

Java Virtual Machine (JVM)
The Java runtime environment is known as the Java Virtual Machine (JVM). The browser passes applets to the
Java Virtual Machine. The Java Virtual Machine then runs the applets.

JBOD
Just a Bunch Of Disks.

JDBC
Java Database Connectivity. Part of the Java Development Kit which defines an application program interface for
Java to provide standard SQL access to databases from Java programs.
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LAN (Local Area Network)
A network covering a relatively small geographic area (usualy not larger than a floor or small building).
Transmissions within a Local Area Network are mostly digital, carrying data among stations at rates usually
above one megabit.

local object creator and killer (LOCK)
The Tivoli Kernel Services component that starts, monitors, restarts, and stops an ORB. On Microsoft Windows,
the LOCK runs as a service. On UNIX, the LOCK runs as a daemon.

LOCK
See local object creator and killer.

logical unit number (LUN)
The LUNSs are provided by the storage devices attached to the SAN. This number provides you with a volume
identifier that is unique among all storage servers. A LUN can be synonymous with a physical disk drive or a
SCSI device. For disk subsystems such as the IBM Enterprise Storage Server, a LUN is alogica disk drive. This
is a unit of storage on the SAN which is available for assignment to a host.

loop topology
In aloop topology, the available bandwidth is shared with all the nodes connected to the loop. If a node fails or

is not powered on, the loop is out of operation. This can be corrected using a hub. A hub opens the loop when a
new node is connected and closes it when a node disconnects. See also Fibre Channel Arbitrated Loop and
arbitrated loop.

LUN
See logical unit number.

LUN group
A logica grouping of LUNSs defined by the administrator. One or more LUNS can be assigned to a file system.

LUN masking
LUN masking blocks access to the storage devices by a host on the SAN. LUN masking is provided by the
Tivoli Storage Network Manager agent on the managed host. Intelligent disk subsystems like the IBM Enterprise
Storage Server also provide subsystem LUN masking. See also port zoning and subsystem masking.

M
managed host

A host that is managed by Tivoli Storage Network Manager. The host is being managed for LUN assignments
and file system monitoring and extension. These host systems are also used for inband discovery of the SAN. A
managed host has a Tivoli Storage Network Management agent installed and active on it.

management information base (MIB)
The physical and logical characteristics of a system make up a collection of information that is called a
management information base (MIB). The individual pieces of information that comprise an MIB are called MIB
objects, and they reside in the SNMP Agent.

MIB
See management information base.

MIB object
A MIB object is a unit of managed information that specifically describes an aspect of a system. Examples are
CPU utilization, software name, hardware type, and so on. A collection of related MIB objects is defined as a

MIB.
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Name Server
The Name Server provides a directory of N_Ports within a fabric. The Name Server maintains a database of such
items as ID, worldwide names, and supported FC-4s for each N_Port. An N_Port can query the Name Server at
any time to discover other N_Ports that are attached to the fabric.

namespace
All ORBs, ORB sets, and other resources exist within namespaces. Namespaces are the main organizing construct
in Tivoli Kernel Services. A namespace is a flat, non—overlapping structure within the distributed system. The
primary purpose of a namespace is to form an identification scope for the objects that exist within it. Objects are
tied to a namespace through the creation of an object ID (OID) reference that serves as a persistent, active
reference for that object.

N_Port node port
A Fibre Channel-defined hardware entity at the end of a link which provides the mechanisms necessary to
transport information units to or from another node.

NL_Port node loop port
A node port that supports arbitrated loop devices.

network topology
A physical arrangement of nodes and interconnecting communications links in networks. This is based on
application requirements and geographical distribution of users.

@)

object identifier (OID)
In Tivoli Kernel Services, a data type that identifies a particular object instance within the distributed system of
Tivoli Kernel Services. An object identifier is composed of many identifiers, such as a space identifier and an
application-specific object identifier, with each identifier containing a type and a value. Activators activate the
OID so that applications can access the object instance.

object request broker (ORB)
An ORB is a mechanism that allows methods to be invoked on objects independent of their location.

OID
See object identifier.

open system
A system whose characteristics comply with standards that are made available throughout the industry. This
system can be connected to other systems that comply with the same standards.

ORB
See object request broker.

ORB set
In Tivoli Kernel Services, a group of ORB IDs. ORB sets can be nested and can contain ORBs from different
namespaces (installations).

outband discovery
Tivoli Storage Network Manager issues Simple Network Management Protocol (SNMP) queries through TCP/IP
to perform outband discoveries (outside the SAN network itself). Interconnect elements (switches) usualy have
outband management capabilities. The outband discovery gathers device and topology information. See also
inband discovery.

P

point-to-point topology

Consists of a single connection between two nodes. All the bandwidth is dedicated for these two nodes.
138 Version 1 Release 1.3 (6/13/2001)



port
An end point for communication between applications that are generally referring to a logical connection. A port
provides queues for sending and receiving data. Each port has a port number for identification. When the port
number is combined with an Internet address, it is called a socket address.

port zoning
In fibre channel environments, port zoning is the grouping together of multiple ports to form a virtual private
storage network. Ports that are members of a group or zone can communicate with each other, but are isolated
from ports in other zones. See also LUN masking and subsystem masking.

portfolio
A container for the task groups that are assigned to a specific user or specific roles. To start tasks, users must
open the portfolio. When the portfolio is open, it displays within the Tivoli Console to the left of the workspace.

portfolio handle
A tab on the left side of the Tivoli Console that represents the portfolio when the portfolio is closed.

protaocol
The set of rules governing the operation of functional units of a communication system if communication is to
take place. Protocols can determine low-level details of machine-to-machine interfaces, such as the order in
which bits from a byte are sent. They can also determine high-level exchanges between application programs,
such as file transfer.

proxy
An object that directs method calls to the target object that it represents. The target object is typically located on

a different ORB from the proxy.

RAID
Redundant array of inexpensive or independent disks. A method of configuring multiple disk drives in a storage
subsystem for high availability and high performance.

region
In Tivoli Kernel Services, an organizational division of the installation that is based on the user’s operations. For
example, a branch office or a subsidiary is a type of region. The organization of an installation into regions is
generally constant over time. The organization of domains (and therefore indirectly the organization of
components) within the distributed system of Tivoli Kernel Services is based on regions. See also domain.

resource
An entity, such as a device, a database, software, and so on.

retract
Reverses a deploy operation. See deploy.

rogue host
A condition detected by Tivoli Storage Network Manager. A host system attached to the SAN that does not have
a Tivoli Storage Network Manager agent installed and active is considered to be a rogue host. This situation is
considered a severe error condition if you are using Manage LUNs. SNMP traps and Tivoli Enterprise Console
events are issued.

SAN (storage area network)
A high-speed network that enables any-to-any interconnection of heterogeneous servers and storage systems.

SCsSl
Small Computer System Interface. An ANSI standard for a logical interface to computer peripherals and for a
computer-peripheral interface. The interface utilizes a SCS| logical protocol over an I/O interface that configures
attached targets and initiators in a multi-drop bus topology.
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server
A program running on a mainframe, workstation, or file server that provides shared services. Used
interchangeably with host.

shared storage
Storage within a storage facility that is configured such that multiple homogenous or heterogeneous hosts can
concurrently access the storage. The storage has a uniform appearance to all hosts. The host programs that access
the storage must have a common model for the information on a storage device. You need to design the programs
to handle the effects of concurrent access.

SNMP (Simple Network Management Protocol)
An internet protocol designed to give a user the capability to remotely manage a computer network. SNMP polls
and sets terminal values, and monitors network events.

SNMP agent
An implementation of a network management application which is resident on a managed resource. Each node
that is to be monitored or managed by an SNMP manager in a TCP/IP network, must have an SNMP agent
resident. The agent receives requests to either retrieve or modify management information by referencing MI1B
objects. MIB objects are referenced by the agent whenever a valid request from an SNMP manager is received.

SNMP endpoint
A system running an SNMP management agent.

SNMP manager
An SNMP manager refers to a managing system that executes a managing application or suite of applications.
These applications depend on MIB objects for information that resides on the managed system.

SNMP trap
A message that is originated by an agent application to alert a managing application of the occurrence of an
event.

software zoning
Is implemented within the Simple Name Server (SNS) running inside the fabric switch. When using software
zoning, the members of the zone can be defined with: node WWN, port WWN, or physical port number. Usually
the zoning software also alows you to create symbolic names for the zone members and for the zones
themselves.

storage administrator
The person responsible for defining, implementing, and maintaining storage management policies.

storage view
For a given disk, displays the hosts that have the disk attached.

subsystem masking
Subsystem masking is the support provided by intelligent disk storage subsystems like the Enterprise Storage
Server. See also LUN masking and port zoning.

switch
A component with multiple entry and exit point or ports that provide dynamic connection between any two of
these points.

switched topology
A switch allows multiple concurrent connections between nodes. There can be two types of switches, circuit
switches and frame switches. Circuit switches establish a dedicated connection between two nodes. Frame
switches route frames between nodes and establish the connection only when needed. A switch can handle all

protocols.
T
TCP (Transmission Control Protocol)
A reliable, full duplex, connection-oriented, end-to-end transport protocol running on top of IP.
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TCP/IP (Transmission Control Protocol/Internet Protocol)
A set of communications protocols that support peer-to-peer connectivity functions for both local and wide area
networks.

title bar
In the user interface (or help interface), the area at the top of the screen. This area contains the product title on
the left, and alogo on the right. See also navigation menu, work area, and user interface.

Tivoli Assistant
A user assistance mechanism that contains contextua help information for Tivoli software. It is represented by a
question mark, and can be easily toggled on and off. When the Tivoli Assistant is open, it displays within the
Tivoli Console to the right of the workspace.

Tivoli Console
The user interface for the deployment and management of software and services by organizations that are using
Tivoli management software.

Tivoli Enterprise Console
A console used outside of the Tivoli Kernel Services framework. This console uses a graphical user interface that
enables system administrators to view and respond to dispatched events from the event server.

Tivoli Kernel Services
The Tivoli Kernel Services provides the infrastructure to manage network computing resources of many different
types from a single point. The products in this environment provide a consistent interface to different operating
systems and services. The Tivoli Kernel Services alows administrators to control users, systems, applications,
and resources from one desktop. This environment also provides a streamlined way to automate and delegate
routine, time—consuming tasks.

Tivoli Presentation Services
The Tivoli user interface architecture for deploying and managing software and services. See also Tivoli Console,
an integral part of this architecture.

Tivoli Storage Manager
A client/server program that provides storage management to customers in a multivendor computer environment.

Tivoli Storage Network M anager
A Tivoli product that provides topology discovery and display, LUN management, and file system monitoring and
extension for storage area networks (SANS).

Tivoli Storage Network Manager agent
The software which performs local functions such as LUN masking, file system monitoring and extension, and
inband discovery on a host attached to the SAN. A managed host has a Tivoli Storage Network Management
agent installed and active on it.

topology
An interconnection scheme that allows multiple fibre channel ports to communicate. For example, point-to-point,

arbitrated loop, and switched fabric are al fibre channel topologies.

user ID
A numeric or some other means of identifying a user.

user interface
The area contained within the browser window. The user interface is comprised of the navigation menu, the title
bar, and the work area.

WAN
Wide Area Network.
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Web
The World Wide Web. The network of HTTP servers that contain programs and files, such as hypertext
documents that contain links to other documents on HTTP servers.

Windows NT
A Microsoft distributed operating system that is used for client/server systems.

Windows 2000
A Microsoft distributed operating system that is used for client/server systems.

zone centric view
Displays the zones and the devices within the zone. The zone that an entity resides within is maintained as a
searchable attribute of the entity. This means that a find operation can be performed to highlight the entities
within a zone.

zone view
A logical topology view presented as a series of screens which display the hosts and devices within a zone.

zoning
In Fibre Channel environments, zoning allows for finer segmentation of the switched fabric. Zoning can be used
to create a barrier between different environments. Ports that are members of a zone can communicate with each
other, but are isolated from ports in other zones. Zoning can be implemented in two ways: hardware zoning and
software zoning.
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