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About thisguide

The IBM System Storage DS8000 Storage Replicatidapter for VMware SRM Installa-
tion and Users Guide provides information that &elpu install and configure Storage Rep-
lication Adapter.

Who should use this guide

The IBM System Storage DS8000 Storage Replicatidapter for VMware SRM Installa-
tion and Users guide is intended for system admnais or others who install and use the
VMware Site Recovery Manager with IBM System Ster&S8000. Before installing and
using the Storage Replication Adapter for DS80Gfy ghould have an understanding of
storage area networks (SANs), DS8000 Metro Mirrop¥Services and the capabilities of
your storage units. For more information on howse Metro Mirror and Global Mirror
Copy Services, refer to IBM System Storage DS80@dniistration guide that can be
downloaded from http://www.ibm.com.
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1. Overview

VMware Site Recovery Manager in conjunction wittMB>S8000 Storage Replication
Adapter provides a Disaster/Recovery solution fhware environments, based on hard-
ware replication features provided by the storaggyawhich in DS8000’s case are Metro
Mirror and Global Mirror. VMware SRM communicateghvthe DS80000 Storage Array
to manage data replication (Metro Mirror and Gloldairor), test host data consistency at
the recovery site and to failover volumes to recgsite and bring up the virtual machines,
in case of a disaster.

a. IBM DS8000 SRA Functional Block Diagram

CIM
AGENT
VMware SRM INTERFACES CZ;\ (DS OPEN API)
SITE RECOVERY <:> command.pl
IBMStorageService <:> ESSNI C:> 1BM
MANAGER discoverArrays.pl

Client DS8000

discoverLuns.pl ﬁ

testFailover.pl

SRA Configuration
failover.pl
Figure 1

VMware Site Recovery Manager plug-in communicatéhk ¥8M DS8000 Storage Replication
adapter via five Perl script interfaces wammand.pl, discover Arrays.pl, discoverLuns.pl, testFai-
lover.pl and failover.pl. The DS8000 SRA implements the interfaces in amaato collect and parse
the input information from VMware SRM and passitifermation to IBMStorageService module
(IBMStorageService.jar).

command.pl — Calls the appropriate Perl script from the renmaj four, depending on the incoming
request from SRM.

discoverArrays.pl — This interface is called lppmmand.pl for an array discovery request from SRM
to DS8000 SRA, this Perl script in turn calls tipp@priate function within the IBMStorageService
module, supplying it with relevant input informatio

discoverLuns.pl — This interface is called lppommand.pl (at protected sitepr all replicated LUNS’
(that are participating in SRM) discovery requesin SRM to DS8000 SRA, this Perl script in turn



calls the appropriate function within the IBMStoe&grvice module with relevant input information,
to report all replicated (MM/GM) LUNSs that are magbto “VMware” type hosts.

testFailover.pl — This interface is called lypmmand.pl (at recovery site) when SRM requests a test
operation on the replication targets, this Peiipsén turn calls the appropriate function withhret
IBMStorageService module with relevant input infation.

failover.pl — This interface is called lpommand.pl (at recovery site) when SRM requests a recovery
operation, this Perl script in turn calls the apiate function within the IBMStorageService mod-
ule with relevant input information to accompliste tfailover.

The IBMStorageService module communicates witHXB8000 device via CIMOM/SMIS agent
and ESSNI interface.

b. IBM SRA and VMware SRM Implementation

Site 1 - Protected

Protected SRM
Server

Recovery SRM
Server

CIMOM/ESSNI CIMOM/ESSNI

Figure 2



2. Planning

a. Supported Configurations

This version of DS8000 Storage Replication Adaptgports Metro Mirror and Global
Mirror features and Space Efficient Volumes (wiipeopriate licenses installed and ac-
tivated). MGM (Metro Global Mirror) feature is nstipported

This version of SRA does notmup dual image DS8000 storage arrays. Multi-array
Metro Mirror and/or Global Mirror is not supported

b. Installation overview

The steps for implementing the IBM System Stora@8@D0 Storage Replication Adap-
ter for VMware SRM software must be completed ia torrect sequence. Before you
begin, you must have experience with or knowledgedministering an IBM DS8000.

Complete the following tasks:

1. Verify that the system requirements are met.

2. Install the IBM System Storage DS8000 Replicatiatapter software.
3. Verify the installation.

4. Create appropriate sized target set volumes orettwvery site DS8000 and create
Metro Mirror/Global Mirror relationships betweeretBource volumes at the protected
site and target volumes at the recovery site. Famermformation on Metro Mir-
ror/Global Mirror Copy Services refer to IBM Syst&torage DS8000: Copy Services
in Open Environmentditp://www.redbooks.ibm.com/redbooks/pdfs/sg246388.

Note: For more information on how to install DS OpenlABIM Agent) refer to DS
Open API Installation and Configuration Guide.

c. System requirements

Ensure that your system satisfies the followingunesments before you install the IBM
System Storage™ DS8000 Storage Replication Adémt&fMware SRM software on
a Windows Server 2003 operating system.

The following software is required:

1. If the DS8000 storage is running firmware v2.4aiet, it is recommended the SRA
connect to the embedded CIMOM running on the HMC.

2. DS8000 with Microcode version 2.4 or later instieth the Metro Mirror/Global
Mirror feature licenses installed and activatefdratected and recovery site DS8000s
and FlashCopy feature licenses installed and aetivan the recovery site DS8000.



3. If the user wants SRA to use SE volumes duringfédélstver operations and for
FlashCopy volumes for Global Mirror, Space Efficignlume feature must be enabled
on the DS8000

4. IBM System Storage DS8000 Storage Replication Astagaiftware version 1.22.

5. VMware vSphere Virtual Center Server v4.0 or latéth Site Recovery Manager
4.0 or later Plug-in must be installed before yastall the DS8000 Storage Replication
Adapter.

Note: For more information on how to install VMware Wial Center Server and Site
Recovery Manager Plug-in, refer VMware Virtual Garinstallation and administration
guide.

d. VMware SRM/IBM DS8000 SRA and TPC-R Coexistence

If the environment mandates the use of VMware SRIonjunction with TPC-R, then
it is recommended that the SRA be configured fergonfigured environment (via
IBMDS8000SRAULtil.exe). The test failover operati@n practice test), when initiated
from SRM, works independently of TPC-R i.e. SRA slgetry to detect an existing
TPC-R installation in the environment. So, the fe#bver task on SRM and practice
tests on TPC-R need to be scheduled and run athiféggent times if both softwares
work on the same GM session. If the environmesetsup such that TPC-R and SRM
work on different GM sessions then the restrictioesn’t apply.

For a real failover (Recovery), if TPC-R and SRMa¢o co-exist and work on the
same GM session, then it is mandatory that TPCeBvery be initiated first, and once
the user confirms successful recovery of volume$Bg-R, the SRM failover can be
initiated.

3. Installation

a. Installation of IBM System Storage DS8000 SRA software
This section includes the steps to install the IBitem Storage DS8000 Storage Rep-
lication Adapter for VMware SRM software.

You must satisfy all of the prerequisites that lgsted in the system requirements sec-
tion before starting the installation. Perform fbkowing steps to install the IBM Sys-
tem Storage DS8000 Storage Replication AdapteNidware SRM software on the
Windows server.

1. Log on to Windows Server where VMware Virtual Cer8erver and Storage Rep-
lication Manager are installed, as an administrator

2. Double click on IBMDS8KSRA.exe that you downloadedstart the installa-
tion process.



1IBM System Storage DS8000 Storage Replication Adapter for ¥Mware SRM 4.0 - In... I

Welcome to the InstallShield Wizard for IBM
System Storage DS8000 Storage Replication
Adapter for YMware SEM 4.0

The InztallShield Wizard will inztall [Bb System Storage
DS8000 Storage Replication Adapter for Wk ware SR 4.0
on your computer. To continue, click Mest.

4 Hack

Cancel |

3. Click Next to continue. The License Agreement panel is digalaYou can click
Cancd at any time to exit the installation. To move bagkprevious screens while us-
ing the wizard, cliclBack.

X
=

IBM System Storage DS8000 Storage Replication Adapter for ¥Mware SRM 4.0 - In...

License Agreement

Pleaze read the following icense agreement carefully,

International Licenze Agreement for Mon-w arranted Programs
Part 1 - General Terms

By DOWMLOADING, INSTALLIMNG, COPYING, ACCESSIMG, CLICKING OMN AM
SACCEPT" BUTTOM, OR OTHERWISE USING THE PROGRAM, LICEMSEE AGREES
TO THE TERMS OF THIS AGREEMENT. IF YOU ARE ACCEPTIMNG THESE TERMS
OM BEHALF OF LICEWNSEE, Y'OU REPRESEMT AND WwWARBANT THAT ¥OL HAVE
FULL AUTHORITY TO BIMD LICEMSEE TO THESE TERMS. IF¥0OU DO NOT AGREE
TO THESE TERMS.

00 MNOT DOWMLOAD, INSTALL, COPY, ACCESS, CLICK OM AN "ACCEPT" ;‘

T TOML D e T DEce e AL AR,

% | accept the terms of the licenze agreement Etirit |

| doniot accept the terms of the license agreement

|atallzhield

< Back | Meut = I Cancel |

4. Read the license agreement information. Selecthengtou accept the terms of the
license agreement, and clitlext. If you do not accept, you cannot continue with th
installation.



5. The Customer information page is displayed. Efterappropriate user and organi-
zation names.

IBM System Storage DS8000 Storage Replication Adapter for ¥Mware SRM 4.0 - In.

Customer Information w

—_

Pleaze enter your information. ! I"“- -

=

Pleaze enter your name and the name of the company for which pou work.

User Hame:

|c|5|_l

Company Mame:

||Bh-1

| stalls hield

< Back | ket = I Cancel I

6. On the next page, select the install location lier $RA. ClickChange to change
the default install location. Once done clidxt.

IBM System Storage DS8000 Storage Replication Adapter for ¥Mware SRM 4.0 - In.

4
Chooze Desztination Location ‘m

—_

Select folder where zetup will install files, ! I"“- -

=

E. ‘—} Install [Bh Spstem Storage DSE000 Storage Replication dapter for

Ch, SeeriptshSANYBMDSE000

| stalls hield

< Back i Mewt: Cancel I




Choose Folder E2 |+ for ¥Mware SRM 4.0 - In... i

Pleasze select the installation folder. 4

-
I viProgram FilesivMwarevMware vCenter Site Recovery I

tioh-&dapter for

2]

Direckories;

[ database

7 SAN

el IBMDSE000
e L

Al | »

i

oK I Cancel

< Back | Mest = Cancel

7. On the next page clidinstall to initiate the installation process.

IBM System Storage DS8000 Storage Replication Adapter for ¥Mware SRM 4.0 - In...

Heady to Install the Program ‘ Y

The wizard iz ready to begin installation. I - —

Click Inztall to begin the installation.

[y want to review or chanae any of your installation setings, click Back. Click Cancel bo et
the wizard.

| stalls hield

< Back Inatall Cancel
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IBM System Storage DS8000 Storage Replication Adapter for ¥Mware SRM 4.0 - In...

Setup Status

The Install5hield wizard i@ installing 1B System Storage DS3000 Storage Replication
ddapter for WMware SEM 4.0 ' - '

Inztalling
Ei'\..."\scripts‘\SAﬂ\lBMD SE000%rehbinsjpinpp.di

ASNNNENENEENEENEEE

|atallzhield

8. After the install completes, clidkinish. If necessary, the InstallShield Wizard
prompts you to restart the system

IBM System Storage DS8000 Storage Replication Adapter for ¥Mware SRM 4.0 - Install...

Install5hield Wizard Complete

The InstallShield Wizard has successfully installed 1B System
Storage DSEO00 Storage Replication Adapter for Whware
SRM 4.0. Click Finizh to exit the wizard.

Capze]

L Finish
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b. Un-Installation of IBM System Storage DS8000 SRA Software

You must use the Storage Replication Adapter ilagiah executable to uninstall the
IBM System Storage DS8000 Storage Replication Aetagdftware from the Windows
server. Perform the following steps to uninstadl software:

1. Log on to the Windows server as the local adstriaior.
2. Double-click on the IBMDS8KSRA.exe and selechiege.

3. Click Finish on the final screen to complete timnstall. If necessary, InstallShield
will prompt the user to re-start the system.

c. Configuring the Storage Replication Adapter
The installation of IBM DS8000 SRA creates a shoitthamed
“IBMDS8000SRAULil.exe” on the desktop.

Important: The configuration utility must be run on recoveitg &/C to configure the
recovery site SRA only.

Double clicking the short-cut will bring-up the wiow below.
g [x]
Test ExtPool ID (P I

Failover Policy (R2/R3) I
Pre-Configured Metro Mirror Enr, Settings

Failower ExtPool ID (P I
[~ Metra Mirror Eny, ORLY

SpaceEfficient Mode (YesiMo) I ™ Pre-Configured Metra Mirrar Ervy,
[ =pace-Efficient Metra Mirror Yals
[ Farce Failover bo B3 (MM Only

h

[~ TPC-R

Current Settings

Test FxtPonl I0: Pre-Configured Global Mirror Enee. Sektings
Failower Policy: ™ clobal Mirrar Enve, Orly

Recovery ExtP ool ID:

SpaceEfficient Mode:

Cancel |

The configuration utility has to be configured bhé tRECOVERY Site, before the user
configures SRM with the array. The environment dan configured to be a pre-

configured environment, where the user pre-credtesnapshot target volumes (and/or
R3 recovery volumes) and pre-maps the volumes doEtBX server(s) at the recovery
site, a mixed Metro Mirror and Global Mirror envimments, or a non-precreated
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environments where the SRA creates/deletes and swggsshot volumes during test
failover and R3 recovery operations.

If the user elects to use TPC-R to work on the s&tabal Mirror session or Metro
Mirror volumes, then H2 volumes created during TRCset-up will satisfy the
requirement(s) for pre-configured environment geblISRA.

For Metro Mirror only and pre-created environmesglect the options on the
configuration utility screen as follows .

3 [ X]

Test ExtPool ID (Px) I
Failower Palicy (R2/R3) I

h

Pre-Configured Metro Mirror Enr, Settings

Failover ExtPool ID (Px) I_
v Metro Mirror Env, ORLY
SpaceEfficient Made {Yes Mo I_ ¥ Pre-Configured Metro Mirror Enve,
[ Space-Efficient Metra Mirror Yals
I~ TPCR [ Farce Failover to R3 (MM Only)
Current Settings
Test ExtPool ID: Pre-Configured Global Mirrar Enve. Settings
Failower Policy: [~ Global Mirrar Eree, Qrly
Recovery ExtPool ID:
SpaceEfficient Mode:

Zancel |

Metro Mirror with TPC-R Co-Existence

13



Test ExtPool ID (Px) I
Failover Policy (R21R3) I
Failaver ExtPoal 10 {Px) I

SpaceEfficient Mode (Yes/Mo) I
¥ TPCR

Current Sekkings

Test ExtPool IT:
Failower Policy:
Recowery ExtPool IT:
SpaceEfficient Mode:

h

Pre-Configured Metro Mirror Enre, Settings

[ Metro Mirror Enve, ORLY

¥ Pre-Configured Matro Mirror Enve,
[ Space-Efficient Metra Mirror Yals
[ Force Failover ta B3 (MM Onily)

Pre-Configured Global Mirror Env. Settings
[ Global Mirrar Enve. Only

Zancel |

Global Mirror Only Pre-Configured Environment or TR Co-Existence

Test ExtPool ID (Px) I

Failower Palicy (R2/R3) I
Failower ExtPoal 1D (Px) I

SpaceEfficient Mode (Yes/Mo) I
¥ TPCR

Current Settings

Test ExtPool IT:
Failower Policy:
Recovery ExtPool ID:
SpaceEfficient Mode:

h

Pre-Configured Metro Mirror Enr, Settings

[ Metro Mirror Enve, ORLY

[ Pre-Configured Metro Mirror Enve,
[ Space-Efficient Metra Mirror Yals
[ Farce Failover to R3 (MM Only)

Pre-Configured Global Mirrar Enve. Settings
I clobal Mirrar Env. Snly

Zancel |
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Mixed Metro Mirror and Global Mirror Pre-Config EnWith TPC-R

g [X]
Test ExtPoal 1D (P I_
Failover Palicy (R2/R3) I_

h

Pre-Configured Metro Mirror Eny, Setkings

Failover ExtPoal ID (Px) I_
[T Metro Mirror Enve, ORLY
SpaceEfficient Made {Yes/MNa) I_ ¥ Pre-Configured Metra Mirror Ene.
[~ Space-Efficient Metra Mirror Yols
IV TRCR [~ Force Failower ta B3 (MM Only
Current Setkings
Test ExtPool ID: Pre-Configured Global Mirror Enee. Setkings
Failower Policy: ™ clobal Mirrar Eree, Orly
Recovery ExtPool ID:
SpaceEfficient MMode:

Cancel |

For SE volumes use, check the “Space-Efficient Médirror Vols” option. The pre-
configured environments option assumes the relstips are synchronized, the snapshot
target (R3/H2 recovery) volumes created, FC mapated between the remote mirror
target and snapshot volumes, and map the snapshohes are mapped to the ESX
server(s) at the recovery site.

The FC maps must be created with “-record” “-pétdir MM and “-persist” for GM
options so that SRA will just have to re-fresh #@ map(s) during test failover and
R3/H2 recovery operations.

Note: Pre-created environments will always do afHz3ecovery.

Once the user has selected the required optidick, @K. To confirm/check the confi-
gured options, re-start the DS8000 configuratidlityut

For non pre-created environments, the user needs-ttheck all pre-configured envi-
ronment options, and input the appropriate valeesTest ExtPool ID, Failover Policy,

Failover ExtPool ID and SpaceEfficient Mode optioBgample configuration screen be-
low ...

15



Test ExtPool ID (Px) I P4

Failover Policy (R2/R3) I R3
Failower ExtPool 1D (Px) I P4

h

Pre-Configured Metro Mirror Enre, Settings

[~ Metro Mirror Enve. OMLY

SpaceEFfficient Made (Yes/No) [yes ™ Pre-Configured Metro Mirrar Env.,
[ Space-Efficient Metra Mirvor Yals

I~ TPCR [ Farce Failover ko R3 (MM Only)

Current Setkings

Test ExtPool ID: Pre-Configured Global Mirrar Enve. Settings

Failower Policy: [ Global Mirrar Eree, Qrly

Recovery ExtPool IT:

SpaceEfficient Mode:

Zancel |

Click OK to confirm the selections. To confirm amdthange the options re-start the
configuration utility. The current selections wikk displayed under “Current Settings” as
shown below.

g B3

Test ExtPool I (Px) I P4

Failawer Policy (R2/R30 I RS
Failover ExtPool ID () I P4

h

Pre-Configured Metro Mirror Enve. Setkings

[ Metro Mirrar Env, ORLY

SpaceEfficient Mode (Yes/Mo) [vas [ Pre-Configured Metro Mirror Enve,
[~ Space-Efficient Metra Mirror Wols

[~ TPC-R ™ Force Failover ta B3 (MM Only)

Current Settings

Test ExtPaal ID- P4 Pre-Configured Global Mirror Env, Settings

Failower Policy: B3 ™ Global Mirror Enve, Only

Recovery ExtPoolID: P4
ApaceBEfficient Mode: Ves

Zancel |
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Click OK to submit changes or click Cancel to lethve selections unchanged. If “R2” is
input for Failover Policy any input in “Failover BBool ID” field is ignored.

This version of SRA supports MGM (Metro-Global Miry set-ups with a restriction that
in case of an outage at production site (Site 4g,DR site will only be the remote site
(Site C) and no intermediate site recoveries. I8 3RM will only know about sites pro-
duction (A) and remote (C).

For SRA to function properly in MGM environmentssiill needs to have knowledge of
the intermediate (B) site. So, the user has to mldnregister the intermediate site with
SRA (although the SRA will never surface this imi@tion to SRM). To register the in-
termediate site with SRA, change directory to SRA&allation directory and execute the
following ...

C:\> java reglnter Ste.class[HMC IP Address| [HMC Username] [HMC Password] [Machine Serial] add
HMC IP: IP Address of FQDN of the intermediate site DS8000 HMC
HMC Username: Username registered on HMC with appropriate privileges
HM C Password: Password for HMC Username

Machine Serial: Serial number of the DS8000 (Ex: |BM.2107-1234567)

The above step needs to be executed before configiine Array Managers on the SRM.
The SRA utility must be configured as follows ...

g ]
Test ExtPool ID (P I
Failover Policy (R2/R3) I

h

Pre-Configured Metro Mirror Ense, Settings

Failower ExtPool I0 (P I_
[ Metro Mirror Eny., OMLY
SpaceEfficient Mode (Yes/MNo) I_ ™ Pre-Configured Metro Mirrar Env.,
[ Space-Efficient Metra Mirror Yals
v TPCR [ Farce Failowver ko B3 (MM Only)
Current Settings
Test ExtPool ID: Pre-Configured Global Mirror Enee, Settings
Failower Policy: ¥ Global Mirrar Enee, Ol
Recovery ExtP ool ID:
SpaceEfficient Mode:

Cancel |
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d. User Privileges for Storage Replication Adapter Configurations

For R2 failover policy, where the SRA creates the snapshot volumes apd tha vo-
lumes to the ESX server(s) at the recovery sitengduest failover operation(s), admin
user is needed. If, the replicated targets arenapped to the recovery site ESX server(s),
then a “CopyOperator” privileged user will suffifoe failover operation(s).

For R3 failover policy, where the SRA creates the snapshot volumes apg tha vo-
lumes to the ESX server(s) at the recovery siteénduest failover andfailover opera-
tion(s), an “admin” privileged user is needed.

For Pre-Configured Env, where the user pre-creates the needed volumesaps those
volumes to the recovery site ESX server(s), a “@Qypgrator” privileged user will suffice.

Note: If a non “admin” user is used (in pre-configuretvieonment for example ;), em-
bedded CIMOM on the HMC cannot be used. For thes as external (proxy) CIMOM
has to be used.

4. Configuration

a. Creating Target Volumes and Metro Mirror/Global Mirror Re-

lationships
You must create equal number of target volumesNifetro Mirror targets), and an addi-
tional set of volumes for FlashCopy targets for lialoMirror set-up, on the recovery
site DS8000, to source volumes.

Important: When creating volumes on the recovery site make that the DS8000 has
enough free space that is needed for volumes'ioredtrring test failover operations. If
the recovery DS8000 has Space Efficient volume summnabled, the SRA will create
SE (TSE) FlashCopy target volumes during test ¥ailooperations. Before SRA can
create SE volumes sufficient SE storage must béguwad on the array first. For more
information on SE storage configuration and SE epitx in general refer to IBM

DS8000 Thin Provisioning

(http://www.redbooks.ibm.com/redpapers/pdfs/redp4abit

1. Create Metro/Global Mirror relationships betweea slource and target vo-
lumes. The Metro/Global Mirror target volumes shibNIOT be mapped to the
ESX server(s) on the recovery site, as the mapmiogess is completely auto-
mated by the SRA for failover and test failover @piens. For more informa-
tion on Metro Mirror/Global Mirror Copy Servicesfee to IBM System Storage
DS8000: Copy Services in Open Environments
(http://www.redbooks.ibm.com/redbooks/pdfs/sg246F88.

Important: Before you start using the DS8000 Storage Rafitin Adapter, make sure
the Metro Mirror relationships are in “Full Duplexiiode and for Global Mirror rela-
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tionships’ “First Pass” status is “True” and Cotesiey Groups forming at the set inter-
vals.

Important; If the DS8000 arrays are not SE volume supposbked, the SRA creates
fully allocated volumes during test failover op@as. Fully allocated volumes need to
be completely initialized before they can be usedrlashCopy targets. This might take
several minutes depending on the size of the nevdgited volume. To accommodate
this initialization time, the user needs to modife¢ command time out values of VM-
ware SRM appropriately. This can be done by chantiie value of command time out
entry in vmware-dr.xml file found under VMware SRikbtallation directory. For the
changes to take effect, the VMware SRM service rhase-started.

For example: <CommandTimeout>900</CommandTimeout>

b. Adding Array Managers to VMware Site Recovery Manager
To add arrays to VMware Site Recovery Manager exethie following.

1. Log on to the VMware Virtual Center Server machine

vSphere Client

To directly manage a single host, enter the IP address or host name.
To manage multiple hosts, enter the IF sddress or name of a
wiZenter Server.

IF address [ Mame: Itutluster244-9 lI
Lser name; ITLICLLISTER24479'I,.C'.i:Imirristratu:ur'
Password: I

¥  lse Windows session credentials
3 Connecking... Lagin | S ‘Help |

2. Click Site Recovery on the VI client home page
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3. Click Configure option next to Array Manager in the Setup panel.

Configure Array Managers M=l

Protected Site Array Managers
Enter the location and credentials For array managers on the protected site.

Protected Site Array Managers Protected Site Array Managers:

Recovery Sike Array Managers Display Mame Manager Type | Address
Review Replicated Datastores

Add... | Bemouve | Edit... |

Replicated Array Pairs:

Array 1D Peer Array | Device Count | Model |

Help | = Back. | THext = I Close |

4. Click Add in the Configure Array Manager panel.

20



5. Enter array manager information on the Add Arraynisliger screen. Reinstate the
connection information for the array. Click Connect

Display Name - Enter the name of your array.
Manager Type- From the pull down menu, select the type cdyagou are using

Local Array CIM Server — Enter the IP address and the port number ofoited
array’s CIM agent. For example, 192.168.15.2:59&B¢re 5989 is the CIM
agent's port number if using a proxy CIM agentdfinecting to an embedded ClI-
MOM use 6989.

Note: IBM System Storage DS8000 Storage Replicationpfataonly supports se-
cure ports for CIM agents and only one DS8000 devimnaged by each CIM
agent.

Local Array HMC — Enter the IP address of the protected site D@8@dice’s
HMC. For example, 192.168.15.3.

Note: IBM System Storage DS8000 Storage Replicationpietaworks with only
one of the HMCs (in dual HMC environments).

Remote Array HMC — Enter the IP address of the recovery site artdii<C. For
example 192.168.17.2

Note: IBM System Storage DS8000 Storage Replicationpietaworks with only
one of the HMCs (in dual HMC environments).

User Name - Enter the user name configured for the CIM agent

Password - Enter the password configured for the CIM agent.
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|'£T,J Add Array Manager

—Array Manager Information

I =T B3

Display Mame;

Manager Tvpe:

Local Array CIM Server:
Local Array HMC:

Remake Array HMC:

Lsernarme:

Passwiord:

IDSBK-?SDZSDI

|16M-DSE000-Native

|9.11.11I:I. 176:5939

|9.11.1|:|s.35

|9.11.1EIB.38

Iadmin

I********

Conneck |

Array ID

| Model

IEM. 2107-7502301

2107

Help |

Cancel |

6. Click OK to initiate LUN discovery on the protected site.
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[l E3

|J-_T,J Configure Array Managers

Protected Site Array Managers
Enter the location and credentials for array managers on the protected site.

Protected Site Array Managers = Protected Site Array Managers:

Recavery Si::e Arrday Managers Display Mame Manager Type | Address |

Review Replicated Datast

EViw Replirated Latastores DSak-7502301 IBM-DSE000-Native  9.11.110.176:5589 |
Add... | Remaove | Edit... |

Replicated Array Pairs:

Array ID Peer Artay | Deviee Count | Model |

[ 1BM.2107-7502301  IBM.2107-1303651 20 2107

Help | = Back | Mext = I Close |

A

7. Confirm the DS8000 image IDs of protected and recpsgite arrays and clidkext. On
the next page clichdd to add the recovery site array information andkaionnect
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ET,J Add Array Manager [_ [T =]

— Array Manager Information

Display Mame: |D58K-13I33651

Manager Type: |[BM-DSB000-Native =l

Local Array CIM Server: I':'J. 11.108.35:6959

Local Array HMC: |9. 11,108,385

Remate Array HMC: |9. 11,108.35

sername: Iadmin

Passwaord: I********
Conneck |
Array ID | Madel |
IBM.EID?-ISD3E\51 2107

Help |

Cancel |

8. Confirm the image ID of the recovery site DS8004 alick OK



o

|:_,J Configure Array Managers

Recovery Site Array Managers

I[= E3

Enter the location and credentials for array managers on the recowvery site,

Protected Site Array Managers

Recovery Site Array Managers:

Recovery Site Array M.
Feview Replicated Datastores

Display Marme Manager Type | Address

D58K-1303651 16M-DSE000-Mative 9.11.108.35:6959

add... | Remove | Edit...

Replicated Array Pairs:

Array ID Peer Array | Device Count | Model |
6 IBM.2107-7502301 IBM.2107-1303651 20 2107
Help | = Back | Mesxt = I Close |

9. Confirm that a Green icon appears on the scresreasin the above image. Clislext to
see the list of replicated VMware datastores.
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@ Configure Array Managers !EI

Review Replicated Datastores
Feview the list of replicated datastores and ROMs,

Protected Site Array Managers Eg Storage Array IBM. 2107-7502301
Recovery Site Array Manaders = [] Datastore Group: [snap-740636b2-PRI_RH4_LUN], [snap-36b2f43e-RH4_YD]
Review Replicated Datastores Elg Datastores

----- 3§ Device ‘75023012062 replicated to remote device '13036511265'
(- g Device '75023012066" replicated to remote device 13036511266
[+ (@) Datastore Group: [snap-08e85685-PRI_W2K3_LUN]
EI 8 Dataskares
g Device '75023012060° replicated to remote device 13036511260
4 Device ‘75023012067 replicated to remote device '13036511261"
3 roms
[ Device '75023012064' replicated to remote device 13036511263
- [@ Datastore Group: [snap-Sbfaafe?-WINXP_LLN]
53 Datastores

[ Device '75023012061" replicated to remote device '13036511264'
EI[] Datastore Group: [snap-357610b6-PRI_RHS_LUN]

-6 Datastores

= 4 RrOMs

------ 4 Device ‘75023012065 replicated to remote device '13036511268'

Rescan Arrays |
Help | < Back | Einish I

Review and confirm the Datastore list and ckchish

5. TestFailover Procedure

The IBM System Storage DS8000 SRA completely autesihe TestFailover procedure. During
this procedure, the SRA creates Space Efficierdrlapy target volumes, if SE volume support
feature is enabled and SE storage defined on dnagst array. If the recovery site DS8000 does not
have SE support enabled, the SRA creates fullgaia volumes for test failover operations. The
only pre-requisite this procedure needs, from ttoea§e Replication Adapter’'s perspective, is to
have enough free space available in one of thenegtmls to accommodate the FlashCopy target
volumes

Please refer to important notes under “Creatingy@a¥olumes and Metro/Global Mirror Relation-
ships” section.

This procedure doesn'’t require anything specifithio Storage Replication Adapter, be done by the
user as long as all the steps and pre-requisitesioned in this document are carried out properly.

6. Failover Procedure
DS8000 SRA does a failover of the Metro/Global firrarget volumes to the recovery site during a
failover operation.

26



This procedure doesn'’t require anything specifithio Storage Replication Adapter to be done by
the user as long as all the steps and pre-reqisigmtioned in this document are carried out proper

ly.

7. Failback Procedure (Not Applicable to MGM)

a. Managing Failback

Managing failback using SRM is a manual processgryithat the protection site could
have completely different hardware and network icométion after a disaster occurs.
Failback can be managed like any planned serveiatiog.

b. Failback Scenario
The following failback scenario uses SRM as a &lbtool to Site A after executing a
recovery plan R1 at Site B in recovery mode fooveced virtual machines.

i. To manually execute a failback scenario for Metro Mirror Set-ups
1. Delete recovery plan R1 at Site B.

2. If Site A still has DR protection configured fortiprotection groups P1 in
recovery plan R1, delete protection groups Pltet/i

3. .Ifitis not already in place, use the VI ClientSite B to establish Site A as
the secondary site for Site B. (If Site A doesimnte SRM installed, install
SRM at Site A.)

4. Establish appropriate array replication from SiteEBite A for the datas-
tores containing recovered virtual machines.

= Mask the volumes on the protected site DS8000 tt®ESX server at Site
A

= On the recovery DS8000 at Site B, issue failbackrajons on B volumes
with A volume as targets.

Notel: Before issuing the failback command ensure thdtgate defined from
remote site LSS to its corresponding LSS at thallsite.

Note2: If volumes at Site A were online when a crash hapdeuse *“-
resetreserve” switch with the failback commandited any stale reservations
on Site A volumes are cleared.

Note3: The failback can be done in three ways

A. Synchronous data transfer from volumes at Site Bdiames at
Site A for both Metro Mirror and Global Mirror reélanships, if the applica-
tions are active on Site B volumes.
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dscli> failbackpprc —-dev IBM.2107-1303651 -remeted
IBM.2107-7502301 —type mmir 1260:2060

For more information on failback refer to IBM Systé&torage DS8000: Copy
Services in Open Environments
(http://www.redbooks.ibm.com/redbooks/pdfs/sg246F88.

5. Create protection group or groups P2 at Site Batept recovered virtual
machines to Site A.

6. At Site A, create a recovery plan R2 for the priddecgroup or groups P2.

7. After the user has determined that the virtual rreshhave been fully rep-
licated to Site A, execute recovery plan R2 at 8ite test mode.

8. If the test is successful, execute recovery plainR&covery mode.

9. At this point, the user may want to re-protect kesed virtual machines to
Site B:

10. Delete recovery plan R2 at Site A.
11. Delete protection group(s) P2 at Site B.

12. Establish appropriate array replication from Siteo/Site B for datastores
containing recovered virtual machines.

= Mask the volumes on the protected site DS8000 tfmrESX server at Site
B.

= On the protected DS8000 at Site A, issue failbécketro/Global Mirror
relationships on A volumes with B volume as targets

Notel: For Metro Mirror relationships execute failbackpm@mmand with “-
type mmir” switch.

dscli>  failbackpprc —dev IBM.2107-7502301  —rentate
IBM.2107-1303651 —type mmir 2060:1260

Note2: For Global Mirror relationships execute failbackpmommand with “-
type gcp” switch.

dscli> failbackpprc —dev IBM.2107-7502301 -—rendgte
IBM.2107-1303651 —type gcp 2060:1260

= Once the failback is complete, re-start the Gldbator session. Nothing
needs to be done for the Metro Mirror relationships
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ii.

For more information on failback refer to IBM Systé&torage DS8000: Copy
Services in Open Environments
(http://www.redbooks.ibm.com/redbooks/pdfs/sg246F88.

13. Create protection group(s) P3 at Site A to pratecbvered virtual ma-
chines from Site A to Site B.

Create a recovery plan R3 at Site B for the groups.

To manually execute a failback scenario for Global Mirror Set-ups
1. Delete recovery plan R1 at Site B.

2. If Site A still has DR protection configured fortiprotection groups P1 in
recovery plan R1, delete protection groups Pltet/i

3. If itis not already in place, use the VI ClientSite B to establish Site A as
the secondary site for Site B. (If Site A doesimnte SRM installed, install
SRM at Site A.)

4. Establish appropriate array replication from SitEBite A for the datas-
tores containing recovered virtual machines.

= Mask the volumes on the protected site DS8000 tt®ESX server at Site
A

= On the recovery DS8000 at Site B, issue failbackrajons on B volumes
with A volume as targets.

Notel: Before issuing the failback command ensure thdtgate defined from
remote site LSS to its corresponding LSS at thallsite.

Note2: If volumes at Site A were online when a crash hapdeuse *“-
resetreserve” switch with the failback commandited any stale reservations
on Site A volumes are cleared.

Note3: The failback can be done in three ways

A. Synchronous data transfer from volumes at Site ®tomes at Site A
for both Metro Mirror and Global Mirror relationgds, if the applications
are active on Site B volumes.

dscli> failbackpprc —dev IBM.2107-1303651 -remeted
IBM.2107-7502301 —type mmir 1260:2060

B. Asynchronous data transfer from volumes at Site Balumes at Site
A for Global Mirror relationships. This method dasst provide a DR solu-
tion in the reverse direction i.e. B to A. If thisethod is chosen, then all ap-
plications (writes) on the B volumes must be guees(or stopped), before
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the asynchronous data transfer is initiated, thusganteeing write ordering
on A volumes.

dscli> failbackpprc —dev IBM.2107-1303651 -reetev
IBM.2107-7502301 —type gcp 1260:2060

C. Global Mirror in reverse direction i.e. (originad@covery site to
(original) protected site. For more information 88000 Global Mirror
setup, refer to the document below. This methogté@mmended if the B
volumes will act as primaries (production) for adaime.

For more information on failback refer to IBM Systé&torage DS8000: Copy
Services in Open Environments
(http://www.redbooks.ibm.com/redbooks/pdfs/sg246F88.

5. Create protection group or groups P2 at Site Batept recovered virtual
machines to Site A.

6. At Site A, create a recovery plan R2 for the priddecgroup or groups P2.

7. After the user has determined that the virtual rreshhave been fully rep-
licated to Site A, execute recovery plan R2 at 8ita test mode.

8. If the test is successful, execute recovery plainR&covery mode.

9. At this point, the user may want to re-protect kered virtual machines to
Site B:

10. Delete recovery plan R2 at Site A.
11. Delete protection group(s) P2 at Site B.

12. Establish appropriate array replication from Siteo/Site B for datastores
containing recovered virtual machines.

= Mask the volumes on the protected site DS8000 tfmrESX server at Site
B.

= On the protected DS8000 at Site A, issue failbécketro/Global Mirror
relationships on A volumes with B volume as targets

Notel: For Metro Mirror relationships execute failbackpm@mmand with “-
type mmir” switch.

dscli>  failbackpprc —dev IBM.2107-7502301  —rentlate
IBM.2107-1303651 —type mmir 2060:1260
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Note2: For Global Mirror relationships execute failbackpmommand with “-
type gcp” switch.

dscli> failbackpprc —dev IBM.2107-7502301 -—rendgte
IBM.2107-1303651 —type gcp 2060:1260

= Once the failback is complete, re-start the Gldbator session. Nothing
needs to be done for the Metro Mirror relationships

For more information on failback refer to IBM Systé&torage DS8000: Copy
Services in Open Environments
(http://www.redbooks.ibm.com/redbooks/pdfs/sg246F88.

13. Create protection group(s) P3 at Site A to pratectvered virtual ma-
chines from Site A to Site B.

Create a recovery plan R3 at Site B for the groups.
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